
MILKI-PSY Cloud: MLOps-based Multimodal Sensor
Stream Processing Pipeline for Learning Analytics in
Psychomotor Education
Michal Slupczynski1, Ralf Klamma1

1RWTH Aachen University, Aachen, Germany

Abstract
Psychomotor learning develops our bodies in organized patterns with the help of environmental signals.
With modern sensor arrays, we can acquire multimodal data to compare activities with stored reference
models of body motions. To do this on a large scale in an efficient way, we need cloud-based infrastructures
for the storage, processing and visualization of psychomotor learning analytics data. In this paper, we
propose a conceptual sensor stream processing pipeline for this purpose. The solution is based on
the so-called MLOps approach, a variation of the successful DevOps model for open source software
engineering for large-scale machine learning solutions based on standard components. This processing
pipeline will facilitate the multimodal analysis of many training scenarios collaboratively.
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1. Introduction

Psychomotor learning is the development of muscular activities as organized patterns informed
by signals taken from the environment. We research sports activities like running and engineer-
ing activities like human-robot collaboration. Streaming data sensors like video, motion capture
suits, and IMU sensors are used to acquire data from real-world training scenarios to compare
them to stored reference models of motion in the training situation. New streaming data sensors
demand big data solutions for the storage, processing and visualization of multimodal learning
analytics data. This conceptual paper presents the MILKI-PSY Cloud (MPC), an application of
existing Machine Learning for IT Operations (MLOps) approaches to provide a collaborative
Machine learning (ML)-based cloud solution to process multimodal sensor streams and provide
direct and long-term feedback in psychomotor learning scenarios. We start by describing the
background and related work of our contribution in Section 2. In Section 3, we present our data
processing pipeline as an application of the MLOps methodology. We conclude this contribution
and give an outlook on further research in Section 4.
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2. Related Work

Multimodal stream data ingestion Multimodal sensor applications generate vast amounts
of heterogeneous and multidimensional data with unique properties [1] that needs to be trans-
mitted, stored and analyzed in a scalable manner. Distributed communication systems such
as Apache Kafka 1 provide a foundation optimized for efficiency and low latency ingestion of
stream data [2]. The processing of different modalities is then done via data fusion, which can
be subdivided into early fusion (merging before the ML process), late fusion (learning each
modality independently, then fusing) and cross-modality fusion (learning across modalities) [3].

Time series databases (TSDB) Time series databases (TSDB) are database systems that are
designed for storage, processing, and visualization of time series data (TSD) such as sensor
readings [4, 5, 6], which can manage big quantities of information and enable stream data
versioning, time-related searches [7] and analysis mechanisms such as trend detection, or
anomaly/outlier sensing [1]. One of the most notable examples of TSDB is InfluxDB 2.

Annotation of multimodal data Raw sensor data requires additional annotation to provide
labels for the ML systems to infer the prediction outcomes correctly. Usually, different data
modalities require specialized applications to support the annotation process. Several offline
and online tools have been proposed for data annotation such as Mova [8], Microsoft PSI [9] or
the Visual Inspection Tool [10].

Multimodal data processing pipelines The usage of processing pipelines for multimodal
ML data has been discussed and compared in several publications [3, 11, 12]. Commonly, the
pipeline phases include feature extraction, data fusion, model training and exploitation of the
trained ML applications. Implementing a user-oriented approach during the development of
multimodal learning environments is important to better align to learner needs [12]. A relatively
novel addition to multimodal ML pipelines is the application of MLOps principles [13, 14] to
build a collaborative environment and provide immersive learning feedback in psychomotor
education.

ML artifact management A versioning system for ML models such as DVC 3 provides
crucial tracking and managing of changes to the ML pipeline. A system like TorchServe 4 can
then be used to publish and serve the different versions of the ML models. While different
stages of the MLOps pipeline can be supported by separate tools, an integrated platform like
OpenML 5 can provide all the benefits in a central place.

1https://kafka.apache.org
2https://www.influxdata.com
3https://dvc.org/
4https://github.com/pytorch/serve
5https://openml.org
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Machine Learning for IT Operations (MLOps) MLOps [13, 14] is a DevOps-based [15]
practice that aims to reliably [16] and sustainably [17] design, deploy, test and monitor ML
models in cloud and edge systems [18, 19]. MLOps extends DevOps as follows: continuous
integration requires data and model versioning and validation, continuous delivery considers
automatic and steady delivery of the ML models, while continuous testing involves continuous
retraining of the ML models to adapt to a steady stream of input data [20, 21, 22].

Explainable AI (XAI) Explanations are meta-information in ML-based systems that describe
the meaning or significance of an input instance for a certain output categorization [23]. A
variety of ML mechanisms can be used on sensor-based TSD [24], while the usage of XAI
methods facilitate trust and confidence in the models applied to the TSD [25].

3. MILKI-PSY Cloud (MPC): ML-based Multimodal Sensor
Stream Processing Pipeline for Direct Learner Feedback

A multimodal sensor network produces continuous data streams with various sampling fre-
quencies, which should be processed in near real-time to offer learning analytics and learner
feedback [26]. Figure 1 gives an overview of the proposed MPC infrastructure, which is struc-
tured in three phases: data ingestion (phase 1), machine learning (phase 2) and data exploitation
(phase 3). This contribution is based on the MPC architecture [27].

Feature pipeline (phase 1) - Multimodal stream data ingestion First, a data ingestion
system (1.1) should be used to provide scalable communication between the sensor devices and
the MPC. Annotating the raw sensor data is done in the next step of the pipeline (1.2) to provide
the labels necessary for the ML feature detection and decision-making. To allow repeatable ML
training, the data from multiple concurrent source streams need to be aggregated and stored
with some versioning mechanism. A TSDB provides mechanisms for versioned data storage
and analysis (1.3) and should thus be used for data ingestion and leverage.

ML pipeline, continuous training (phase 2) Next, we use a Federated ML approach for
model building and evaluation (2.1) [28]. Trained and evaluated ML models need to be versioned
(2.2). Once a new version of a model is checked into the storage system, it needs to be deployed
and made available (2.3). After training and serving the ML model, the deployed pipeline needs
to be monitored and continuously evaluated for the model performance (2.4). The measures
used for this evaluation need to be defined by domain experts and calculated automatically
in the context of the project depending on the specific ML use case. Alternatively, a MLOps
solution (2.X) can provide an integrated solution for model building, versioning and serving.

If a drop in accuracy or a sufficiently large amount of new input data (e.g. a new expert
recording) is detected through pipeline monitoring (2.4), a retraining of the ML pipeline (phase
2) can be triggered as described by continuous training. For example, an ML algorithm could
be trained to differentiate whether the feedback given by the system correlates with positive
learner progress and change the feedback mechanism if it does not.



Data exploitation & feedback (phase 3) With a properly trained and deployed ML model,
a frontend application can then use it to provide feedback to the learner (3.1), either directly
in near real-time through interactive AR/VR elements, or long-term performance reports and
other gamification elements. The usage of explainable AI principles could provide an additional
layer of context to the decisions made by the ML algorithm which would benefit the domain
experts and learners in gaining insights into the feedback mechanism. This would not only
reduce potential bias embedded in the ML model but also enhance the trust of the end-users in
the system leading to better learning results. Finally, new multimodal sensor data is generated
through learner interaction with the system (3.2) leading to a new MPC pipeline cycle with
further data ingestion.
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Figure 1: Proposed architecture of the MILKI-PSY Cloud



3.0.1. Stakeholders

At different stages of the proposed pipeline, different stakeholders are involved in decision-
making, execution and practice. The stakeholder groups involved in the project range from
domain experts to end-users, including pedagogical specialists, data science engineers, coaches,
teachers and students. Recording and annotation of training data and raw sensor readings are
performed by sports scientists due to their expertise in the psychomotor skills to be taught
using the proposed pipeline.

The intricacies of the ML training and evaluation need to be executed by experienced ML
experts, while the result of the “data exploitation & feedback” phase will mostly benefit coaches,
teachers and learners. For effective interaction with the toolset used in the MPC, each stake-
holder group needs to be provided with a different set of interfaces. Sports scientists need a
simple way to feed their data into the system and a powerful annotation engine to add meaning
to the multimodal data stream. Application developers and designers can make use of the
data stored in the TSDB together with the trained and deployed ML models to create immer-
sive learning environments and provide learner feedback. Since the proposed pipeline will be
running its toolset in a cloud with powerful hardware, ML experts and researchers will have
access to computing resources to process the TSD, so they can focus on model training and
development. The versioning in the MLOps pipeline enables coaches, teachers and students not
to require extensive ML expertise to make use of the best-performing version of the ML models.
The proposed cloud pipeline enables the stakeholders to collaborate on different aspects of the
immersive learning environment, from data ingestion and annotation over model training to
interaction with the learners.

4. Conclusions and Outlook

This contribution presents a ML-based sensor data processing pipeline to facilitate direct and
long-term learner feedback in psychomotor education. Pipeline automation through MLOps is
critical in ensuring reproducibility, helping to reduce manual infrastructuring inherent with
ML development. The usage of XAI to support the ML process is beneficial in facilitating trust
and providing individualized feedback for multimodal psychomotor learning scenarios. Future
work includes further implementation and evaluation of the proposed framework in a practical
environment. We will focus on an end-user-oriented MLOps execution and evaluation.
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