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Abstract
Visible light positioning (VLP) based on an image sensor uses light sources to emit ID (Identity Document)
signals containing the position of the light sources and uses a mobile phone as the receiver. The stripes
images carrying ID information are acquired by the rolling shutter effect of the Complementary Metal
Oxide Semiconductor (CMOS) image sensor. And then using the geometric relationship between the
object point and the image point of the light sources to complete the positioning. Quantization error is
inevitable when obtaining the imaging coordinates of fringe images. Based on this, we design an easily
identifiable light source signal mechanism, which consists of two parts: the information sequence and the
all-bright sequence. We use different methods to get the imaging coordinates of the light source and fit the
deviation between the ideal imaging coordinates and the identified imaging coordinates, the fitting results
show that the imaging deviations obey Gaussian distribution. And this paper simulates positionings on
the basis of considering the imaging deviation, the positioning results show that the positioning error
can be controlled within 1.3cm effectively under the signal mechanism and identification method we
proposed.
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1. Introduction

The outdoor positioning systems such as Global Positioning System (GPS) and BeiDou Naviga-
tion Satellite System (BDS) can’t be positioned accurately due to the limited indoor complex
environment. In large shopping malls, museums, subway stations, etc. indoor position-based ser-
vices have become an urgent need[1]. In recent years, technologies based on indoor positioning
have emerged one after another, such as ZigBee[2], Wireless Local Area Network (WLAN)[3],
Bluetooth[4], Ultra Wide Band (UWB)[5], and Radio Frequency Identification (RFID)[6]. While
they are not widely used due to their inherent flaws including low positioning accuracy and
expensive cost of the devices. With the development of LED (light-emitting diode) light source,
visible light positioning (VLP) has become a research hotspot[7]. As an alternative to those
techniques, VLP uses visible light sources as beacons for position estimation. Meanwhile, it
can use existing lighting infrastructure with minimal modifications, which greatly reduces
deployment costs[8, 9, 10].
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The VLP positioning system is mainly composed of a receiver and a transmitter. The trans-
mitter is generally light source, and the receiver is distinguished by a Photo-Diode (PD) or an
Image-Sensor (IS)[11]. PD is sensitive to the beam direction, so it greatly limits the mobility of
the positioning terminal. And PD-based positioning requires extremely high angle measurement
and received signal strength measurement, which will lead to large positioning errors[12]. In
contrast, IS is more widely incorporated into various mobile devices. Thus it’s can complete
high-accuracy positioning without additional equipment just using a mobile phone camera[13].

In VLP based on IS, we encode the actual position of the light sources and load them onto
the light sources to emit in the form of high-frequency flashing The flicker frequency of the
modulated light sources reaches kHz, CMOS image sensor can detect the change and image them
as light and dark stripes images[14]. Identifying the images, decoding the ID information of light
sources, and then calculating the imaging coordinates of the light sources (𝑢𝑖′ , 𝑣𝑖′). By querying
the pre-established ID database, matching the three-dimensional(3-D) position coordinates of
the light sources (𝑋𝑖, 𝑌𝑖, 𝑍𝑖)[15]. The position of the IS can be calculated through the geometric
relationship between the object point coordinates and the image point coordinates, that is,
positioning is achieved. While calculating the coordinates of the light sources on the imaging
plane, there will be inevitable quantization errors which will lead to positioning deviations due
to the variety of stripes images. Therefore, this paper proposes an easily identifiable signaling
mechanism as the emission signal of light sources and proposes two identification algorithms
based on this signal mechanism. By fitting the imaging deviation of the light sources obtained
by actual measurement, it can be found that the imaging deviations conform to the Gaussian
distribution. After taking the imaging deviation into account, we test positionings using the
obtained data and the results show that the positioning accuracy of the algorithm proposed in
this paper is better than the positioning accuracy of direct identification.

2. Single camera positioning algorithm

The VLP based on IS is to get the position and attitude information of IS. To simplify the
experiments, we only discuss the case where IS is fixed at the same height. Fig. 1 shows a
typical indoor positioning system. We installed 4 LEDs on the ceiling of the room and the LEDs
were not in a straight line. Each LED transmits its unique ID signal representing its own 3-D
coordinate information to the optical channel through OOK modulation. We use the mobile
phone as the receiver to capture images of light sources. Then detecting the ID and image
coordinates of the LEDs. After obtaining the above information, we use the following algorithm
to complete the position calculation of the receiver 𝑃 = (𝑋𝑃 , 𝑌𝑃 , 𝑍𝑃 ).

Let the 3-D positions of LEDs be (𝑋𝑖, 𝑌𝑖, 𝑍𝑖), 𝑖 = 1, 2, 3, 4, where 𝑖 are the numbers of the
light sources. The height of the mobile phone from the ceiling is 𝐻 and the distance from each
LED to the lens(𝑃 ) is denoted as 𝑅1, 𝑅2, 𝑅3, 𝑅4. They can be expressed as (1)-(2):

(𝑋𝑖 −𝑋𝑃 )
2 + (𝑌𝑖 − 𝑌𝑃 )

2 + (𝑍𝑖 − 𝑍𝑃 )
2 = 𝑅𝑖

2, 𝑖 = 1, 2, 3, 4 (1)

𝑍𝑖 = 𝐻 + 𝑍𝑃 (2)

After imaging by the IS, we can get the position coordinates (𝑢𝑖′ , 𝑣𝑖′), 𝑖′ = 1, 2, 3, 4 of each
LED on the imaging plane, where 𝑖′ are the numbers of the imaging light sources. Then we can
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Figure 1: Visible light positioning system.

calculate the distance (𝑑𝑖′ and 𝑟𝑖′ ) from each image point to the image center 𝑄 = (𝑢0, 𝑣0) and
to the optical axis of the lens, as shown in (3)-(4):

𝑑𝑖′ =

√︁
(𝑢𝑖′ − 𝑢0)

2 + (𝑣𝑖′ − 𝑣0)
2, 𝑖′ = 1, 2, 3, 4 (3)

𝑟𝑖′ =
√︁

𝑓2 + 𝑑2𝑖′ , 𝑖
′ = 1, 2, 3, 4 (4)

According to the triangle similarity principle, the distance from each LED to the lens can be
calculated as shown in (5):

𝑅𝑖

𝑟𝑖′
=

𝐻

𝑓
→ 𝑅𝑖 =

𝐻

𝑓
· 𝑟𝑖′ (5)

where 𝑓 is the focal length of the camera, which is known. In a result, (1) can be can be rewritten
as (6):

(𝑋𝑖 −𝑋𝑃 )
2 + (𝑌𝑖 − 𝑌𝑃 )

2 = 𝐻2 · (
𝑟2𝑖′

𝑓2
− 1) (6)

Therefore, the receiver’s coordinate of 𝑃 that is (6) can be achieved by resolving Least Squares
Method.

[𝑋𝑃 ;𝑌𝑃 ] = (𝑀𝑇𝑀)
−1

𝑀𝑇𝐷 (7)

where 𝑀 and 𝐷 are shown as (8)-(9).

𝑀 = 2

⎡⎣𝑋2 −𝑋1 𝑌2 − 𝑌1
𝑋3 −𝑋1 𝑌3 − 𝑌1
𝑋4 −𝑋1 𝑌4 − 𝑌1

⎤⎦ , (8)



𝐷 =

⎡⎢⎢⎢⎢⎢⎣
(𝑋2

2 −𝑋1
2) + (𝑌2

2 − 𝑌1
2) +𝐻2 · ( 𝑟

2
1′
𝑓2 − 1)

(𝑋3
2 −𝑋1

2) + (𝑌3
2 − 𝑌1

2) +𝐻2 · ( 𝑟
2
2′
𝑓2 − 1)

(𝑋4
2 −𝑋1

2) + (𝑌4
2 − 𝑌1

2) +𝐻2 · ( 𝑟
2
3′
𝑓2 − 1)

⎤⎥⎥⎥⎥⎥⎦ (9)

3. The proposed identification method

3.1. Transmit signal design

To obtain the coordinates of the light sources image point in the positioning algorithm proposed
in section 2, we need to identify the captured light source image. When obtaining the imaging
coordinates of the light source, the imaged stripes images are not all complete circular contours
due to the high scanning frequency of the camera, as shown in Fig. 2, which causes inevitable
quantization errors and affects subsequent positioning. Therefore, we propose a design method
for light source emission signal which is easy to identify.

(a) (b)

(c) (d)

Figure 2: Different LED stripes images captured by CMOS sensor.

Under the premise of satisfying indoor lighting, we choose every 4 light sources as a set of
positioning light source groups. The positions of those 4 light sources are not on the same
straight line. The emission data of each light source consists of two parts: the information
sequence 𝑆𝑒 and the all-bright sequence 𝑆. The information sequence 𝑆𝑒 is the ID information
that matches the actual 3-D position of the light source. Due to the great autocorrelation
characteristics of the pseudo-random code, we might as well choose the pseudo-code as the ID
of the light source. The all-bright sequence 𝑆, as the name implies, is used to identify the image
point of the light source and the ID demodulation. The transmitter uses OOK modulation to
load the 3-D position of the light sources to the light sources at a frequency of 3kHz. Due to the
high flicker frequency, the human eye cannot perceive this flickering. This not only ensures the
lighting function of the light source but also completes the work of the positioning transmitting



end.
To verify the superiority of the signal proposed in this paper, we discuss the situation of 4

indoor light sources that the requirements for the number of IDs are not high. Therefore, a
Pseudo-noise Sequence 𝑆𝑒𝑖 = [𝜏1𝑖 , 𝜏

2
𝑖 , ..., 𝜏

𝑁1
𝑖 ], 𝑖 = 1, 2, 3, 4 (including but not limited to shift)

with a code length of 𝑁1 = 7 and duration of 𝑇
4 is selected to be assigned to each light source.

To ensure that the receiving step can identify the light source quickly and accurately, adding
two all-bright sequence 𝑆𝑖 = [𝑠1𝑖 , 𝑠

2
𝑖 , ...𝑠

𝑁2
𝑖 ] of time 𝑇

4 and code length 𝑁2 = 7 for each light
source. Since the light source is grounded at the cathode, here the 𝑠𝑁2

𝑖 represents the binary all
“1” symbol. To collect the imaging of the light source information emission sequence and the
all-bright sequence simultaneously within 𝑇 , the all-bright sequence needs to be shifted, that
is, there is always a 𝑇

4 delay between the all-bright sequences of the light source, as shown in
Fig. 3. Therefore, the total emission sequence of the light source groups in 𝑇 are shown as (10),
where “⊗” represents the Kronecker product, and “⊕” represents the modulo-two addition. The
light source groups broadcast the total emission sequence cyclically with 𝑇 as the period, and
𝑇/4 is the exposure time of the receiver.
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Figure 3: The modulated signal waveform.

𝐶𝐿𝐸𝐷1 = (
[︀
0 0 1 1

]︀
⊗
[︀
𝜏11 , 𝜏21 , ... 𝜏𝑁1

1

]︀
)⊕ (

[︀
1 1 0 0

]︀
⊗
[︀
𝑠11, 𝑠21, ... 𝑠𝑁2

1

]︀
)

𝐶𝐿𝐸𝐷2 = (
[︀
1 0 0 1

]︀
⊗
[︀
𝜏12 , 𝜏22 , ... 𝜏𝑁1

2

]︀
)⊕ (

[︀
0 1 1 0

]︀
⊗
[︀
𝑠12, 𝑠22, ... 𝑠𝑁2

2

]︀
)

𝐶𝐿𝐸𝐷3 = (
[︀
1 1 0 0

]︀
⊗
[︀
𝜏13 , 𝜏23 , ... 𝜏𝑁1

3

]︀
)⊕ (

[︀
0 0 1 1

]︀
⊗
[︀
𝑠13, 𝑠23, ... 𝑠𝑁2

3

]︀
)

𝐶𝐿𝐸𝐷4 = (
[︀
0 1 1 0

]︀
⊗
[︀
𝜏14 , 𝜏24 , ... 𝜏𝑁1

4

]︀
)⊕ (

[︀
1 0 0 1

]︀
⊗
[︀
𝑠14, 𝑠24, ... 𝑠𝑁2

4

]︀
)

(10)
In addition, the number of light sources is more than 4 or even more in the actual environment,
so 𝑁1 and 𝑁2 can change the sequence length according to the number of light sources in the
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Figure 4: (a) Partial identification results calculated by algorithm 1. (b) Partial identification results
calculated by algorithm 2.

actual environment, so as to ensure that there are enough IDs for positioning.

3.2. LED light source identification

Selecting the IS mounted on the mobile phone as the receiver, and aligning the light source
array within time 𝑇 to obtain 4 photos 𝐺𝑚,𝑚 = 1, 2, 3, 4 continuously, where 𝑚 are the
numbers of the photos. In this step, the acquired color images are transformed into grayscale
images and binary images at first. Then we segment the binary images to process each light
source in the captured images. Finally, we obtain the processed image 𝐺

′
𝑚 and pixel matrices

𝐵𝑖
𝑚(𝑥, 𝑦)𝑀×𝑁 , 𝑖,𝑚 = 1, 2, 3, 4, where (𝑥, 𝑦) is image coordinates of pixels, N is the number of

pixels in row (ie horizontally), M is the number of pixels in column (ie vertical). After completing
the above steps, using the identification algorithm to extract the centroid coordinates of the
light sources.

The traditional identification algorithm is to find the upper, lower, left, and right edges of the
light source fringe image respectively, and take the midpoint as the imaging coordinate, or use
the fitting method to fit the circular edge of the light source and take the center of the circle as
the imaging coordinate. The above identification methods all have errors as shown in Fig. 2.
Based on the description in section 3.1, we propose two identification methods here as shown
in Table 1 and Table 2: (1)Algorithm 1: image method; (2)Algorithm 2: fitting method.

Detecting the area of each light source in the image 𝐺
′
𝑚 and calculating its two-dimensional

pixel coordinates. Taking light LED1 as an example, the main processes of these two methods
are described in algorithm 1 and algorithm 2. And some identification results are shown in Fig.
4.



Table 1
The process of image method

Algorithm 1: Image method

Input: LED1 images

Output: LED1 centroid coordinates (𝑢1′ , 𝑣1′)

1. Traverse the column pixels of any one 𝐵1
𝑚(𝑥, 𝑦)𝑀×𝑁 ,𝑚 = 1, 2, 3, 4

2. Record the column 𝑐𝑙1 whose pixel value is not 0 for the first time and the column 𝑐𝑙2 whose
pixel value is 0 again;

3. Traverse the rows pixels of 𝐵1
𝑚(𝑥, 𝑦)𝑀×𝑁 ,𝑚 = 1, 2, 3, 4 selected in step 1;

4. Record the row 𝑟𝑙1 whose pixel value is not 0 for the first time and the row 𝑟𝑙2 whose pixel
value is 0 again;

5. Calculate the pixel value:

𝐼 =

𝑟𝑙2∑︁
𝑥=𝑟𝑙1

𝐵1
𝑚(𝑥, 𝑦)|𝑦= 𝑐𝑙1+𝑐𝑙2

2

(11)

6. Take the centroid coordinates ( 𝑟𝑙1+𝑟𝑙2
2 , 𝑐𝑙1+𝑐𝑙2

2 ) of the light source of the image where 𝐼max

is located as the imaging coordinates of LED1 (𝑢1′ , 𝑣1′).

4. Experiment and analysis

Considering the strictness of synchronization and to simplify the experiment, we use the
smartphone to capture video images at a frame rate of 24fps and convert the video images into
frame images. Then use Matlab to process these images. All the key system parameters adopted
are provided in Table 3.

To verify our proposed methods, we use the camera of a smartphone(iphone12) to capture
the light source video carrying the information sequence described in section 3.2 at the test
point (25,25,10). Under the condition that the height of the mobile phone remains unchanged at
the test point, the posture of the mobile phone can be adjusted, and the LED can be imaged as a
circular spot as much as possible. Then converting the video to 12,000 light source images, and
using the two algorithms proposed in 3.2 to calculate the LEDs centroid coordinates every 4
images in sequence. Under the high shutter speed camera, the background is completely black,
which has almost no effect on the light source, but it still introduces some noise interference
inevitably. The several coordinate points with large deviations in the upper left corner in
Fig. 5 are caused by noise interference. There is a large coordinate deviation because of the
interference of light spots in individual light source frames. Therefore, we use the 3𝜎 criterion
here to remove individual noisy data. As shown in the enlarged part of Fig. 5, after removing
the noise data, the number of samples is 3000, and it can be seen that these 4 methods all deviate
from the ideal imaging coordinate.



Table 2
The process of fitting method

Algorithm 2: Fitting method

Input: LED1 images

Output: LED1 centroid coordinates (𝑢1′ , 𝑣1′)

1. Same as steps 1–5 of algorithm 1;

2. Add and subtract a range threshold 10pix respectively to the boundary value
[𝑐𝑙1, 𝑐𝑙2][𝑟𝑙1, 𝑟𝑙2] of the light source of the image where 𝐼max is located, and set the pixel
values outside the [𝑐𝑙1 : 𝑐𝑙1 + 10, 𝑐𝑙2 : 𝑐𝑙2 − 10][𝑟𝑙1 : 𝑟𝑙1 + 10, 𝑟𝑙2 : 𝑟𝑙2 − 10] to 0;

3. Use the Sobel operator to extract the edge points (𝑥𝑑𝑎𝑡𝑎, 𝑦𝑑𝑎𝑡𝑎) of the light source
processed in step 2;

4. Find the circle

𝐹 = @(𝑟)(𝑥𝑑𝑎𝑡𝑎− 𝑟(1))
2
+ (𝑦𝑑𝑎𝑡𝑎− 𝑟(2))

2 − 𝑟(3)
2 (12)

that matches the edge points in step 3 by least squares fitting and find the centre of the circle
(𝑟(1), 𝑟(2)) as the imaging coordinates of LED1 (𝑢1′ , 𝑣1′).

Fig. 5 compares the centroid coordinates of LED1 obtained by 4 methods, where the black
upper triangle is the imaging centroid coordinates of LED1 obtained by identifying and cal-
culating the stripes image directly using the fitting method without using the 3.1 signal, the
blue lower triangle is the imaging centroid coordinates of LED1 obtained by identifying and
calculating the stripes image directly using the image method without using the 3.1 signal, the
yellow star is the imaging centroid coordinates obtained by 3.2 algorithm 1 after loading the 3.1
signal mechanism, the red square is the image centroid coordinates obtained by 3.2 algorithm 2
after loading the 3.1 signal mechanism.

4.1. Identification error

In order to see the errors of different identification methods more clearly, our paper chooses the
Root Mean Square Error (RMSE) to calculate the identification error:

𝑒𝑟𝑟𝑜𝑟 =

√︁
(𝑢𝑖′ − 𝑢𝑡′)

2 + (𝑣𝑖′ − 𝑣𝑡′)
2 (13)

where, (𝑢𝑖′ , 𝑣𝑖′) is the imaging coordinates of LEDi measured by the above 4 methods at the
test point, (𝑢𝑡′ , 𝑣𝑡′) is the ideal imaging coordinates of the test point.

Cumulative distribution function (CDF) is the integral of the probability density function,
which can describe the probability distribution of identification error. Taking LED1 as an
example, the error cumulative distribution function of different identification methods are
shown in Fig. 6 and Fig. 7. Fig. 6 is the deviation diagram of the centroid coordinates fringe



Table 3
Parameter of the experiment

Parameter Value

Test space unit size (𝐿×𝑊 ×𝐻) 50× 50× 50𝑐𝑚3

LED diameter 2.2cm
LED1 position (10, 40, 50)

LED2 position (40, 40, 50)

LED3 position (40, 10, 50)

LED4 position (10, 10, 50)

Frenquency of LED transmitters 3kHz
Camera height 10cm
Camera resolution 1920×1080
ISO 100
Exposure time 1/3000s
Focal length of the lens 𝑓 26mm
Image Sensor SonyIMX686
Test point (𝐿,𝑊,𝐻) (25, 25, 10)
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Figure 5: The centroid coordinates of LED1 obtained using different methods.

images identified directly and the ideal imaging coordinates. Fig. 7 is the deviation diagram of
the centroid coordinates using the algorithms proposed in 3.2 and the ideal imaging coordinates.
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Figure 7: The coordinate deviation of algorithm 1 and algorithm 2.

It can be seen that the coordinate error of the light source identified by fitting the stripes
image directly is 0pix-50pix, and there is a 57% chance that the error exceeds 10pix. The error
of the image method is 0pix-60pix, and the probability of exceeding 10pix is 68%. They all have
large errors. The error of using the signal mechanisms proposed by 3.1 to identify the full bright
spot are all about 0-3pix. Among them, algorithm 2 is to calculate the pixels of images, and the



pixel coordinates are integers, so there are many repetitions of error values.
Fitting the coordinate deviation distribution obtained by the above four methods. Fig. 8 is

the abscissa deviation distribution fitted according to the histogram of deviation coordinate
difference using 4 methods, and Fig. 9 is the ordinate deviation distribution fitted according
to the histogram of deviation coordinate difference using 4 methods. It can be seen that the
deviation of the actual imaging coordinates of the light source is in line with the Gaussian
distribution as shown in (14). The parameters are shown in Table 4.

Table 4
Gaussian distribution parameter

Figure 𝑦0 𝐴0 𝑥𝑐 𝑤

Fig. 8(a) 0.00128 0.1575 -0.90724 2.50698
Fig. 9(a) 0.00413 0.17473 1.15132 10.66326
Fig. 8(b) 0.00418 0.12752 -0.62293 1.45571
Fig. 9(b) 0.00119 0.10844 4.80804 17.96898
Fig. 8(c) 0.00144 0.18235 -0.10493 0.21353
Fig. 9(c) 0.00082384 0.68534 0.43672 0.28756
Fig. 8(d) -0.00245 0.16772 0.16288 0.24843
Fig. 9(d) 0.01512 0.54942 0.48163 0.11644
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Figure 8: The abscissa deviation value.
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Figure 9: The ordinate deviation value.

𝑦 = 𝑦0 + 𝐴0𝑒
− (𝑥−𝑥𝑐)

2

2𝑤2 (14)

4.2. Positioning error

In our positioning system, the source of the positioning error is mainly the quantization error
caused by the image identification of the LED described in section 4.1, so the ideal imaging
coordinates of the light source need to be rewritten as (15).(︂

𝑢𝑖′

𝑣𝑖′

)︂
=

(︂
𝑢𝑡′

𝑣𝑡′

)︂
+

(︂
𝑛𝑝𝑥

𝑛𝑝𝑦

)︂
(15)

where 𝑛𝑝𝑥(𝑥𝑐, 𝑤
2) and 𝑛𝑝𝑥(𝑥𝑐, 𝑤

2) are Gaussian white noises that are independent of each
other on the horizontal and vertical axes of the light source on the imaging plane, the means
and standard deviations are shown in Table 4.

Considering the identification error, we do positioning tests on the data obtained by each
method at the test point. Then we calculated the positioning error which is the RMSE of the
estimated position results and test point. The statistical result is shown in Fig. 10.

It can be seen that algorithm 1 and algorithm 2 perform better than the direct solution. More
than 90% of the positioning error is within 1.69cm when using the fitted stripes images directly.
More than 90% of the positioning error is within 1.77 cm when using the stripes coordinates
identified by the image method directly. While more than 90% of the positioning error is within



1.26cm when using algorithm 1, and the positioning error of algorithm 2 is within 1.25cm. So
the two algorithms proposed in the paper all have high accuracy.
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Figure 10: The cumulative distribution function (CDF) of positioning error.

5. Conclusion

Indoor visible light position based on a single camera will be a large error when calculating
fringe coordinates directly as the imaging centroid coordinates of light sources. In this paper,
we proposed a light source emission signal mechanism combining information sequence and all-
bright sequence, we compared and fitted the imaging deviations of different methods. The results
show that the imaging deviations obey the Gaussian distribution. We simulated positionings
after taking the identification error into account. The results show that the two identification
methods based on this signal mechanism can reduce the positioning error to within 1.3cm. The
positioning accuracy is greatly improved compared with the positioning method of identifying
the light source directly.

This paper tests multiple positioning at the test point, and the statistical results show the
superiority of the signal proposed in this paper in positioning accuracy. In future work, we
consider transplanting the positioning system into the real environment and consider the
influence of some non-positioning light sources (such as sunlight) in the real environment to
complete random and dynamic positioning.
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