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Abstract
In this paper we propose the task of list verbalisation within a Knowledge Graph Question Answering
system. Inspired by the Gricean Maxims of Quantity, Relation, and Manner we show a proof of concept
ranking answer candidates through graph-based and language model-based measurements for on the
one hand popularity and on the other hand a more pragmatically informed context. Our finding show
that in our current set-up graph-based measures work best, while language model-based systems need
further refinement and may benefit from approaches such as fine-tuning or prompting. We evaluate our
approach with a user study and give insights into promising future directions of the task.
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1. Introduction

Question Answering (QA) systems are becoming more prevalent in both research and real-
world applications such as virtual assistants like Siri or Alexa. With vast amounts of structured
knowledge available in ontologies, they have been a key element in furthering QA development
and adaptation. Up until recently their answers were however limited to formal query responses,
which limit usefulness for conversational systems as well as non-expert users. To increase
naturalness and understanding [1], a recent focus of Knowledge Graph Question Answering
(KGQA) systems has been the verbalisation of the query answer [1, 2, 3, 4]. They take the
generated formal query response and present it in natural language, for example by taking into
account the wording of the question [3]. While investigating existing data sets we noticed that
(long) list answers are currently poorly dealt with or excluded from the data. We see filling this
gap as a natural next step in towards more informative and natural KGQA verbalisation.

Responses consisting of a whole list present the user with information overload, in particular
when questions result in a large number of answers. They will most likely not succeed in
finding an answer that is informative to them. From a pragmatic perspective, we can analyse
the likely success of a question-answer exchange through the lens of the co-operative principle
consisting of four maxims proposed by Grice [5]. We focus on the maxims of Quantity, Relation,
and Manner to improve the communication of the results. Consequently, we slightly alter the
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suggested verbalisation template, cut down the list of given answers and pick the most relevant
ones. This can be done in a generic way, picking the most popular one, or in a context-dependent
way, in which we consider previous conversations, the user, or the specific application. We give
preliminary results of our method based on a small user study.

Our approach combines summarisation and ranking, to find the most informative answer
for the user. It is a first step to, on the one hand, the verbalisation of more complex formal
query responses, and on the other hand the inclusion of context in the summarisation and
verbalisation of structured data.

Our contributions in this paper are as follows:

1. Task We create the new task of list verbalisation, which was previously neglected
(VQuAnDa [2]) or excluded (VANiLLa [3]) from KG verbalisation tasks. The focus lies
on the combination with context cues as secondary properties which can personalise or
diversify the verbalisation.

2. Implementation We show a proof of concept and implement first measurements for
popularity and context cue specific verbalisation.

3. System Comparison We conduct a system comparison between language model-based
and graph-based metrics and verify our set-ups with human evaluation.

2. Related work

As our task and evaluation approach are influenced by a range of research fields, we will describe
previous approaches from a range of fields including KGQA systems, data-to-text generation,
summarisation, ranking, and their evaluations. To the best of our knowledge, this paper is the
first exploration of list verbalisation in the context of Gricean maxims.

2.1. QA tasks and systems

Most QA systems can be divided into two groups. The first group works with unstructured data
such as SQuAD [6, 7] or CoQA [8], while the second is based on structured knowledge such as
DBpedia [9] or Wikidata [10].

In a KGQA task the question is given in natural language, gets translated into a query, queries
a database and retrieves an answer. The most common data in KGQA sets are the editions
of QALD [11] and LC-QuAD [12]. The former’s focus has over the years shifted towards
multi-linguality [13]. The latter provides a data set of 5000 complex question-query pairs over
DBpedia.

2.2. A data to text problem

Our focus lies on the verbalisation of the formal query response, turning the problem into a
data-to-text task. Most approaches for this task are based on WebNLG [14] and more recently
AGENDA [15] and use either transformers [15, 16] or Graph Neural Nets (GNN) [17]. Most of
the previously described tasks are however too domain specific to be applied to an open-domain
knowledge graph like DBpedia or Wikidata.
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Data sets that have specifically explored verbalisation in a KGQA context are VQuAnDa [2],
VANiLLa [3], ParaQA [1]. VQuAnDa [2] consists of 5000 complex questions, SPARQL queries
and answer verbalisation. ParaQA [1] expands the verbalised answers of VQuAnDa with two to
eight paraphrased natural language responses per question. VANiLLa [3] contains 100k simple
questions with their respective queries and verbalised answers, adapted from CSQA [18] and
SimpleQuestionsWikidata [19]. When dealing with lists, VQuAnDa and ParaQA give a filler
token [answer]instead of the full list in their verbalised sentences. VANiLLa, on the other hand,
excludes list question-answer pairs. We focus on the question-answer pairs containing lists in
VQuAnDa.

List verbalisation can be approached from the perspective of ranking with respect to relevance.
Approaches considering the ranking of multiple query response options have been extensively
studied in the field Information Retrieval, ranking from early symbolic approaches [20] to
recent neural ranking models [21, 22]. Within graphical entity summarisation there have been
approaches focusing on relevance-oriented entity summarisation [23] and diversity [24] though
they differ from ours by specifically aiming to provide generic summaries instead of a context
dependent ones.

Context in Information Retrieval and Summarisation systems is mostly based on personalisa-
tion of the results for the user based on their previous interaction with the system [25, 26, 27, 28].
Other forms of context can include location metadata or time [29].

2.3. Evaluation in terms of Gricean Maxims

Our evaluation is guided by the Gricean maxims [5] of Quantity, Relation and Manner. They
define principles that should be fulfilled in order to successfully communicate. The maxim of
Quantity states that all necessary information should be given, but not more than the intent of
the question requires. This guides our general reduction of answers given and reformulation of
the answer template. The maxim of Relation stresses the importance of adapting the information
to be relevant to the communication partner, in this case the user. The maxim of Manner states
that communication should be orderly and brief, avoiding obscurity and ambiguity. The maxims
are widely used within pragmatics and have been applied to time series summarisation [30]
and recently chatbots [31]. Other common metrics in NLG evaluation are ROUGE, BLEU and
METEOR; these are, however, based on n-gram similarity which is not suitable for our case
since there is no ground truth available for comparison. Furthermore, these measures fail to
take pragmatic factors like purpose or context into account [32]. We aim to go beyond existing
approaches and directly evaluate the output of our systems through human judgements of
whether the verbalisations adhere to the maxims of Quantity, Relation, and Manner.

3. Task

We propose a the new task of list verbalisation with respect to the Gricean maxims of Quantity,
Relation, and Manner. Given a long answer list, the task is to select a small number of items
that serve to illustrate the most relevant information conveyed by the list.

What is relevant to the user can be highly situation-dependent and depend on individual
factors specific to the user. In this first approach, we define a number of specific contextual
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cues that define what is relevant for the user. In the simplest scenario, we assume that the user
is simply interested in the most popular examples from the entire list.

Another reason to not only work with the highest scores is that they enforce popularity bias.
DBpedia is based on Wikipedia which is predominantly white, western and male [33, 34, 35, 36].
Cues are an option to diversify or personalise results and increase the exposure of non-popular
items.

The contextual cues should reflect relatively open secondary factors. We currently use the
following: location (place of birth, place of publication, nationality), time (recency, time of
publication, date of birth), genre, and gender.

We illustrate the task using the following question / verbalisation pair:
Question: ”Whose work is in the Musée d’Orsay?”
VQuAnDa answer template: ”The artists of the artworks located in the Musée d’Orsay are

[answer].”
The place holder [answer] is filled with 30 names (see step 1 Figure 1), which is still on the

lower end, as the number of items in such lists can exceed 1000. Giving an answer consisting
of 30 names would be a violation of the Gricean Maxim of Quantity since it presents more
information than can be the assumed was intent of the user’s question. This can lead to an
information overload and the relevant information being buried. An answer consisting of three
very popular artists (Vincent van Gogh, Paul Gauguin, Henri Matisse), however, would not
violate the maxim and can be considered relevant. If we want to consider a particular context
(e.g. a previous conversational context of female artists), another subset of artists can provide a
relevant answer (e.g. examples of female artists).

Figure 1: An example of how our model deals with and modifies list answers for the question ”Whose
work is in the Musée d’Orsay?”. The popularity metric used is density and the context cue is female
artists.

4. Method

We explore two approaches to list verbalisation: A language-model based approach and a
knowledge-graph based approach. In both approaches, we aim to rank the answer list with
respect to popularity or a particular contextual cue to retrieve the most relevant answers. After
a brief outline of the data we work with (Section 4.1), we introduce the two ranking approaches
we use to generate answers (Section 4.2). Finally, we describe the set-up of our human evaluation
(Section 4.3).
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4.1. Data

As described in section 2, available verbalisation data sets and systems do not currently deal
with long list answers in an adequate manner. VQuAnDa [2] contains 444 examples (8.9%) that
have 15 or more answers and are therefore not verbalised. From these examples, we select ten
instances for our exploratory experiments. The lists range in number of answer candidates
from 13 to 1239. We only select 10 instances, as our evaluations relies on human judgements of
system output.

4.2. Ranking and answer-generation

We construct list verbalisations containing the top-𝑘 list items retrieved by our raking ap-
proaches. The final verbalisation is presented through a template. Consider the example below
showing the answer to the questions about artists in theMusée d’Orsay (introduced in Section 3).

New answer template: ”The artists of the artworks located in the Musée d’Orsay are for
example [top-𝑘] and [n - top-𝑘] others.”

Our template is only going to verbalise the top-𝑘 answers and enumerates the rest of the list, to
still convey the information of more answers being present.

We use two different techniques to identify the top-𝑘 answer candidates, the probability given
to an answer candidate by a language model (GPT-2 [37], LM) and the density of a constructed
graph for an answer candidate. Both ranking approaches only consider the items already
provided in the list.

4.2.1. Language model-based measures

We can expect that language model prediction can, at least to some degree, reflect the relevance
of an answer-candidate with respect to a particular context. To score the answer options, we
first create a template to fill with singular answers instead of plural. This is done by converting
the subject and predicate of the sentence into singular. For the museum example this means:

Singular answer template: ”An artist of the artworks located in the Musée d’Orsay is
[answer].”

When ranking answers with respect to a contextual cue, we currently add the cue to the
template sentence, after which the answer candidates are ranked:

Singular answer template with gender cue: ”A female artist of the artworks located in the
Musée d’Orsay is [answer].”

We fill the answer slot for each answer candidate and use GPT-21 to calculate the answer’s
log-likelihood and perplexity. Upon initial qualitative exploration, we noticed that log-likelihood

1https://github.com/simonepri/lm-scorer
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provided better answers than expected, despite its tendency to penalise longer answers (e.g.
names consisting of multiple tokens). As expected, perplexity also resulted in high-quality
answers. When investigating the correlation between answer length and LM scoring more
closely we found that while maximising for log-likelihood significantly penalises answers for
being long, minimising for perplexity overly rewards them (see Figure 2a). We include both
metrics in our experiments to establish whether humans may have a preference for shorter or
longer list items in the answers.

(a) Influence of answer length on log-likelihood (b) Influence of answer length on perplexity

Figure 2: Comparison of log-likelihood and perplexity as affected by the answer options length in words.
For log-likelihood the answer length is negatively correlated, meaning shorter answers were preferred.
Contrastively, perplexity goes down the longer the answer length improving the score, meaning longer
answers were preferred.

4.2.2. Graph-based measures

To retrieve relevant answers from a graph, we construct the corresponding graph of each answer
candidate containing all outgoing nodes. To identify the most relevant graph we use density
(D):

𝐷 =
|𝐸|

|𝑁 |(|𝑁 | − 1)
where 𝐸 is the number of edges and 𝑁 is the number of nodes in the graph. Density reflects
how well connected a graph is and can thus be seen as an approximation of popularity. More
recently it has also been shown to correlate well with human judgements in the evaluation of
open-domain dialogue systems [38]. The higher the density of the graph, the higher we rank
the corresponding answer option. For an example result see step 2 in Figure 1. To calculate
density for lists with specific contextual cures, we add an additional restriction containing the
context cue.

While we considered a more commonly used metric such as PageRank, the implementation
would have led to the loss of examples since DBpedia does not currently provide a PageRank
measurement in its SPARQL endpoint. Reformatting to for example the Wikidata format would
have lead to either loss of examples and answer options due to an imperfect mapping or labour
intensive human input.
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4.3. Human evaluation

The goal of our evaluation is to establish whether potential users prefer the verbalisations
created by our ranking approaches over the original, long lists. In addition, we check whether
the ranked examples in our verbalisations are perceived as more helpful than random examples.
We thus create verbalised answer options with rankings according to randomness (unranked),
log-likelihood, perplexity and density.

In order to verify our ranking we conducted a survey with 10 participants. For each of the
selected examples they were presented with five verbalised answer rankings: Random order,
ranked by log-likelihood, by perplexity, and by density. As a fifth alternative we included an
option to indicate if they thought the full list would have been more suitable. They then ranked
the options from most (1rst choice) to least (5th choice) relevant. Context cues were included
as a highlighted word below the question and participants were instructed to include them in
their ranking. Participants were told to not rank questions if they were too unfamiliar with the
topic in question2.

5. Results

In our experiments we are taking the first steps in providing a proof of concept for our extractive
summarisation and context cues. For each approach, we fill our answer template (see Section
4.2) with the top-𝑘=3 ranking results. The results of the human ratings are summarised in
Table 1 (general popularity ranking) and Table 2 (ranking with respect to context cues). The
Tables show how many times an answer created through the different ranking methods was
placed on a particular rank by the human participants.

Table 1
Choice ranking for popularity

Choice 1st 2nd 3rd 4th 5th
Random 6 17 32 32 2
Log-likelihood 18 29 20 21 1
Perplexity 13 16 28 30 2
Density 47 27 9 5 1
Full list 5 0 0 1 83

Table 2
Choice ranking for context cue options

Choice 1st 2nd 3rd 4th 5th
Random 13 28 25 24 0
Log-likelihood 6 20 32 32 0
Perplexity 6 24 32 28 0
Density 64 18 1 6 1
Full list 1 0 0 0 89

The participants clearly favoured density over the other measures for both popularity and
context cue options. Log-likelihood outperforms perplexity in case of popularity, but both are
ranked lower than random when including the context cue. A promising finding is that even for
shorter lists, the adjusted verbalisation was preferred over the full list. The low performance of
the LM-based measurements could be improved by fine-tuning on the task or using prompting,
which we are considering as next steps.

2One participant accidentally left out a question in the popularity ranking option leading to one score less than in
the context cue option.
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6. Conclusion

We identified the task of list verbalisation as a subtask of KGQA Answer Verbalisation. We
show a first proof of concept ranking answers incorporating both graph-based and language
model-based measurements to identify the most informative answer candidates. We base our
approach on the Gricean Maxims and show that popularity alone might not suffice to create an
informative answer. We are currently including only the Maxims of Quantity, Relation, and
Manner, but hope to expand to the Maxim of Quality in the future. We will do this by moving
from our current extractive summaries to more abstractive renditions. Instead of slot filling we
will work on full pipeline or end-to-end verbalisation systems.
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