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Abstract
The integration of symbolic knowledge and sub-symbolic predictors represents a recent popular trend in
AI. Among the set of integration approaches, Symbolic Knowledge Injection (SKI) proposes the exploita-
tion of human-intelligible knowledge to steer sub-symbolic models towards some desired behaviour. The
vast majority of works in the field of SKI aim at increasing the predictive performance of the sub-symbolic
model at hand and, therefore, measure SKI strength solely based on performance improvements. However,
a variety of artefacts exist that affect this measure, mostly linked to the quality of the injected knowledge
and the underlying predictor. Moreover, the use of injection techniques introduces the possibility of
producing more efficient sub-symbolic models in terms of computations, energy, and data required.
Therefore, novel and reliable Quality-of-Service (QoS) measures for SKI are clearly needed, aiming at
robustly identifying the overall quality of an injection mechanism. Accordingly, in this work, we propose
and mathematically model the first – up to our knowledge – set of QoS metrics for SKI, focusing on
measuring injection robustness and efficiency gain.
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1. Introduction

Recently, the proposal of machine and deep learning (ML & DL) approaches gave rise to the new
artificial intelligence (AI) spring. This increased interest in AI solutions is due to groundbreaking
performance that data-driven ML approaches show against manually-defined approaches. Here,
humanly-designed models semi-automatically learn task-solving procedures from data via some
sort of optimisation mechanism. The variety of tasks which can be tackled in a data-driven way
is nearly unlimited, depending on the model and optimisation procedure proposed, and ranges
from text [1] to speech [2], image recognition [3], and many more.

ML algorithms usually rely on numeric processing of data, aiming at detecting statistically-
relevant patterns such as correlation between variables or regularities in the data. Such an
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approach proved successful both in terms of obtained performance and flexibility. Indeed, it
requires only to identify the data processing mechanism and its optimisation. However, data-
driven approaches – and especially DL ones – do not represent “silver bullet” sorts of solutions,
as they usually suffer from interpretability issues. Indeed, most popular modern AI solutions
exploit sub-symbolic predictors – such as neural networks (NNs) – which are black-box models.
We here define interpretability as the property of a predictor that enables an expert human
user to contemplate it and understand its behaviour. This property represents a fundamental
requirement in many applications where humans must be in full control of the computational
systems supporting their decisions, such as e-health [4] or smart transportation systems [5].

Recently, few works propose to fix this issue through the integration of symbolic knowledge
and sub-symbolic predictors [6, 7, 8]. Among them, few popular approaches propose to inject
symbolic knowledge – where “symbolic” refers to the way knowledge is represented – into
sub-symbolic predictors [9, 10]. We consider as symbolic any intelligible language which is
naturally interpretable for both human beings and computers. This includes a number of
logic formalisms, and excludes the fixed-sized tensors of numbers commonly exploited in sub-
symbolic ML. Therefore, Symbolic Knowledge Injection (SKI) mechanisms propose to leverage
human comprehensible information and steer the training process of sub-symbolic predictors
towards desirable behaviours. Thus, SKI increases the degree of control over a sub-symbolic
predictor and its behaviour, constraining it with human-like common-sense.

SKI approaches usually measure the quality of their injection mechanism simply in terms
of performance gain over a standard ML counterpart [9, 10]. While being a valid metric,
the performance gain is tightly linked with few injection artefacts—analysed in Section 3.1.
Therefore, there exist the necessity of identifying a set of Quality-of-Service (QoS) metrics for
SKI which analyse thoroughly its improvements over standard ML approaches. In this position
paper, we propose the first set of novel performance metrics for evaluating SKI mechanisms.
More in detail, we first focus on the injection quality, aiming to identify possible suitable metrics
to decouple the injection quality from the artefacts that usually characterise SKI (see Section 3.2).
We then highlight possible efficiency gains that SKI may obtain against standard – non SKI –
approaches (see Section 3.3), focusing on the definition of different efficiency measures such as
energy, memory and data savings. Finally, we analyse the different realms that may benefit from
measurements of the proposed metrics in SKI, obtaining a taxonomy of SKI QoS—Section 4.

2. Background & Definitions

Given the black-box nature of sub-symbolic predictors and their fuzzy optimisation procedure,
several recent works propose to leverage symbolic knowledge to steer the model towards
desired behaviour(s) [9, 10]. The underlying idea is for the sub-symbolic model to keep some
symbolic knowledge into account when drawing its predictions, thus making the sub-symbolic
mechanism more intelligible to humans. Instead, since it relies on a rather trivial concept,
SKI requires the definition of injection mechanisms that may depend on the model at hand
and the desired symbolic knowledge. Therefore, it is complex to define SKI in detail; rather,
we can describe it broadly as any algorithmic procedure affecting how sub-symbolic predictors

draw their inferences in such a way that predictions are either computed as a function of, or made



consistent with, some given symbolic knowledge. Formally, given an injection procedure ℐ , a
knowledge base (KB) 𝒦, and a sub-symbolic model 𝒩 aiming at solving task 𝜏 , we define the
knowledge-aware model as the result of the application of 𝒦 through ℐ over 𝒩 . Mathematically,
we refer to this model as 𝒩 𝑠𝑘𝑖(𝒦, ℐ, 𝜏), while we identify its uneducated counterpart simply as
𝒩 (𝜏). We use "uneducated" to identify the sub-symbolic model used in the SKI approach, but
unaware of the symbolic knowledge.

Depending on the SKI approach at hand, different type of symbolic knowledge, injection
mechanism, and targeted model may appear. Indeed, popular SKI mechanisms either rely on
logic formulæ – adhering to either FOL or some of its subsets – or expert knowledge that represent
the humanly interpretable notions. Meanwhile, concerning the targeted model, SKI approaches
usually focus on NNs and their variations, due to their flexibility and success. Noticeably, the
injection mechanism character represents the most variable one, where different SKI proposals
rely on their unique characterisation. Indeed, the most popular set of these mechanisms aim
at injecting the knowledge at hand via constraining the learning process of the sub-symbolic
model, usually modifying the loss function [9, 10, 11]. Meanwhile, other popular approaches aim
at constructing sub-symbolic models in such a way that the NN structure reflects the knowledge
to inject [12, 13, 6, 14, 15]. Embedding approaches also represent a popular solution in this
realm, aiming at converting symbolic knowledge into numeric-array form to be used as extra
training data [16, 17, 18].

It is common for works in the SKI realm to measure the strength of their mechanism as
the gain in performance that is achieved by the SKI model against its uneducated counterpart.
Mathematically, the effectiveness of the injection mechanism ℐ is measured as:

ℰ(ℐ) = 𝒫(𝒩 𝑠𝑘𝑖, 𝜏)− 𝒫(𝒩 , 𝜏) (1)

where 𝒫(𝑖, 𝑗) measures the performance – accuracy, F1-score, MSE, etc. – of a model 𝑖 over a
task 𝑗. While being indicative of the quality of the SKI approach, such metric does not grasp
every aspect of the injection mechanism, as there exist multiple artefacts that may affect ℰ(ℐ)
(see Section 3.1). Consequently, it is necessary to define reliable measures for measuring the
performance of the injection mechanism in SKI. Moreover, due to the sudden rise in research
interest towards sustainable AI approaches [19], there exist the opportunity to analyse if and
how SKI brings benefit in terms of computations, energy and data required to train and deploy
sub-symbolic approaches.

3. SKI Quality-of-Service Metrics Definition

In this section we propose and analyse a novel set of metrics for identifying the quality of SKI
systems. The overview, along with a brief classification, of the pinpointed metrics is proposed
in Section 3.1, distinguishing between efficiency-related metrics and injection-quality ones.
In Section 3.2 we then present a set of qualitative metrics aiming at measuring the quality of
the injection process by itself. Finally, we focus on efficiency-related metrics in Section 3.3,
presenting a list of suitable measures.



3.1. Overview

Most, if not all, of the proposed SKI mechanisms rely exclusively on measuring predictions qual-
ity improvements over an equivalent uneducated counterpart to show their strength. However,
predictions quality and the corresponding improvements do not depend solely on the quality of
the injection mechanism at hand. Indeed, there exist multiple artefacts that might influence the
outcome quality of SKI tools. To name a few:

A1 — Knowledge quality and coverage. Highly detailed and target specific a-priori knowledge
usually bear higher quality to the overall injection mechanism, resulting in improved
performance gains. While being trivial, this aspect attains paramount importance in
SKI quality measurements and is usually ignored by SKI proposals. Indeed, different
SKI approaches rely on different KBs to tackle similar, if not identical, tasks. Therefore,
decoupling the quality measurements of the injection mechanism from the knowledge
quality is complex and represents an open issue.

A2 — Baseline mechanism quality. Relying on injection, SKI approaches build on top of sub-
symbolic models with variable levels of performance. Therefore, performance gains
of a SKI mechanism might vary significantly when switching between underlying sub-
symbolic models.

A3 — Task at hand. Depending on the complexity and nature of the considered task, knowledge
injection may bear different levels of benefit. Generally speaking, more complex tasks
should profit more than trivial ones.

Taking into account the amount of artefacts that might alter the outcome quality of SKI mecha-
nisms, it is trivial to understand that solely measuring performance improvements represents a
dreadful choice and is a no-go. Moreover, the application of injection techniques in sub-symbolic
systems might introduce a set of advantages different from sole performance improvements
that are usually ignored by previous works. More in detail, we theorise that the use of SKI
enables reducing the amount of data and energy required to optimise the model at hand. The
underlying idea behind such hypothesis is that part of the thought process that the unedu-
cated system would need to learn from data-driven optimisation is displaced to the a-priori
knowledge in SKI frameworks. Indeed, the injected knowledge can be used either as guideline
or as foundations for the learning process of the sub-symbolic model, therefore reducing the
amount of knowledge load that the system must learn. Furthermore, injection mechanisms
may aid in terms of model’s explainability. Indeed, SKI relies on a-priori knowledge to steer
the sub-symbolic model learning towards a desirable behaviour or behavioural boundaries. We
here speculate that such steering process should produce more explainable models—or at least
understandable ones. Therefore, we propose to evaluate SKI mechanisms depending on their
ability to produce simpler, better explainable models. The underlying assumption is that one
of the issues with explaining sub-symbolic models is their unpredictable behaviour, usually
expressed as instability [20].

To solve the issues concerning SKI quality measurements, we here propose six novel metrics,
taking into account different aspects of SKI mechanisms. More in detail, we propose to classify
these set of measures into two classes:



Injection quality metrics — This family of metrics represents the theoretical measures aiming
at analysing the quality achieved by the injection procedure by itself, decoupling it from
the set of artefacts (A1-A3) that commonly affect SKI.

Efficiency metrics — This family of metrics aims at analysing how much SKI helps achieving
more efficient sub-symbolic models. Here, the efficiency term bears a wide-ranging mean-
ing, from computational efficiency to data-usage efficiency, and is discussed thoroughly
in Section 3.3.

Figure 1 shows the classification of the proposed SKI QoS metrics, listing all of them.

SKI QoS

EfficiencyInjection 
Quality 

Memory
Footprint

Energy
Consumption

Latency

Data 
Efficiency

Robustness
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Figure 1: Classification of the proposed QoS metrics.

3.2. Injection QoS

We here analyse the quality of an injection mechanism ℐ belonging to a SKI framework, aiming
to remove the effect of artefacts A1-A3. The proposed metrics are:

Robustness — i.e., the capability of the injection mechanism to adapt to variations of input
data and knowledge.

Comprehensibility — i.e., the capability of the injection mechanism to produce more intelli-
gible models.



Insights regarding both metrics are also provided, highlighting possible issues, such as the
subjective nature of the comprehensibility metric which makes it difficult to formulate mathe-
matically. Therefore, the proposed metrics represent a first step towards a precise and clear-cut
formalisation of injection quality.

3.2.1. Robustness

Well-performing models are generalisable, as they are capable of producing strong predictions
on unseen data. Model generalisability is tightly connected with its robustness as defined in
counterfactual explanations approaches [21, 20]. Indeed, counterfactual explanations propose
to leverage input variations that cause the system to behave differently to reveal possible
interesting behaviour of the analysed model. In essence, the rationale behind counterfactual
methods is to use perturbations of the input to identify certain invariant characteristics of the
counterfactual analysis, which may have causal relevance to the predicted phenomena—for
a overview of these approaches, please refer to [22]. We introduce the concept of statistical
robustness, which involves altering the input data in a manner analogous to counterfactual
analysis and define a robust estimator as one whose validity is unaffected by the violation of its
initial assumptions. Similarly, we define an injection mechanism to be robust if its prediction
ability is not altered much when a slight perturbation is applied to the injected knowledge
or input data. Therefore, we first need to identify possible perturbations to be applied after
knowledge injection, namely:

Injected knowledge perturbation — We here aim at determining whether the introduction
of a slight perturbation 𝛼 to the injected knowledge results in a significant change to the
model predictions. In other words, we are most interested in understanding the reliability
of the injection mechanism. Mathematically, we define a knowledge perturbation as

𝒦𝑝 = 𝒦 + 𝛼

𝛼 ∼ 𝒰(𝑎, 𝑏)
(2)

where 𝒦𝑝 represents the perturbed symbolic knowledge, 𝒦 represents the original KB,
and 𝒰(𝑎, 𝑏) is a uniform distribution from which the perturbation is sampled.

Input perturbation — We here assess the robustness of the model 𝒩 𝑠𝑘𝑖 itself by determin-
ing whether it is resistant to variations of input. Mathematically, we define the input
perturbation as

𝑥𝑝 = 𝑥+ 𝛼

𝛼 ∼ 𝒰(𝑎, 𝑏)
(3)

where 𝑥𝑝 represents the perturbed input, and 𝑥 its original counterpart.

Once the possible perturbations are identified, we can define the SKI robustness measure as:

𝑀𝑟 =
1

|𝒫(𝒩 𝑠𝑘𝑖(𝑒), 𝜏)− 𝒫(𝒩 𝑠𝑘𝑖(𝑒𝑝), 𝜏)|
s.t. 𝑒𝑝 = 𝑒+ 𝛼 | |𝛼| ≤ 𝜖

(4)



where 𝑒 and 𝑒𝑝 represent either the input data or the injected knowledge and its perturbed
counterpart, and 𝒫 represents the performance of the model. Relevantly, 𝜖 represents the
selected maximum amount of perturbation and is used to highlight that model’s robustness is
measured using small perturbations. By definition, robust SKI approaches are characterised by
small values for the denominator – absolute difference of performance when a small perturbation
is applied –, thus obtaining high 𝑀𝑟 scores.

3.2.2. Comprehensibility

Neural networks are regarded as black-box since the internal processes that lead to specific
final decisions are mysterious to humans. Due to the widespread use of these methods, even in
relatively-sensitive fields such as medicine and law, the aspect of these models’ explainability is
becoming increasingly important in modern times. This is exemplified by the emergence of
so-called XAI (eXplainable AI) and the GDPR’s recommendations regarding the need to provide
systems that are explicable and understandable to external users.

The introduction of symbolic knowledge within sub-symbolic models prompts one to consider
acquiring more comprehensible models, mostly because symbolic knowledge is expressed in
more comprehensible forms to the human eye and thinking. Indeed, symbolic knowledge
typically takes the form of logical rules, such as 𝐴 ∧𝐵 ⇒ 𝐶 , knowledge graphs, decision trees,
algebraic equations, and so forth. Compared to the numerous complex internal constructs of
sub-symbolic models, the form of expression adopted by this type of knowledge is significantly
more understandable. Therefore, it is natural to believe that introducing a type of reasoning
that is more easily encoded by the human mind would result in a more understandable system
in general.

One wonders, how a system’s comprehensibility can be measured. First, from a particular
perspective, understanding something is itself a subjective construct. In other words, what is
comprehensible to one person may be less comprehensible to another, and this is primarily due
to how certain concepts are perceived and, consequently, identified and mentally assembled.
Etymologically, the Latin word for "comprehension" is "cum capere", which literally means "to

take and put together". As a result, it is not easy to establish an actual metric of comprehension.
What comes to mind is that it might be useful to use extraction mechanisms that allow to extract
the internal reasoning processes of black-box systems in a way that is visually or conceptually
understandable to humans, such as decision trees.

Once these extractions are obtained, comparisons can be made by assessing, for instance,
the obtained model’s complexity. Complexity may refer either to the depth of the tree or to
visual characteristics, such as the number of nodes present. In [23], for example, a measure of
syntactic complexity is defined as:

𝑈(𝑛, 𝑏) := 𝛼
𝑛

𝑘
+ (1− 𝛼)

𝑏

𝑘2
(5)

where 𝛼 ∈ [0, 1] is a tuning factor that adjusts the weight of 𝑛 and 𝑏, 𝑛 is the number of nodes,
𝑏 is the number of branches, and 𝑘 is a coefficient built by the authors.

We expect the decision tree representing the reasoning processes of the black-box model
to be more complex than that obtained from the black-box model with knowledge injection.



Obviously, we cannot be certain of this, and one way to assess the comprehensibility of the
model is to solicit feedback from external users by asking simple questions about how much
more comprehensible the tree of the black-box model and the model with knowledge injection is.
This approach is also utilised in [24], and introduces the concept of human-in-the-loop, in which
the human acts to correct, refine, monitor, and evaluate the models. In this context, pertaining
to the interpretability and comprehensibility of ML models, human involvement is crucial and
decisive. This is due to the fact that, as stated previously, interpretation and comprehension
of models depend not only on aspects attributable to the model’s construction in technical
terms, but also on a subjective aspect attributable solely to human experience. Incorporating
such feedback and considering it during the development and refinement of models could be
persuasive in this regard.

3.3. Efficiency-related QoS

While being mainly proposed for steering sub-symbolic model towards desirable behaviours,
SKI can, in principle, bear many advantages related to the overall predictor efficiency. Indeed,
injection techniques are intrinsically substituting part of the data-drivenly learnt concepts with
possibly complex a-priori knowledge. Thus, we here build upon the idea of measuring the
efficiency improvements that SKI might provide against traditional sub-symbolic predictors.

The efficiency term, however, is foggy by itself and needs a more fine-grained definition, as it
requires to identify the target of the measurement. More in detail, throughout this work we
consider measuring characteristics related to computational efficiency of a predictor, due to the
paramount importance that AI sustainability is gaining recently. Indeed, a multitude of works
stress the necessity of identifying resource-friendly AI solutions [25]. Therefore, we focus on
computational complexity, analysing the following interesting features:

Memory footprint 𝑀𝑚 — i.e., the size of the sub-symbolic predictor under examination.

Energy consumption 𝑀𝑒 —i .e., the amount of energy required to build and run the model.

Latency 𝑀𝑙 — i.e., the time required to run a predictor.

Data efficiency 𝑀𝑑 — i.e., the amount of data required to optimise the sub-symbolic model.

We then identify their efficiency as the effective gain that the injection mechanism obtains over
its uneducated counterpart. Therefore, we define efficiency metrics as the variation between
𝒩 ’s 𝑀𝑖 and 𝒩 𝑠𝑘𝑖’s 𝑀𝑖.

3.3.1. Memory Footprint

We first consider the ability of SKI mechanisms to produce lightweight sub-symbolic models.
The injected knowledge lifts part of the learning burden from the predictor at hand, aiming at
avoiding complex or unfeasible data-driven notions learning procedure. Indeed, the a-priori
concepts which are injected should not be learnt from the training samples anymore. As a
consequence, the amount of notions that the sub-symbolic models must learn data-drivenly
might reduce significantly. Fewer notions to be learnt are generally linked with the possibility



of shrinking the sub-symbolic model at hand. Here, we consider model shrinking as a simple
reduction on the amount of parameters that characterises the sub-symbolic model. Enabling
model shrinkage, SKI mechanisms are capable of producing memory efficient predictors. There-
fore, we consider to be stronger SKI approaches the mechanisms that can produce smaller
sub-symbolic models, as they maximise the utility of the injected notions.

The analysis of sub-symbolic models efficiency – especially NN – is growing in popularity
recently, due to the ever-increasing need for sustainable intelligent models. Therefore, there exist
a set of well-established memory footprint measures of sub-symbolic models in current literature.
We consider leveraging such measures to analyse the efficiency gain of SKI approaches, avoiding
cumbersome definition of ad-hoc – possibly faulty – SKI metrics. More in detail, we propose to
measure models footprint by counting the number of parameters composing the underlying
NN model. Alternatively, we can also leverage metrics such as Floating Point OPerations
(FLOPs) or Multiplication Addition Computations (MACs), which measures the amount of total
operations or multiplications and additions required to perform a single inference respectively.
MACs consider solely multiplications and summations as they represent the most common
computations in NNs. These measures are indicative of the amount of memory required either
to fit the whole sub-symbolic model – total number of parameters – or to run it—FLOPs and
MACs. Albeit simple, these metrics are effective for measuring models complexity and overall
computational memory efficiency [26, 27].

However, measuring FLOPs or MACs by themselves is not sufficient to measure the effective-
ness of SKI in increasing memory efficiency. Indeed, we need to properly define the memory
efficiency improvements obtained leveraging SKI against its uneducated counterpart. Therefore,
we define the memory efficiency improvement as the amount of memory gain that injection
attains while achieving at least the same prediction performance of the uneducated sub-symbolic
model it works upon. Mathematically:

𝑀𝑚 =Ψ
(︁
𝒩 𝑠𝑘𝑖 (𝒦, ℐ, 𝜏)

)︁
−Ψ(𝒩 (𝜏))

s.t. 𝒫(𝒩 𝑠𝑘𝑖, 𝜏) ≥ 𝒫(𝒩 , 𝜏)
(6)

where 𝒩 represents the sub-symbolic model working on task 𝜏 , and 𝒩 𝑠𝑘𝑖 identifies its SKI
counterparts trained with the aid of a-priori knowledge 𝒦 injected through the injection
mechanism ℐ . Ψ represents the memory efficiency metric chosen for the single model – e.g.,
FLOPs, MACs, etc. –, while 𝒫(𝑥, 𝑦) identifies the performance obtained by the model 𝑥 over
the task 𝑦.

From Equation (6) it is possible to notice that the proposed memory efficiency gain metric
suffers from the same artefacts A1-A3 dependency discussed in Section 3.1. However, the aim
of the proposed metric is to identify efficiency gains of SKI w.r.t. to its uneducated counterpart.
Therefore, the A2 and A3 artefacts dependency assume smaller relevance. Meanwhile, depen-
dency on knowledge quality – i.e., A1 – can be eliminated by standardising the KB used to
compare different SKIs.



3.3.2. Energy Consumption

Recently, research groups scattered around the globe are starting to focus their attention toward
the development of sustainable intelligent systems. Indeed, popular AI solutions commonly
rely on complex and resource hungry sub-symbolic systems such as NNs aiming at attaining
general intelligence—i.e., AI systems capable of solving multiple heterogeneous tasks. However,
the rampaging evolution of NNs resource hungriness is not sustainable both economically and
environmentally.

Multiple research proposals focus on the analysis of energy consumption of AI solutions
throughout their life cycle [28, 29]. Most of such approaches rely on ad-hoc strategy to compress
or optimise sub-symbolic models, missing the massive opportunity given by SKI approaches.
Indeed, the introduction of injection mechanisms in the data-driven pipeline of sub-symbolic
training mechanisms allows to reduce the amount of computations required to train and run
sub-symbolic predictors. Knowledge injection reduces the complexity of the learning process,
removing the burden of learning the a-priori KB from the training samples available. Thus, it is
reasonable to assume for SKI mechanisms to allow reducing the amount of computations that
characterise a model life-cycle. At least it is reasonable to identify as stronger SKI approaches
the set of frameworks that majorly reduce the energy consumption of a sub-symbolic model.

The proposed energy consumption metric is tightly related with memory efficiency (Sec-
tion 3.3.1). Indeed, it is usually the case for smaller models to require fewer amounts of energy
to train and run. However, there might exist memory efficient models requiring a higher amount
of energy to train and run, such as sparse models. Indeed, sparsity induces a lower amount
of operations, but is not usually effectively implemented at hardware level, increasing power
consumption [26]. Therefore, energy efficiency represents a metric that is worth to be analysed
by itself.

To analyse energy consumption and the possible improvements that SKI might introduce, we
need to first define the life-cycle of AI models, analysing each component resource hungriness.
In order to build and deploy a data-driven AI solution, there exist several steps to complete,
namely:

1. Model definition. This phase represents the process of analysing the task at hand and
selecting the best suitable sub-symbolic model.

2. Model training. During this phase the sub-symbolic model is trained using the set of
samples extracted from a specific dataset. The amount of training samples may differ
depending on the task and model at hand, impacting the resource requirements. Indeed,
during training, the predictor runs and is updated multiple times to achieve its optimal
setup.

3. Model testing. The obtained optimal model is tested against a – limited – set of testing
samples to check if the performance are satisfactory.

4. Model deployment. Once the model is trained, reaching satisfactory performance, it is
deployed in its real-world application. Here, the model runs multiple times, depending
on the specific application.



From the definition of the data-driven AI life-cycle, it is possible to highlight that the training

and deployment phases are the most resource hungry. Indeed, training requires a huge amount
of model runs and updates, while the model deployment might be very costly – w.r.t. energy –
depending on predictions frequency and its life expectation. Therefore, we need to define an
application specific trade-off parameter 𝛼 balancing the cost of training and deployment.

We can now define the energy consumption efficiency of a SKI mechanism as the amount of
energy saving of its life-cycle against an uneducated counterpart. Mathematically:

𝑀𝑒 =Υ𝑡

(︁
𝒩 𝑠𝑘𝑖 (𝒦, ℐ, 𝜏)

)︁
+ 𝛼Υ𝑑

(︁
𝒩 𝑠𝑘𝑖 (𝒦, ℐ, 𝜏)

)︁
− [Υ𝑡(𝒩 (𝜏)) + 𝛼Υ𝑑(𝒩 (𝜏))]

s.t. 𝒫(𝒩 𝑠𝑘𝑖, 𝜏) ≥ 𝒫(𝒩 , 𝜏)
(7)

where Υ𝑡 and Υ𝑑 represent the energy spent by the model during training and deployment
respectively.

3.3.3. Latency

The efficiency level of a sub-symbolic model can be intended as the amount of time that it takes to
operate—i.e., compute its prediction. This time is usually called latency and refers to the amount
of time necessary to produce an output from a single sample fed into a trained NN. Latency is a
good indicator of the ability of a model to produce real-time outputs in a real-world application.
Such metric represents a crucial characteristic of an AI model in various time-costly scenarios.
Few examples might come from scenarios where human lives depend on the AI model deployed,
such as intelligent transportation [5] and e-health [4]. Moreover, latency assumes a relevant role
in multi-agent scenarios, where collaboration between multiple intelligent entities is required,
and there can not exist lag between them due to lengthy computations [30]. Therefore, research
efforts in the field of sub-symbolic models recently focused on identifying time-sensitive models.

Given a SKI mechanism, we now propose to measure its capability of increasing the time
efficiency of the sub-symbolic model upon which it works. Indeed, injection systems may
bring several timing benefits, removing few unnecessary computations. On the other hand, SKI
systems might also introduce delayed computations linked with the analysis of the given KB,
such as grounding issues [31]. Therefore, measuring if and how SKI influence model latency
represents a relevant research aspect for defining SKI QoS. We here define the latency gain 𝑀𝑙

as the difference between the inference time of the SKI model and its uneducated counterpart:

𝑀𝑙 =𝒯 (𝒩 𝑠𝑘𝑖(𝒦, ℐ, 𝜏))− 𝒯 (𝒩 (𝜏))

s.t. 𝒫(𝒩 𝑠𝑘𝑖, 𝜏) ≥ 𝒫(𝒩 , 𝜏)
(8)

where 𝒯 represents inference time.
Similarly to the energy measurement, the latency metric is tightly related to the complexity of

the obtained sub-symbolic models and therefore with 𝑀𝑚. However, like energy consumption,
latency is not always directly proportional to the amount of operations that construct the
model at hand. Sparsely-structured operations might slow down the inference process due to
their inefficient computation at hardware level. Moreover, input data complexity and quality
might alter the latency achieved by the predictor. Indeed, inference over different samples



characterised by the same structure, may take vastly different timings, as shown in the attack
proposed in [32].

3.3.4. Data Efficiency

Sub-symbolic models rely on data-driven training approaches to optimise their performance over
a given task. While representing the key of their groundbreaking performance, this data-driven
procedure is not a silver bullet solution. Indeed, it requires collecting significant amount of data
samples for each task to be tackled. The data collection process is time costly and depending on
the application might be cumbersome and foggy—e.g., emotion recognition [33]. Given this
costly drawback, recent research efforts have focused on proposing data-frugal models [34].
Among them, knowledge injection mechanisms play a significant role [10]. Indeed, leveraging
a-priori knowledge, SKI removes part of the learning process burden. Several concepts that an
uneducated model would need to learn from a set of data are injected automatically into the
educated model. Therefore, some portions of the training data are not required for the model
to attain an acceptable performance level. Here, the leveraged effect of SKI is to decouple the
learning process from part of the data, obtaining frugal models.

We here define the data efficiency gain 𝑀𝑑 of a SKI mechanism as the difference between
the data footprint required to train an uneducated sub-symbolic model and its SKI counterpart.
Given a dataset 𝐷 defined as

𝐷 = {(𝑥{𝑑1,...,𝑑𝑛}𝑖 , 𝑦
{ℎ1,...,ℎ𝑚}
𝑖 )}, 𝑥𝑖 ∈ 𝒳 , 𝑦𝑖 ∈ 𝒴, ∀𝑖 ∈ [0, 𝑁 ] (9)

we define the data footprint 𝒟 as the amount of samples used during training multiplied by the
memory cost of a single sample, which can be roughly computed as:

𝒟 = 𝑁 ×
𝑛∏︁

𝑖=1

𝑑𝑖 ×𝑚𝑖 (10)

where 𝑁 represents the amount of samples in the dataset, 𝑑𝑖 represents the 𝑖𝑡ℎ dimension of a
training sample and 𝑚𝑖 represents the memory used to store the value corresponding to 𝑖𝑡ℎ

dimension of the training sample. Therefore, the data efficiency gain of a SKI mechanism can
be written as:

𝑀𝑑 =𝒟(𝒩 (𝜏))−𝒟(𝒩 𝑠𝑘𝑖(𝒦, ℐ, 𝜏))
s.t. 𝒫(𝒩 𝑠𝑘𝑖, 𝜏) ≥ 𝒫(𝒩 , 𝜏)

(11)

The simplest approach to improve data efficiency in SKI mechanisms is to reduce the amount
of samples that compose the training dataset—N in Equation (10). However, it may also be
interesting to consider increasing data efficiency via reduction of the dimensionality of the
dataset, either by reducing 𝑛 or 𝑑𝑖. Indeed, injecting some a-priori knowledge describing a
subset of the dataset features, might allow to remove the corresponding dimension from the
dataset samples. Moreover, it would also be possible to reduce data complexity by compressing
data representations—i.e., reduce memory representation 𝑚. However, SKI techniques usually
do not impact 𝑚 directly, as this is usually hardware defined.



4. Taxonomy of SKI QoS

We here propose a taxonomy (Figure 2) that classify the various proposed metrics according
to two relevant research realms such as sustainability and explainability. The latency and
energy consumption metrics are clearly related to model sustainability and in disjunction from
explainability. Indeed, while it is obvious to consider more energy-friendly mechanisms to
be characterised by higher level of sustainability, it is not possible to identify them as more
explainable. On the opposite side of the spectrum we find the robustness and comprehensibility

metrics, which are clearly related to the XAI realm, while being disconnected from suistainability.
Indeed, there exist no proofs that an explainable model tends to be more suistainable, but rather
the opposite, as the explanation mechanism might be very complex a energy hunger. A more
interesting analysis can be done concerning the memory footprint and data efficiency metrics,
for which we believe there exist strong connections to both the model’s sustainability and
explainability. The relationship between the memory footprint metric and model sustainability
is immediate: what we measure is the number of parameters that comprise a model and therefore
its computational complexity and power hungriness. More complex models are less sustainable,
and less complex models are more sustainable. In general, we anticipate that models with
knowledge injection will lead to a restriction of the sub-symbolic model with a noticeable
reduction in parameters, resulting in increased sustainability. Also with regard to the model’s
explainability relationship, it can be argued that a simpler models with fewer parameters are
more interpretable [35]. Integration of symbolic and sub-symbolic systems is thought to improve
the explainability of black-box models in part because the sub-symbolic model is simplified and
requires fewer parameters. Focusing on data efficiency, in terms of sustainability we can state
that utilising a smaller amount of data to train a model as opposed to large amounts of data is
considered a sustainable solution—i.e., less data equals greater sustainability and viceversa. In
terms of explainability, the process of learning models trained with fewer data is simpler and
less ambiguous. Again, it is believed that knowledge injection improves the sustainability and
explainability of models by requiring less training data. As described in Section 3.3.4, the large
amount of data required by the models is compensated for by the knowledge injected into them.

Memory 
Footprint

Energy
Consumption

Latency

Data 
Efficiency

Robustness

Comprehensibility

SUSTAINABILITY

XAI

Figure 2: Taxonomy of the proposed QoS metrics.



5. SKI QoS Impacts on Agents

In this section we briefly discuss the possible impact of SKI and its related QoS metrics on the
field of agents and Multi-Agents Systems (MAS). Here, it is surely relevant to highlight the
impact of sub-symbolic – especially ML and DL – systems efficiency in the agents life-cycle.
Indeed, popular works and products propose to leverage intelligent agents to solve complex
tasks such as identification and understanding of the surrounding environment. Such intelligent
agents rely on heavily integrated sub-symbolic mechanisms which might be even learnt on the
flight. Thus, advanced agents must be capable of training and running sub-symbolic mechanisms
which might be arbitrarily complex, depending on the task at hand. As a consequence, the
possible inefficiency of sub-symbolic models integrated into agents impacts their functioning in
several ways, namely:

• Energy and computational inefficiency of sub-symbolic models affects the overall indepen-
dence of agents, limiting their life-span [29]. Indeed, agent systems usually rely on limited
amount of energy to enable agents freedom and thus require energy-efficient solutions.
Therefore, measuring the improvements under energy consumption obtained via SKI
mechanisms positively affects agents systems, enabling the identification of deployable
solutions.

• Data inefficiency of sub-symbolic models hinders the ability of agents to learn on the
flight [36]. Indeed, depending on the considered scenario, agents might gather only small
amount of viable data from the surrounding environment. Thus, it is relevant to measure
the data efficiency gains obtained through SKI, as it alleviates part of the data collection
burden from intelligent agents.

• Computational inefficiency of sub-symbolic models hinders the deployability of intelligent
agents solutions in heavily constrained environments [37]. Indeed, there exist several
scenarios requiring agents to be as rawboned as possible—e.g., emergency systems. In
this context, heavy and computationally inefficient sub-symbolic mechanisms could not
be embedded into agents.

QoS aspects of sub-symbolic models come into play heavily when considering MAS as well.
Indeed, such systems present the efficiency issues related with the deployment of intelligence
into agents, as well as requiring hefty coordination aspects. The coordination requirements
characteristics of MAS introduce the need for efficient interaction between the entities of the
systems. Here, interaction efficiency is tightly linked with the latency of the internal intelligence
engine – i.e., sub-symbolic model – of communicating agents. Indeed, interacting agents can
not be delayed by lengthy predictions of sub-symbolic models. Moreover, the agents interaction
might require exchanging information concerning internal sub-symbolic systems to enable
common intelligence or community reasoning. Therefore, there exist the need for the underlying
sub-symbolic systems to be comprehensible between agents. The comprehensibility aspect
is fundamental, especially when dealing with heterogeneous agents which incorporate their
own model and knowledge base and tackle different highly-specific tasks. Therefore, it is
surely relevant to analyse possible improvements or degradation in comprehensibility aspects
of multiple sub-symbolic models, in order to allow MAS to converge towards global intelligence.



6. Conclusions & Future Work

In this work we propose and mathematically model the first set of Quality-of-Service (QoS)
metrics for SKI mechanisms, aiming at overcoming the open issues that affect SKI strength eval-
uation. We define robustness and comprehensibility metrics to analyse effectively the efficacy of
the injection mechanism by itself, decoupling it from possible artefacts that characterise SKI . We
then focus on the efficiency gains achievable through SKI and identify four qualitative metrics,
namely: (i) memory footprint efficiency – i.e., gain in terms of model’s complexity; (ii) energy
efficiency – i.e., gain in terms of total energy required to train and deploy a sub-symbolic model;
(iii) latency efficiency – i.e., improvements in terms of time required for inference; and (iv) data
efficiency – i.e., improvement in terms of amount of data required to optimise a sub-symbolic
model. We also propose to categorise the QoS metrics into a taxonomy that highlights the
different realms that may benefit from measurements of the the proposed metrics.

The QoS metrics proposed in this work are modelled theoretically, and we aim at testing
their efficacy in the future. In particular, we aim at benchmarking a set of state-of-the-art SKI
mechanisms through our QoS metrics. This would allow to identify the effective benefits that
injection mechanisms bring to the realm of symbolic and sub-symbolic integration. Finally, in
the future, we would like to develop a tool capable of automatically benchmarking a given SKI
mechanism leveraging our QoS. To do so, we aim at developing a SKI-QoS library, which will
allow the research community to thoroughly test novel injection mechanisms.
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