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Abstract

Symbolic knowledge-extraction (SKE) algorithms proposed by the XAI community to obtain human-

intelligible explanations for opaque machine learning predictors are currently being studied and developed

with growing interest, also in order to achieve believability in interactions. However, choosing the most

adequate extraction procedure amongst the many existing in the literature is becoming more and more

challenging, as the amount of available methods increases. In fact, most of the proposed algorithms

come with constraints over their applicability.

In this paper we focus upon a quite general class of SKE techniques, namely hypercube-based

methods. Despite being commonly considered as regression-specific, we discuss why hypercube-based

SKE methods are flexible enough to deal with classification problems as well. More generally, we propose

a common generalised model for hypercube-based methods, and we show how they can be exploited to

perform SKE on datasets, predictors, or learning tasks of any sort.

Keywords

explainable AI, knowledge extraction, interpretable prediction, PSyKE

1. Introduction

One of the main features to be underpinned by a believable human-agent interaction is the capa-

bility of being explainable. Along this line, symbolic knowledge extraction (SKE) is a powerful tool

within the scope of explainable artificial intelligence (XAI). It enables reverse-engineering of the

black-box (BB) machine learning algorithms—which are nowadays exploited in many AI tasks [1].

SKE allows data scientists to associate human-comprehensible, post-hoc explanations [2] to

the recommendations or decisions computed by the most common prediction-effective – yet,

poorly interpretable – algorithms. To cite some examples, SKE is widely adopted to credit-risk

evaluation [3, 4, 5], medical diagnosis – i.e., to make early breast cancer prognosis predictions
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[6] and for recognising hepatobiliary disorders [7] or other diseases and dysfunctions [8] –,

credit card screening [9], intrusion detection systems [10], keyword extraction [11], and space

mission data prediction [12].

The basic idea behind SKE is to construct symbolic (hence, interpretable) models mimicking

the behaviour of the pre-existing black-box predictors to be explained. Such symbolic models

should describe the corresponding black boxes in terms of the outputs they provide as responses

to (classes of) inputs values. Symbols, in particular, may consist of intelligible knowledge,

e.g., lists or trees of logic rules that can be exploited to obtain predictions as well as to better

understand the underlying predictor. In other words, symbols are both human- and machine-

interpretable.

Because of the many SKE techniques available in the literature, selecting the most appropriate

SKE algorithm for any given learning task may easily become cumbersome. Difficulties may

arise because of the intrinsic design choices behind each extraction algorithm. In fact, SKE

algorithms may commonly target specific learning tasks (classification or regression), specific

sorts of ML predictors (e.g. neural networks, support-vector machines, linear models, etc.), or

specific sorts of training data (e.g. continuous, categorical, or binary).

In this paper we focus upon a quite general class of SKE techniques, namely hypercube-based

methods. Methods of such sort extract symbolic knowledge by querying black-box predictors

as oracles, and by recursively partitioning the input spaces of these black boxes into several

hypercubes—hence following a divide-et-impera approach. Despite being commonly considered

regression-specific, we show that hypercube-based SKE methods are flexible enough to deal with

classification problems as well. More generally, we propose a common model for hypercube-

based methods, and we show how they can be exploited to perform SKE on data sets, predictors,

or learning tasks of any sort.

Accordingly, the contribution of this paper is manifold. First, we provide a general and abstract

description of any hypercube-based SKE workflow. Second, we compare existing hypercube-

based methods (e.g. Iter [13] and GridEx [14]) based on the way they partition the input space,

approximate black-box decisions, and construct the extracted symbolic knowledge. Third,

we discuss how hypercube-based methods can fully support supervised learning tasks—there

including regression and classification ones.

The remainder of this paper is organised as follows. Section 2 describes the state of the art

for SKE as well as some background notions to fully understand the work. Section 3 presents

our model for hypercube-based methods and compares the most relevant methods from the

literature. Finally, conclusions are drawn in Section 4.

2. State of the Art

In this section we provide readers with some details about the state of the art for symbolic

knowledge extraction.

2.1. Knowledge Extraction

Computational systems are considered interpretable when humans are able to easily understand

its operation and outcomes [15]. However, nowadays decision support systems often rely on



ML models having excellent predictive capabilities at the expense of interpretability. These

sub-symbolic predictors of growing complexity, which learn input-output relations from data

and store them as internal parameters, do not provide any kind of symbolic representation of

the acquired knowledge, thus lacking of an interpretable representation to the benefit of human

users. ML algorithms are defined as black boxes for this reason [16].

It is possible to preserve the impressive BB predictive performance and, at the same time,

obtain human-intelligible clues or explanations regarding the BB behaviour by substituting the

opaque model with a mimicking interpretable surrogate. The XAI community, indeed, have

proposed a number of means to produce ex-post explanations for sub-symbolic predictors in

the form of surrogate models based on sets of rules extracted from the underlying opaque

model. Amongst the proposals there are methods to extract lists [17, 13, 14] or trees [18, 19] of

logic rules, usually if-then-else, M-of-N or fuzzy. SKE is particularly important also for another

reason: it may enable further manipulations, for instance to merge the know-how of different

BB models [20].

Knowledge extraction algorithms can be categorised along three orthogonal dimensions [21]:

(i) supported learning tasks, (ii) shape of the symbolic knowledge provided in output, (iii) the

supported underlying ML models, usually known as translucency.

Supported tasks – item (i) – are usually supervised classification or regression. A cluster of SKE

algorithms can only explain BB classifiers – e.g. Rule-extraction-as-learning [17], Trepan [18]

and others [22, 23] –, while a different cluster is designed to support BB regressors—e.g., Iter [13],

GridEx [14], GridREx [24] and others [25, 26, 27]. Finally, a little subset of SKE techniques are

able to handle both tasks, as for the case of G-Rex [28] and Cart [19].

As for the shape of the output knowledge – item (ii) –, decision rules [29, 30, 31] and trees

[32, 33] are usually considered the most human-understandable ways to represent knowledge.

For this reason the majority of SKE methods produce one of these two structures as output.

Regardless of the shape, conditions describing decision rules and nodes are expressed by

using the same input/output data types adopted to train the underlying BB. For instance, SKE

procedures applied to classifiers accepting 𝑁 -dimensional numerical data and providing 𝐾
distinct output classes will produce rule lists or trees involving a certain number of predicates

over 𝑁 input variables 𝑥1, . . . , 𝑥𝑛 and having 𝐾 possible outcomes. A further categorisation

may be performed w.r.t. the kind of predicates contained in the output knowledge. In particular,

it is possible to observe conjunctions or disjunctions of inequalities (e.g. 𝑥𝑖 ≷ 𝑐) as well as

inclusions in or exclusions from intervals (e.g. 𝑥𝑖 ∈ [𝑙, 𝑢]) for numerical data. Categorical data

are usually associated to equalities (e.g. 𝑥𝑖 = 𝑐) and set-inclusions (e.g. 𝑥𝑖 ∈ {𝑐1, 𝑐2, . . .}).

M-of-N or fuzzy rules are other available alternatives.

Finally, the translucency dimension – item (iii) – represents the strategy adopted by the

SKE algorithm to obtain interpretable knowledge from a BB. In particular, extractors may be

decompositional or pedagogical [34, 21]. Decompositional techniques consider the internal

structure of the underlying black box, hence producing symbolic knowledge which mimics

how it internally works. As a side-effect, decompositional algorithms are bound to specific

sorts of ML predictors—and possibly introduce constraints on their internal structures. For

instance, techniques tailored on neural networks are not applicable to support-vector machines.

Similarly, procedures explicitly designed for 3-layered networks are not suitable for deeper ones.

On the other hand, pedagogical methods can extract symbolic knowledge without relying on



any information about the inner structure of predictors. They simply query the predictor as an

oracle, observing its response to particular inputs, and generalise its behaviour accordingly. For

this reason, pedagogical extractors come with no constraints on sorts of predictors they can be

applied to. Hence, they are more general – despite potentially less precise –, but considerations

about the output performance strictly depend on the task at hand.

To evaluate the quality of SKE techniques different indicators are exploited, depending

on the task to solve. Common choices are readability, fidelity and predictive performance

measurements [35]. The former expresses how interpretable is the output knowledge from the

human perspective. It is generally evaluated through the number of extracted rules and the

number of constraints per rule. Fidelity is related to the capability of the extracted knowledge

to mimic the underlying BB predictions, whereas predictive performance measurements are

assessed by comparing the predictions drawn from the extracted knowledge with the expected

data. Measurements involving predictions should be assessed via the same scoring function

used for the underlying BB—which in turn strictly depends on the performed task. Classifiers

are usually evaluated via accuracy, precision, recall, and F1 score. Conversely, common metrics

for regressors are the mean absolute/squared error (MAE/MSE) and the R
2

score.

3. Hypercube-Based Knowledge Extractors

In this section we present a general model for hypercube-based extractors (Subsection 3.1). We

then delve into the details of different algorithms from the literature, discussing how they match

the model (Subsection 3.2).

3.1. Unified Model

Hypercube-based extraction methods are pedagogical extraction procedures which can operate

on trained ML predictors of any sort. They consider the predictor 𝑃 undergoing extraction as

an oracle to be queried multiple times, in order to find a partitioning 𝐻1 ∪ . . . ∪𝐻𝑛 of its input

space 𝒳 such that the output space 𝒴 can be concisely expressed for each partition. Hence,

they extract knowledge in the form of rule lists or trees, where each rule attempts to describe

the outcome of 𝑃 for a particular hypercube 𝐻𝑖 ⊆ 𝒳 . Rules have the following logical form:

x ∈ 𝐻𝑖 → ( y = 𝑓𝑖(x) )

to be read as “if the input vector x ∈ 𝒳 is in some hypercube 𝐻𝑖, then the prediction y ∈ 𝒴 is

𝑓𝑖(x)”, where 𝑓𝑖(x) is a function that approximates 𝑃 outcomes. Note that each hypercube 𝐻𝑖

is a partition of the input space 𝒳 , and 𝑓𝑖 is the function approximating 𝑃 outcomes related to

that hypercube (could be a costant, a linear function, etc.), i.e.: 𝑓𝑖(x) ≈ 𝑃 (x), ∀x ∈ 𝐻𝑖.

Hypercube-based extraction procedures should then attempt to select hypercubes and local

approximation functions so as to maximise the fidelity of the overall rule set/list w.r.t. 𝑃 .

Accordingly, they follow a pretty linear workflow, which may be roughly summarised in 3 steps,

namely:

1. partitioning the input space into disjoint hypercubes 𝐻1, . . . ,𝐻𝑛, following a selected

strategy and according to possible defined constraints;



• e.g. one may be willing to minimise 𝑛 while maximising the size of each 𝐻𝑖

2. approximating the prediction of 𝑃 for each hypercube 𝐻𝑖, via some function 𝑓𝑖;

• e.g. one may be willing to maximise the similarity among 𝑃 and 𝑓𝑖 in 𝐻𝑖

3. creating a rule set where each rule concisely represents the behaviour of 𝑃 in 𝐻𝑖 via 𝑓𝑖.

In the following, we delve into the details of all the aforementioned phases.

3.1.1. Input space partitioning

Input space partitioning is a recursive computation aimed at finding the optimal number,

shape and size of hypercubes w.r.t. some desiderata, such as: (i) covering the whole input

space; (ii) obtaining disjoint regions; (iii) minimising the number of regions; (iv) maximising

the similarity amongst the samples inside single regions; (v) minimising the predictive error

correlated to each partition.

These conditions cannot be all satisfied simultaneously, especially when dealing with high-

dimensional data sets. Thus, some requirements may be relaxed. For instance, the input space

coverage may be limited only to interesting hypercubes, neglecting the others. Let us consider a

hypercube ‘interesting’ if it contains training samples, as it may have a role to play in drawing

future predictions.

Alternatively, the partitioning process may terminate after a predefined number of iterations,

as some state-of-the-art algorithms actually do. However, this may lead to the indiscriminate

exclusion of some regions of the input space that, conversely, are not negligible. In turn, the

explained model will not be able to provide predictions for a subset of input instances.

Non-contiguous hypercubes may be relaxed into hierarchical or fuzzy regions, possibly

mapped into non-overlapping rules, in order to have unambiguous output predictions.

Similarity and fidelity The amount of hypercubes an input space is partitioned into may

significantly impact the interpretability of the final symbolic model. In fact, hypercube-based

methods will output as many rules as the hypercubes they have partitioned the input space

into—and of course more (or more complex) rules imply lower readability for the human user.

The capability of grouping together similar samples into a single hypercube is so quintessential

for supporting the creation of few, general, and simple rules which capture the behaviour of the

original predictor with high fidelity. This corresponds to (i) data points from the same hypercube

drawing similar predictions, and to (ii) predictions having a high fidelity (or, equivalently, low

error rates) w.r.t. to the original predictor. Accordingly, here we delve into the details of how to

assess (i) similarity amongst data points from contiguous hypercubes, as well as (ii) predictive

errors between a candidate rule and the underlying predictor.

Similarity amongst instances Input space partitions may be considered similar according

to the following definitions:

input closeness if the input variables of both subregions have values ranging in similar do-

mains, as for the case of adjacent disjoint or overlapping regions;



output closeness if the output associated with the instances in the two subregions may be

defined as similar.

While it is straightforward to check input closeness (e.g., through Euclidean distance), dealing

with output closeness requires taking into account the learning problem at hand.

As far as classification is concerned, we may consider two hypercubes 𝐻1 and 𝐻2 as output-

close w.r.t. a predictor 𝑃 if (and only if) the most frequent output class is the same in both

hypercubes:

𝐻1
𝑃≈ 𝐻2 ⇔ mode(𝑃 (𝐻1)) = mode(𝑃 (𝐻2)) (1)

where mode(·) denotes the statistical operator returning the most frequent item over a set, and

𝑃 (𝐻) is a shortcut standing for {𝑃 (x) : x ∈ 𝐻}, to lighten the notation.

Conversely, in the case of regression with constant outputs, output-similarity may be ex-

pressed as a function of the absolute difference between the mean output predictions performed

by the predictor 𝑃 on the two hypercubes 𝐻1 and 𝐻2:

𝐻1
𝑃≈ 𝐻2 ⇔ |mean(𝑃 (𝐻1))− mean(𝑃 (𝐻2))| < 𝜃 (2)

where 𝜃 is a parameter defining the strictness of the similarity criterion.

Of course, definition 2 is not suitable to capture the similarity amongst hypercubes charac-

terised by high variability of 𝑃 . In such a case a more complex solution is required:

𝐻1
𝑃≈ 𝐻2 ⇔ mae(𝑓1,2, 𝐻1 ∪𝐻2) ≤ 0.5(mae(𝑓1, 𝐻1) + mae(𝑓2, 𝐻2)) (3)

where mae(𝑓,𝐻) is the mean absolute error of the linear function 𝑓 in approximating 𝑃 for

data in 𝐻 . In other words, 𝐻1 and 𝐻2 are output-similar if it is possible to (i) merge the

two hypercubes, (ii) find a linear combination 𝑓1,2 of the input variables representing the

input/output relationship of the so merged regions, and (iii) reach a predictive performance

of 𝑓1,2 better than the average performance of the linear functions 𝑓1, 𝑓2 associated with the

corresponding separated subregions.

For instance, in Figure 1 we report examples of similarity assessments calculated for a

generalised extractor applied to a classification task (Figure 1a) and to a regression task (Fig-

ures 1b and 1c). Figures concerning the regression task represent constant and non-constant

extractor outputs, respectively. The example assumes a 2-dimensional data set with continuous

input features both ranging in the interval [0, 5]. In the figures, hypercubes to be expand-

ed/merged are those having coloured backgrounds. Possible adjacent hypercubes to be joined

to them are represented as hypercubes having no background. Adjacent hypercubes that are

similar to the hypercubes to be expanded are represented with hatched background. It is worth

noting that for the example depicted in Figure 1b a similarity threshold 𝜃 equal to 5.0 has been

chosen. In Figure 1c the predictive errors corresponding to the adjacent hypercubes as well as

the calculated errors of the possible merged regions are omitted for the clarity of the image.

Predictive error assessment A generalised metric is necessary to evaluate the predictive

performance of a set of rules for both classifications and regressions. We propose the following
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Figure 1: Two-dimensional example of different similarities calculated for generalised extractors.
Hatched regions are suitable to be merged with the adjacent one (coloured background).
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(c) Regression laws.

Figure 2: Two-dimensional example of different predictive errors measured for generalised extractors.

function as error function for a rule set 𝑅 applied to a data set 𝐷:

error(𝑅,𝐷) =

{︃
mae(𝑅,𝐷) (regression)

1− accuracy(𝑅,𝐷) (classification)

(4)

where mae(𝑅,𝐷) and accuracy(𝑅,𝐷) are the mean absolute error and the classification accu-

racy score, respectively, calculated on the output predictions obtained via the rules in 𝑅, for the

data set 𝐷, and w.r.t. the expected outputs for 𝐷.

In Figure 2 we report some examples of predictive errors measured for a generalised extractor

by assuming a 2-dimensional data set with continuous input features both ranging in the [0, 5]

interval. The figure represents a classification task and two regression tasks. The first regression

task is approximated by the extractor with constant outputs, whereas the second is associated

with non-constant outputs. The predictive error 𝑒 is reported as misclassifications in the first

case and absolute error in the others.
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Figure 3: Two-dimensional example of different predictions provided by generalised extractors.

3.1.2. Approximating predictions

As for the approximation of output predictions associated with each hypercube, they are usually

computed on the basis of the predictions provided by the underlying black box when applied

to an extended training set. The extended training set may consist of the original data the

predictor has been trained upon – or a subset of it –, possibly augmented with some further data.

Data augmentation via random input samples is useful to attain higher predictive performance,

provided that the predictor is used as an oracle to compute the corresponding expected outputs.

Provided that the input space has been adequately partitioned into several hypercubes, the

prediction associated with each hypercube may consist of (i) a constant numerical value (e.g.,

Iter, GridEx) or, (ii) a linear combination of the input variables (e.g., GridREx). The latter

option, in particular, is well-suited for regression tasks, while the former may support both

classification and regression tasks.

To choose the best output value corresponding to each hypercube, one may either (i) ag-

gregate the predictions corresponding to all available points in that hypercube – e.g. via the

‘mean’, ‘mode’, or ‘median’ statistical aggregation functions –, or (ii) fit a local function locally

approximating the predictor in that hypercube. Again, which option is better really depends on

the learning task the underlying predictor has been designed for.

In Figure 3, we report examples of predictions provided by a generalised extractor. As for the

previous examples, a 2-dimensional data set with continuous input features both ranging in

the [0, 5] interval is assumed. The Figure shows a classification task and two regression tasks,

where the former regression task is approximated by the extractor with constant outputs. The

background colour represents the output provided by the extractor.

3.1.3. Output rule set creation

After selecting a set of input space regions and one output decision for each of them, hypercube-

based extractors build a set of rules where each one is composed of a precondition and a

postcondition. The precondition is a formal description of a single input region in terms of

individual features, for instance by means of value inclusion inside an interval. Hypercubic 𝑛-



dimensional regions may be described through the conjunction of (at most) 𝑛 interval inclusion

conditions. On the other hand, the postcondition is simply the decision calculated for the region

on the basis of the task at hand, as previously described. Thus, extracted human-readable logic

rules generally have the following format:

Output is 𝑂 if 𝑋1 ∈ [𝑙1, 𝑢1], 𝑋2 ∈ [𝑙2, 𝑢2], ..., 𝑋𝑛 ∈ [𝑙𝑛, 𝑢𝑛],

where 𝑂 is the output decision and 𝑋1, 𝑋2, ..., 𝑋𝑛 are input variables assuming values included

in the intervals described by corresponding lower-bounds 𝑙𝑖 and upper-bounds 𝑢𝑖.

3.2. Comparison of Existing Methods

In the following a comparison between two hypercube-based SKE algorithms – namely Iter and

GridEx – is provided to give a practical demonstration of our methodology. Differences in the

input space partitioning and in the decision approximation are highlighted in particular. Output

rules are lists of logic rules in both cases, following the convention described in Subsection 3.1.3.

It worths noting that both algorithms assume input features to be continuous and may be

applied to any kind of BB predictor, being pedagogical SKE methods.

Iter The Iter algorithm [13] is based on the iterative creation and expansion of hypercubes

inside the input feature space, until a maximum number of iterations is reached or, otherwise,

the whole input space is covered. The expansion may terminate also if it is not possible to

further expand the hypercubes. In those cases additional cubes may be created to cover the

remaining space.

Iter is limited to regression tasks by design, and performs averaging operations to associate

output values to hypercubes. For each cube, Iter selects all the training samples inside it and

calculates the mean prediction by using the underlying BB as an oracle. If the training samples

are not enough to satisfy the minimum amount specified by the user, extra random samples are

generated and predicted together with the others.

Iter also takes advantage of a similarity criterion to expand the hypercubes. In particular,

at every iteration all the possible expansions around each cube are considered, but only one

is performed, i.e., the one capable of expanding a cube towards the most similar input space

region. Similarity is calculated via mean absolute difference between the output values of the

cubes to be expanded and the eligible cubes around them.

GridEx The GridEx algorithm [14] may be considered as an extension of Iter aimed at

overcoming its major drawback, i.e., the non-exhaustivity of its output rules. GridEx achieves

this goal because it is exhaustive by design. Unlike Iter, GridEx adopts a top-down approach to

split the input feature space into hypercubes. It iteratively partitions the whole space according

to some defined strategy, marking at each iteration if the created partitions are negligible (i.e.,

they contain no training samples, so they are discarded since it is not relevant to have rules

associated to them), eligible for further partitioning (if they contain samples that are not enough

similar), or permanent (otherwise, if they contain similar training instances and, thus, these

cubes should have a good predictive performance). Strategies to split the input space are fixed,



if the user specifies for each iteration how many partitions have to be performed along all the

input dimensions, or adaptive, if the number of splits is determined through the relevance of

each input feature w.r.t. the output variable. Since GridEx has been designed exclusively for

regression tasks, as Iter, also in this case output decisions are obtained via local averaging

calculations and actual regression rules are not supported.

Similarity between samples is assessed through the output value standard deviation of all the

instances included inside a hypercube. If the standard deviation is below a user-defined threshold,

then the cube only contains similar samples and it is not further partitioned. Otherwise, GridEx

attempts to split the cube in smaller regions, possibly enclosing more similar samples. Since the

readability of the output model depends on the number of extracted rules, it is of paramount

importance to keep it as low as possible. For this reason a merging phase is performed after

every splitting iteration as an optimisation to reduce the number of rules. Indeed, adjacent cubes

are pairwise merged according to a similarity criterion on the contained samples. The merging

phase is iterative: at each step are merged only the two adjacent cubes resulting in the merged

hypercube having the lowest standard deviation, and it terminates when it is not possible to

further merge cubes without exceeding the standard deviation user-defined threshold.

A first GridEx generalisation supporting regression rules as output decisions has led to the

GridREx algorithm [24]. GridREx can extract fully regressive rules, with a linear combination of

the input variables as a postcondition. Even though all the other details are identical to GridEx,

GridREx is able to achieve better predictive performance, fidelity, and readability than GridEx.

4. Conclusions

In this paper we generalise a class of SKE techniques, namely hypercube-based methods, to

make them suitable for classification tasks as well as regression tasks. We do so by proposing a

common model for these methods, where algorithmic patterns currently adopted by hypercube-

based SKE algorithms are relaxed, in order to widen their applicability scopes. Our future works

will focus on extending the proposed generalisation to a wider class of SKE techniques, to enable

a higher degree of usability for SKE techniques existing in the literature.
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