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Abstract
Prompt-Design on Pre-trained large Language Models (prompt-design&PLM) has become an emerging
paradigm for a range of NLP tasks. Although an increased effort has been put into reformulating many
classic NLP problems as prompt-based learning, less explored areas include knowledge base construction
from PLMs. The ISWC-2022 challenge on Knowledge Base Construction from Pre-trained Language
Models (KBC-LM) provides 12 pre-defined relations each of which is equipped with a number of train and
dev triples. In participating in the challenge, we manually developed relation-specific prompt templates
to probe BERT-related LMs. Given a (SubjectEntity, relation) pair, we predicted none, one, or many
ObjectEntitys to complete the pair as a triple. The test results on unseen (SubjectEntity, relation) pairs
showed our prompt design achieved 49% overall macro average F1-score, a 48% improvement from the
baseline’s 31% F1-score. The insights we learned about the “knowledge” of a language model would lead
us to select appropriate LMs for future knowledge base construction tasks.

1. Introduction

Pre-trained large Language Models (PLM) such as BERT [1], RoBERTa [2], GPT-3 [3], and T5 [4]
have attracted a significant attention in AI and NLP communities. A recent emerging paradigm
leveraging the Pre-trained LMs (PLM) is to use textual prompts to solve a range of NLP tasks.
For example, for Sentiment Analysis, if we have a piece of text “This is a boring movie.",
we can use a textual prompt “This is a boring movie. The review is __" to ask a
pre-trained language model (PLM) to fill up the blank with a positive or negative label.
The downstream applications using this paradigm are reformulated in a way as if we need to
predict a missing or next word using a pre-trained LM. We dub this paradigm as prompt-design
on pre-trained large language models or prompt-design&PLM for short. To effectively apply
prompt-design&PLM, one needs to address several critical issues including selecting a relevant
LM, designing appropriate prompts, and extracting the final predictions. Typically, one develops
templates to generate prompts such that a template processes the original text with some extra
tokens. For example, the template “[TEXT] The review is [MASK]” generates the prompt
we used earlier for Sentiment Analysis, where “[TEXT]” corresponds to the original sentence,
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and the token “[MASK]” stands for a blank to be filled up. Optionally, one may further develop a
verbalizer to project original labels to words in the vocabulary of the LM for final prediction. For
example, the verbalizer for our Sentiment Analysis example is {“positive”:“interesting”,
“negative”:“boring”}.

A flurry of studies have been reported using prompt-design&PLM to solve text classification
[3, 5, 6, 7], named-entity recognition [8], natural language inference [5, 6, 7], sentiment analysis
[9], relation extraction [10], text summarization [11], and parsing [12]. Despite the efforts,
an under-explored area is to directly extract structured knowledge from PLMs to construct a
knowledge base. The ISWC-2022 Challenge for Knowledge Base Construction from Pre-trained
Language Models (KBC-LM) aims to explore the capability of various pre-trained language
models (PLMs) for constructing a knowledge base with a set of given predicates/relationships.
The problem is formally defined as follows:

Definition 1. Given a set of inputs each of which contains a SubjectEntity(s) and a relation(r).
Predict the set of correct ObjectEntitys {𝑜1, 𝑜2, ..., 𝑜𝑘} using a LM probing method for each input.

A significant difference between the ISWC-2022 KBC-LM challenge and the existing baseline,
e.g., LAMA presented in [13], is that there is no constraint on the number of ObjectEntitys that
can participate in a (SubjectEntity, relation) pair. Specifically, a SubjectEntity can join zero, one,
or many ObjectEntitys in a relation. There are two tracks in this challenge. Track 1 explores the
pre-trained BERT-related LMs [1] such as BERT Base Cased Model (BERT-base) and BERT Large
Cased Model (BERT-large). Track 2 explores other LMs including RoBERTa, Transformer-XL,
GPT-2, BART, etc. The outputs are evaluated using the established F1-score KB metric. We
participated in the Track 1 challenge using BERT-related LMs. This paper reports our prompt
design, answering processing steps, and test results on the unseen test data hold back by the
challenge organizers.

The rest of the paper is organized as follows. Section 2 discusses related work. Section 3
presents the relation-specific prompts for LM probing. Section 4 presents test results. Section
5 discusses the prompt design and lessons learned. Section 6 describes the structure of the
implementation. Finally, Section 7 concludes the paper.

2. Related Work

Pre-trained Language Model (PLM). Standard language models are trained to predict text in
an autoregressive fashion, that is, predicting the tokens in the sequence one at a time. This is
usually done from left to right, but can be done in other orders as well. Representative examples
of modern pre-trained left-to-right autoregressive LMs include GPT-3 [3]. A disadvantage of
autoregressive language models is its directionality in processing text. To predict text based on
surrounding text, masked language models (MLM) have been developed that use bidirectional
objective function. Representative pre-trained models using MLMs include BERT [1], ERNIE
[14] and many variants. The prefix LM is a left-to-right LM that decodes a target text 𝑦
conditioned on a prefixed sequence 𝑥 as for translation. Example prefix LMs include UniLM
1-2 [15, 16] and ERNIE-M [17] The encoder-decoder model uses a left-to-right LM to decode a
target text 𝑦 conditioned on a separate encoder for text 𝑥 with a fully-connected mask. Example
encoder-decoder pre-trained models include T5 [4], BART [18], MASS [19] and their variants.



Prompt Design. In general, there are two types of prompts, cloze prompts which fill in
blanks in a textual string and prefix prompts which continue a string prefix. Prompts can be
designed manually based on human intuition [13, 3, 5] or automatically through mining [20],
paraphrasing [21, 22], gradient-based search [23], generation [24], and scoring [25]. In addition
to discrete hard prompts, researchers have also developed continuous soft prompts that interact
directly with LMs in the embedding space. Soft prompts have their own parameters that can be
tuned through different strategies including prefix tuning [26], hard-prompt initialized tuning
[27], and hybrid tuning [28].
Answer Processing. An answer can take (1) one of the tokens in the PLM’s vocabulary, (2) a
short multi-token span, or (3) a sentence or document. Answer processing aims to extract the
correct answers from the output space of a PLM. Researchers have developed manual approaches
using verbalizers [13, 29, 30, 8] and automatic methods through paraphrasing[20], pruning [31],
and label decomposition [32].
Few-shot Learning. In addition to zero-shot prompt-design&PLM setting, there are also
methods that use training data to optimize parameters in prompts or PLMs. Few-shot learning
methods have been developed for tuning prompts only [33, 34] and tuning both prompts and
PLMs [24, 28, 10].
Knowledge Base Construction from LM Probing. The seminal work on KBC-LM is LAMA
[13] which manually created cloze templates to probe knowledge in PLMs. Few-shot learning
on the original LAMA datasets has also been evaluated [35]. More studies have been reported on
probing PLMs for complicated knowledge [36], temporal knowledge [37], and domain specific
knowledge [38, 39].

3. Relation-Specific Prompt Design and Answer Processing

For participating in this challenge, we chose the BERT Large Cased model to construct the
knowledge base through PLM probing. The challenge uses a diverse set of 12 relations, each
covering a different topic equipped with a set of (SubjectEntity, relation, ObjectEntity) triples as
ground truth. Table 1 lists the relations along with their descriptions and ground truth examples.
We describe our prompt design for each individual relation below. Notice that for the KBC-LM
task, we usually do not have a verbalizer to project prediction labels.

3.1. ChemicalCompoundElement

At first glance, the semantics of this relation seems to be ambiguous, because chemical com-
ponents can be an object at the molecular, ionic, or atomic level. After analyzing the training
and development datasets, we found that more than 98% of the object entities were chemical
elements, and only less than 2% of the objects were in ionic groups. The limited number of
chemical elements allows us to filter out the LM outputs by only keeping chemical elements for
filling up the blanks.

In addition, we noticed that names of some object entities follow simple linguistic rules.
For example, the entity named “Zinc phosphate” has chemical compound elements “zinc” and
“phosphorus”. The first four characters of each token in “Zinc phosphate” are respectively the
same as that of “zinc” and “phosphorus”. In terms of prompt design, we noticed that the names



# Relation Description Example
1 ChemicalCompoundElement chemical compound (s) (Water,

consists of an element (o) ChemicalCompoundElement,
[Hydrogen, Oxygen])

2 PersonCauseOfDeath person (s) died (Neil deGrasse Tyson,
due to a cause (o) PersonCauseOfDeath,

[])
3 CompanyParentOrganization company (s) has another (Hitachi,

company (o) CompanyParentOrganization,
as its parent organization [])

4 PersonInstrument person (s) plays (Chester Bennington,
an instrument (o) PersonInstrument,

[])
5 PersonEmployer person (s) is or was (Susan Wojcicki,

employed by a company (o) PersonEmployer,
[Google])

6 PersonPlaceOfDeath person (s) died (Elvis Presley,
at a location (o) PersonPlaceOfDeath,

[Graceland])
7 RiverBasinsCountry country (s) basins (Drin,

in a country (o) RiverBasinsCountry,
[Albania])

8 PersonLanguage person (s) speaks (Bruno Mars,
in a language (o) PersonLanguage,

[Spanish, English])
9 PersonProfession person (s) held (Nicolas Sarkozy,

a profession (o) PersonProfession,
[Lawyer, Politician, Statesperson])

10 CountryBordersWithCountry country (s) shares (Canada,
a land border CountryBordersWithCountry,
with another country (o) [[USA, United States of America]])

11 CountryOfficialLanguage country (s) has an (Belarus,
official language (o) CountryOfficialLanguage,

[Belarusian, Russian])
12 StateSharesBorderState state (s) of a country (Florida,

shares a land border StateSharesBorderState,
with another state (o) [Georgia])

Table 1
ISWC-2022 KBC-LM Challenge Relation Names, Descriptions, and Triple Examples

of some subject entities comprised of two or more words such as “acid” and “hydroxide”. The
basic knowledge in Chemistry indicates that “acid” must contain hydrogen, and “hydroxide”
must contain hydrogen and oxygen. We hypothesized that if we split the compound names
into individual tokens and feed the single tokens to the language model, we might obtain more
correct answers from the LM. Using “Chloric acid” as an example, not only we can ask language
model “[MASK] is a chemical compound element of Chloric acid”, we can also
ask “[MASK]... of Chloric” and “[MASK]... of acid”. By implement this idea, we
observed improved recall metrics.



3.2. PersonCauseOfDeath

For this relation, we analyzed the training data set and found 50% of the SubjectEntity in the
data set are still alive with an empty “cause of death”. Therefore, we split the probing into
2 steps. First, we probed the LM about the life status of the SubjectEntity, i.e., determining
whether the SubjectEntity is “dead” or “alive”. Second, we probed the LM about the cause of
death under the premise that the SubjectEntity has already deceased.

To address the first problem, we began with the prompts corresponding to the direct question:
“Did XXX die?”. Unfortunately, we found that a small perturbation in the prompts would
cause significantly different results. Using the following set of prompts: “Did XXX really
die? [MASK].” and “Is XXX still alive? [MASK].”, we noticed that the results would
be more skewed towards “No”s. Sometimes, we received the answer “No” to both questions for
the same subject. This is unreasonable from human understanding, because nobody can be “not
alive” and “not dead” at the same time. In a slightly different way, if we asked “Did XXX die?
[MASK].” or “Is XXX alive? [MASK].”, the results generally contains more “Yes”s. The
propensity of answers can be easily affected by the mood words in the prompts, such as “really”,
“still”. On the contrary, it is not sensitive to the keyword itself. Asking “dead” and “alive” will
even get trend-aligned answers. If we design prompt in this way, the answer extraction step
would be extremely unreliable and unstable.

A language model captures massive statistics about word co-occurrences in a context. To
probe more effectively, a prompt should reproduce the context in which the SubjectEntity and
ObjectEntity tend to co-occur. For example, if a person XXX is dead, it is more likely that the
following phrase appears in the corpus: “XXX is dead”. Based on the co-occurrence statistics, we
designed prompts in the format “[SubjectEntity] (is|has) [MASK]”, where “(is|has)”
means choosing one of the strings separated by |. We treated the tokens predicted by the
language model as an answer space. We detected the “alive” or “dead” status of the SubjectEntity
based on the presence of “die” and its variants. For example, if the token “die” exists in the
answer space, we consider the SubjectEntity is dead, otherwise is alive. This strategy indeed
achieved improved results tested on both the training and development sets. To address the
second problem, we followed our intuition and experimented with different prompts and answer
thresholds with moderate improvements compared to the baseline.

3.3. CompanyParentOrganization

For this relation, we probed in 2 steps: (1) does the SubjectEntity has a parent organization? and
(2) if yes, which one in the answer list is likely a parent organization. A challenge for addressing
the first problem is to distinguish the relations of subsidiary and parent organizations. We found
that the LM under-performed for the problem no matter how the prompts were designed.

3.4. PersonInstrument

The prompt is: “[SubjectEntity] (loves|likes playing) [MASK], which is a
instrument.” The prompt uses the article “a” instead “an” in front of “instrument” for a
better performance. We also noticed that the verb phrase (loves|likes playing) improved
the model performance.



3.5. PersonEmployer

We have tried many different prompts and adjusted thresholds for top_k answers. However, we
still obtained the lowest performance for this relation. The current prompt is: “[SubjectEntity]
joined and work at [MASK] as an employer, which is a company”.

3.6. PersonPlaceOfDeath

In the same way for probing answers for the relation PersonCauseOfDeath, we probed
for PersonPlaceOfDeath in two steps: (1) checking whether the SubjectEntity is “dead” or
“alive” and (2) discovering the place of death if the SubjectEntity has deceased. Assuming
we found out that the SubjectEntity is dead, the prompt for detecting the place of death is:
“[SubjectEntity] died at home or hospital in [MASK].”

3.7. RiverBasinsCountry

The prompt is: “[SubjectEntity] river basins in [MASK].” Other prompts did not
achieve better performance than the prompt above. The F1-score was improved from 0.38 of
using BERT-base to 0.55 of using BERT-large.

3.8. PersonLanguage

The prompt is: “[SubjectEntity] speaks in [MASK], which is a language.” As
with many other relations, we found that a prompt containing a subordinate clause such as
“which is a language” improved performance. The F1-score was improved from 0.43 of
using BERT-base to 0.70 of using BERT-large.

3.9. PersonProfession

The prompt is: “[SubjectEntity] is (a or an) [MASK], which is a profession.”
Using the phrase “(a or an)” which includes both forms of the article “a” improved the
performance. The F1-score was improved from 0.0 of using BERT-base to 0.25 of using BERT-
large. As an intermediate summary, Table 2 shows the probing parameters and validation results
of these three relation: RiverBasinsCountry, PersonLanguage, and PersonProfession.

RiverBasinsCountry PersonLanguage PersonProfession
model BERT-large BERT-large BERT-large
top_k 4 1 5
threshold 0.071 0.184 0.010
Precision 0.643 0.840 0.365
Recall 0.590 0.654 0.202
F1 0.546 0.701 0.249

Table 2
Probing Parameters and Validation Results of RiverBasinsCountry, PersonLanguage, PersonProfession



3.10. CountryBordersWithCountry

The prompt is: “[SubjectEntity] and [MASK] are neighboring country. They
share the border.” We experimented with more than twenty prompts and finally we found
joining the “[SubjectEntity]” and the “[MASK]” with “and” as the subject in the prompt
will perform better than the prompt “[SubjectEntity] is neighboring with [MASK].
They share the border.” In particular, the recall was improved from 8.7% to 66.2%, and
the F1-score was from 12.2% to 54.8%. The advantage of our prompt is that it strengthens the
relationship between the “[SubjectEntity]” and the “[MASK]” as neighboring countries.
The model takes the entire string “[SubjectEntity] and [MASK]” as a whole to probe the
LM.

3.11. CountryOfficialLanguage

The prompt is: “[SubjectEntity]’s official language is [MASK].” Firstly, we exper-
imented with changing the order of the “[SubjectEntity]” and “[MASK]” in the prompt sen-
tence. For example, we tried “[MASK] is the official language of [SubjectEntity].”
We also tried to place different adjectives such as “national”, “official”, and “country” in
front of the word “language”. Finally, we determined to use the template “[SubjectEntity]’s
(adjective) language is [MASK].”, and use “official” to describe “language”. Over-
all, we improved the recall by 6.5% and improved the F1-score from 78.6% to 81.2% from the
default baseline.

3.12. StateSharesBorderState

This is a relatively difficult relationship to deal with, because “a state” could refer to different
geographical entities in different countries. It would be difficult to retrieve a correct answer if
the location of the state cannot be determined in the probing. We took two steps to address
the problem. First, we query the LM to discover a list of possible countries where a state is
located by using the first prompt:“[SubjectEntity] is a state in [MASK], which
is a country.” Second, we embed a possible country name in next prompt sentence
to probe bordering states. The second prompt is: “[SubjectEntity] and [MASK] are
neighboring states in [ObjectEntity]”, where the “[ObjectEntity]” is replaced
by a result of probing with the first prompt. This strategy effectively narrowed the scope of the
prompt query, and successfully improved the precision and recall metrics. We ended up with
improving the F1-score from the baseline’s 0.01% to 31%.

4. Test Results

Table 3 shows the test results using the CodaLab live leaderboard1 provided by the organizers.
Our probing results are list in the columns with the header “Drexel”. We also list the probing

1https://codalab.lisn.upsaclay.fr/competitions/5815



results of the “Baseline”2. The comparison shows that we improved the overall average F1-score
from the Baseline’s 31% to 49%.

Macro Macro Macro
Average Average Average

Precision Recall F1-score
# Relation Drexel Baseline Drexel Baseline Drexel Baseline
1 ChemicalCompoundElement 0.5381 0.9800 0.7213 0.0690 0.5870 0.0980
2 PersonCauseOfDeath 1.0000 0.8600 0.5000 0.5000 0.5000 0.3600
3 CompanyParentOrganization 1.0000 0.9000 0.7400 0.7400 0.7400 0.6400
4 PersonInstrument 0.4067 1.0000 0.7505 0.3600 0.3553 0.3600
5 PersonEmployer 0.9600 0.9800 0.0200 0.0200 0.0200 0.0200
6 PersonPlaceOfDeath 1.0000 0.9800 0.5000 0.5000 0.5000 0.4800
7 RiverBasinsCountry 0.5400 0.9600 0.5557 0.4040 0.5009 0.4290
8 PersonLanguage 0.9400 1.0000 0.6652 0.3757 0.7363 0.4280
9 PersonProfession 0.4977 1.0000 0.2281 0.0000 0.2966 0.0000
10 CountryBordersWithCountry 0.5738 0.9800 0.6627 0.1046 0.5479 0.1187
11 CountryOfficialLanguage 0.9600 0.9800 0.7652 0.7185 0.8120 0.7860
12 StateSharesBorderState 0.3951 0.9000 0.2858 0.0057 0.3160 0.0100

Average 0.7343 0.9600 0.5329 0.3165 0.4927 0.3108

Table 3
Evaluation results by the CodaLab live leaderboard.

5. Discussion

All the prompts were manually designed based on human intuition and trial-and-error. At the
end, we also manually aggregate the results and removed stop words. It would be more useful
and helpful if prompts could be developed in a systematic and general way for future KBC-LM
tasks. We will investigate automatic methods that can learn appropriate prompts by matching
training triples to text corpora.

By participating in this challenge, we have learned valuable insights about the “knowledge”
of a language model, in particular, the BERT Large Cased Model. We found that it was relatively
easier to probe scientific knowledge from the LM than to retrieve facts about social events such
as the cause of the death of a famous person. A possible reason could be that the text corpora
used for training the LM contained noisier information about social events than about scientific
facts and rules.

6. Implementation

Our implementation is available in a github repository here: https://github.com/anyuanay/KBC-
LM-Drexel3. The implementation directory contains the following content:

2https://github.com/lm-kbc/dataset/blob/main/baseline.py
3https://github.com/anyuanay/KBC-LM-Drexel



• main.py: the main entry
• MyTools.py: prompts and other middle processes
• Processors.py: optimizing parameters such as top_k and thresholds
• MyHelpers.py: help functions on some logics
• baseline.py: Script provided by the organizers; called by our program
• file_io.py: Script provided by the organizers; called by our program
• README.txt

• data/

– test.jsonl

– predictions.jsonl

The README file in the directory contains instructions to run the system.

7. Conclusion

This challenge provides multiple types of relations for LM probing. We designed and tested
relation-specific prompts and answer processing steps. The test results showed our probing
significantly improved the baseline from 31% to 49% in terms of macro average F1-score. The
insights we learned from this challenge would lead us to select appropriate LMs for future
knowledge base constructions.
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