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Abstract
Due to the nature of literary texts as being composed of words rather than numbers, they are not an
obvious choice to serve as data for statistical analyses. However, with the help of computational tech-
niques, words can be converted to numerical data and certain parts of a text can be examined on a large
scale. Textual elements such as sentence length, word length and lexical diversity, which are associated
by scholars on the one hand with the writing style of an individual author and on the other with the
complexity of a text and the intended age of its readers, can thus be subjected to statistical evaluation.
In this paper, data from little under 700 English and Dutch books written for di昀昀erent ages is analysed
using a statistical linear mixed model. The results show that the textual elements studied are better
quali昀椀ed to detect the age of the intended reader of a text than the identity or age of the author.
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1. Introduction

Statistical tests are traditionally associated with exact science or sociology; for example to as-
certain the e昀昀ect of a treatment on the growth of a certain plant or to determine the e昀케cacy of
a school-based smoking prevention curriculum. Over the past few decades, the applicability of
statistics in making quantitative decisions has expanded through innovations in technological,
and speci昀椀cally computational, areas. While its subject matter contains a myriad of data that
can be used as input for computational analysis, literature is one of the 昀椀elds not traditionally
studied through mathematical calculations. However, the use of computational techniques
allows literary researchers to “change slippery words into more absolute numerical […] substi-
tutes” [30]. Possibly the most popular implementation of this method is found in the 昀椀eld of
stylometry, which occupies itself with the study of linguistic style. By applying statistical anal-
ysis to speci昀椀c features of a set of texts, stylometry is o昀琀en employed to attribute authorship,
either to anonymous or disputed documents. Due to the nature of this research, which o昀琀en
studies a handful of texts by as many authors to determine their stylistic proximity to an anony-
mous text, the analyses tend to be small-scaled [24] with a focus on authorship attribution of
general literature.

This paper 昀椀ts into the CAFYR (Constructing Age For Young Readers) research project and
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borrows from it the extensive corpus of 692 titles of children’s, young adult, and adult litera-
ture written by Dutch, English and Flemish authors. To avoid the traditional treatment of the
study of children’s literature as being isolated from literature for adults, the corpus is focused
on crosswriters; authors who write for children of di昀昀erent ages as well as an adult readership.
Both the focus on these authors and the number of texts exceed the scope of many previous
studies. For each title in the corpus, the average sentence length, average word length, mea-
sure for lexical diversity and ratio of dialogue versus narration is extracted and used as input
for a linear mixed model. Linguistic features have been used in stylometric analysis to study
several pieces of metadata. First and foremost, while the analysis of word frequencies, most
o昀琀en in the form of function words or n-grams, is generally considered to be more reliable in
the practice of authorship attribution [3, 14], previous research has proposed the use of sim-
ple token-based lexical features and vocabulary richness as markers to quantify an author’s
writing style [22, 10, 4]. Second, questions of chronology within the oeuvre of one author, cor-
responding to the changes in the writing style of an author as they age, have been answered by
so-called stylochronometry [18]. Finally, the same features are also o昀琀en used to determine the
readability of a text, a practice that is more common in children’s literature and is connected
to the age of the intended readership. In a stylometric analysis of the oeuvres of ten British,
Dutch and Flemish authors, Haverals et al. found that the style of texts o昀琀en correlate with
the age of the intended reader [15]. To judge if the textual features listed above, used both
for authorship attribution and text readability, are better at predicting the author, their age or
that of the reader, this paper reports on statistical analyses using linear mixed models while
also investigating a possible di昀昀erence in language. The question this paper tries to answer, in
other words, is whether sentence length, word length, lexical diversity and the ratio between
dialogue and narration are better suited to determine issues of authorship or of readability.

2. Previous research

Previous research using statistical techniques to analyse children’s literature is scarce but not
absent. Roger Clark identi昀椀ed a striking level of interest of feminist social science in a quantita-
tive approach to children’s literature [5]. His literature review contains a list with over thirty
articles featuring research into sexism, sex-roles, gender and other feminist social topics by
‘counting’, as Clark puts it somewhat simplistically [16, 9]. While not all of these studies in-
clude statistical tests in their methodology, a number of them do and the 昀椀eld of social sciences
seems to be in a leading position when it comes to statistical analyses of children’s literature
[8]. In general literature, quantitative analyses of textual features have mainly been employed
to study authorial style. In the 昀椀eld of computational stylometry, authorship attribution has
been a hot topic for several decades, with di昀昀erent researchers defending the validity of cer-
tain textual features, while discarding others, in the search of a text’s true author. Because
anonymous or pseudonymous authors are rarely found in children’s literature, it has yet to be
considered as fruitful data for quantitative studies of textual features. However, these analyses
can reveal much more about a text than merely the author’s subconscious writing style. Haver-
als et al. used a stylometric analysis on the oeuvres of ten authors who write English or Dutch
books intended for di昀昀erent readerships, ranging from ’middle child’ (children aged 6 to 8) to
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’adult’ (people aged 18 and up). They looked not only for clustering according to the individ-
ual author, but included the age of the author and the age of the intended reader as features
to their analyses. From several case-based analyses as well as from the corpus-wide analysis
they performed on English titles, they concluded that stylometric analysis can be fruitful when
investigating issues of, what I will call, readership attribution; the task of identifying the age
of the intended readership of a text [15].

Most o昀琀en, stylometric analyses are based on frequencies of function words, as is the case for
Haverals et al.’s study. However, in children’s literature, textual features including sentence
length, word length and lexical diversity are more commonly used to determine the writing
style or complexity of a text. These features are o昀琀en consciously manipulated by the author
or editor of a book in connection with literacy and education. Guidelines for the readability of
a text, or readability formulas such as ARI, Gunning fog and Dale-Chall in large part rely on
these values to categorise texts according to an appropriate reading age. Scholarly interest in
this topic has produced mainly small-scale studies which do not rely on statistical analyses [28,
11, 25]. A notable exception is Celia Catlett Anderson’s dissertation on style in children’s liter-
ature. She performs a statistical analysis of several textual features from both books written for
children and for adults, including sentence and word length, lexical repetition and the amount
of dialogue, corresponding to the features studied in this paper. This paper aims to expand
on previous research by using a larger dataset of textual features from 692 texts. Furthermore,
whereas most studies into writing style have focused on a single language, the analyses below
look for any signi昀椀cant di昀昀erences between Dutch and English texts, based on sentence length,
word length, lexical diversity and the ratio between dialogue and narration.

The main idea underlying studies into authorship attribution in the 昀椀eld of stylometry is
that “authors have an unconscious aspect to their writing style” [17], certain features that
they include in their writing without being able to actively manipulate them. Even before the
emergence of computational methods to aid in the quantitative study of texts, the analysis of
simple token-based lexical features, including sentence length andword length, was being used
to attribute authorship [27, 33]. Although the length of lexical units is generally not deemed
to be a reliable indicator to determine a text’s authorship, there have been studies that nuance
this view [26]. Furthermore, the distribution of word length was one of the elements used by
Patrick Juola in 2013, when he brought the study of authorship attribution to the attention of
people outside of literature and linguist departments [21]. When it comes to the study of text
complexity in children’s literature and, closely connected to it, the age of the intended reader
of a text, sentence length is a more commonly used measure. According to Colleen Lennon
and Hal Burdick, “the best predictor of the di昀케culty of a sentence is its length” [23]. In a study
of children’s book publishers, Celia Catlett Anderson relates the average length of sentences
in a book to the age of its readership. Through interviews with several publishers, she found
one of the most common requests to children’s books’ authors is to shorten sentences to make
the text simpler and more accessible to young readers [1]. Guidelines like these determine the
reading level of books. However, as each child develops reading skills at its own pace, this does
not translate directly to the age of the reader but there is a close connection between both. This
suggests that the average sentence length of a text is o昀琀en, contrary to the assumption of early
studies in authorship attribution, under conscious control of the author.

Lexical diversity, as a measurement of the number of di昀昀erent words in a text, is most simply
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represented by the ratio of the number of unique words (types) to the total number of words
(tokens) [20]. Several more complex formulae exist to measure lexical diversity, which in ad-
dition consider the number of words that occur a speci昀椀c number of times, their frequencies
and arbitrary constants [14]. Parallel to the lexical features of sentence and word length, the
vocabulary richness of a text has been disputed as well as con昀椀rmed as a reliable indicator in
the search of a text’s author [4, 13]. In addition to the standard authorship attribution prob-
lem, Holmes identi昀椀ed a second use for stylometric research: chronological problems, or the
hypothesis that stylistic features develop during an author’s life [17]. It was this that Tallen-
tire addressed in a study based on the ratio between hapaxes and tokens to measure lexical
diversity, where he concluded that lexical diversity decreases with age of the author [31]. Vic-
toria Johansson con昀椀rms this correlation in her study conducted on the writing and speech of
children aged 10, 13, 17 and adults. However, from a developmental point of view, she found
that lexical diversity increases with age, attesting to vocabulary development in children [19].
Lexical diversity is not only linked to the creation of a text but also its consumption and the
pedagogical role of children’s literature. InWanner et al.’s ‘Age Suitability Analysis’, several as-
pects that play a part in determining the appropriate reading age of a book are listed [32]. One
of them is linguistic complexity; the “di昀케culty of the writing style” which is measured using
a variation on type/token ratio. Texts intended for younger readers contain more repetitions
and thus will present a more limited vocabulary [2].

The ratio between dialogue and narration is not traditionally connected to studies of author-
ship or text complexity, but according to Rita Ghesquière, this measure is in昀氀uenced by the age
of the intended reader, as she has found that books for younger readers usually contain more
dialogue when compared to books aimed at adults [12].

3. Collecting data

The analyses in this paper are conducted on 692 works of prose 昀椀ction published by Dutch,
British and Flemish authors between 1970 and 2020. To investigate the relation of metadata
concerning author and reader to textual features, the following information is stored for each
book: language, year of publication, the age of the author at the time of publication and the age
of the intended reader. Due to a movement in the United Kingdom which opposes children’s
literature publishers’ strategy of ’banding’ their books by adding explicit age guidelines to the
cover, the latter was found on the physical books for only a small percentage of the texts, which
were almost exclusively Dutch books. For the remaining texts, the age of the intended reader
was retrieved from other sources, if available, in order of precedence: publisher’s catalogues,
author’s websites, the Dutch database for children’s books (CBK) or websites of booksellers.

A昀琀er collecting metadata on the extensive corpus, several features were extracted from the
individual texts, which were 昀椀rst stripped of paratext and chapter headings: sentence length,
word length, lexical diversity, and the ratio between direct and indirect speech. For the 昀椀rst
two, tokenizers from the Natural Language Toolkit were used. To calculate lexical diversity,
the Moving Average Type-Token Ratio (MATTR) was used [7]. By computing the average of
the type/token ratio of a moving window with 昀椀xed length, this method resolves the fallacy
of many other formulae which do not consider the length of the text being analysed. The text
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was 昀椀rst lemmatized using spaCy, which is sensitive to di昀昀erent parts of speech. Covington
recommends a small window size when analysing patterns of repetition, or a large window
when trying to determine the size of the writer’s vocabulary [6]. In the analyses for this article,
the window size is set to 1000 words, a value close to the word count of the shortest book
in the corpus, Sinclair Wonder Bear by Malorie Blackman (1036 words). The ratio between
direct and indirect speech was added to the present study as a control feature as it has not
been considered in authorship attribution studies, and thus no correlation with the author
is assumed. The distinction between narration and dialogue in the texts in the corpus was
made by means of quotation marks. Unfortunately, a large part of the texts was digitized from
scans and small punctuation marks are subject to errors due to the OCR (Optical Character
Recognition) process. To minimize this error as much as possible, manually annotated material
was used as input where available. About one third of the corpus is annotated to study aspects
of characterisation in the broader research project. These annotations include the identi昀椀cation
of characters’ speech versus narration and can thus be used to extract the number of words in
either category.

4. Method: why mixed models

Basic statistical models, such as linear regression, are suitable to analyse simplistic and clean
data, which is a rarity in life sciences. Much more o昀琀en, data is non-independent, which
arises from repeated measures or a hierarchical structure; a study can rely on multiple mea-
surements of the same subjects at di昀昀erent times or data points can be grouped. Ignoring
non-independence by using standard linear regression in these cases means that not all the
variation in the data will be captured. Linear mixed models (LMM) provide an answer to this
problem by considering random e昀昀ects as well as the 昀椀xed e昀昀ects recognised by linear statisti-
cal models and compiling all individual results into one model. LMM distinguish within-group
variability from between-group variability, capturing the total variability of the dataset, and
are thus well-suited for analysing the corpus of this paper. With a total of 692 titles written by
27 authors in two languages, the textual features that are extracted from the texts must be con-
sidered in a hierarchical structure. While linear regression could be used to answer questions
such as: ‘Do authors construct longer sentences according to their own ageing process?’, this
would only hold for the analysis of one single author. Chucking the data from all 27 authors
together while not accounting for between group variability means that we ignore an author’s
individual style and linguistic features inherent to di昀昀erent languages.

In addition to the advantages of LMM when working with non-independent data, the model
is noted for its robustness when dealing with missing values. Despite the number of available
sources reporting on the age of the intended reader as detailed above, this information proved
to be unobtainable for several books in the corpus. The sixty titles in question, of which only
three written by Dutch or Flemish authors, are all assumed to be targeted towards children or
adolescents due their imprint exclusively publishing children’s literature. However, the setup
of this study is not to look at the dichotomy of literature for adults versus literature for children,
but rather investigate a further categorisation of 昀椀ction for young readers into narrower age
ranges. For this reason, no value is recorded for these sixty books. Common practice dictates
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that if linear regression was to be used to analyse the dataset, titles for which the age of the
intended reader is unknown would either be removed from the model or their missing value
would be estimated based on other entries [29]. However, when working with LMM, these
titles are not skipped nor is the age of their intended readers estimated.1

5. Results

5.1. Sentence length

In a basic analysis comparing the sentence length of Dutch and English text, a t-test shows
language to have a signi昀椀cant e昀昀ect (p < 0.0001). Overall, the average sentence in the English
part of the corpus counts 9.051 words, while the mean in Dutch is 8.072 words per sentence. In
a LMM 昀椀tted with author as a random e昀昀ect and average sentence length as outcome, the 昀椀xed
e昀昀ects of language and the age of the reader, as well as the interaction of both features, are
highly signi昀椀cant (p < 0.0001). The age of the author proves to be insigni昀椀cant (p = 0.056) and
is thus excluded from the model. In the resulting model, the intra-cluster correlation is 0.463
(between author � = 1.192; within author � = 1.283). When splitting the model by language,
the age of the author has a signi昀椀cant e昀昀ect on the average sentence length of the Dutch part
of the corpus (p = 0.002).

5.2. Word length

When performing a naive t-test on the average word length, there is a signi昀椀cant di昀昀erence
between Dutch and English texts (p < 0.0001). Overall, English words are 4.018 characters long
while Dutch words are longer, 4.306 characters. However, the LMM with author as random
e昀昀ect and average word length as outcome does not show a signi昀椀cance for the main e昀昀ect
of language (p = 0.600). The age of the author has a signi昀椀cant e昀昀ect on the average word
length (p < 0.0001), regardless of language. In terms of average word length, the intra-cluster
correlation is 0.35 (between author � = 0.093; within author � = 0.127). On the other hand, the
age of the intended reader and its interaction with language are highly signi昀椀cant (p < 0.0001).
When splitting the model by language, the e昀昀ect of the age of the author on the average word
length becomes less signi昀椀cant (p = 0.021) for Dutch texts while the age of the intended reader
becomes slightly less signi昀椀cant (p = 0.007) for English texts.

5.3. Lexical diversity

A Welch Two Sample t-test indicates that language has a signi昀椀cant e昀昀ect on the lexical diver-
sity of texts (p < 0.0001) with an average of 0.288 for English and 0.304 for Dutch texts. In a
LMM, the age of the author has no signi昀椀cant e昀昀ect on lexical diversity (p = 0.061) and is ex-
cluded from the model. Once again, the resulting model shows a highly signi昀椀cant e昀昀ect of the
age of the intended reader (p < 0.0001) and a signi昀椀cant interaction between this feature and

1The analyses in this paper were conducted using the lme4 package for R. Code and data repository found at:
https://zenodo.org/record/7260676.
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language (p = 0.011). Language by itself is not a signi昀椀cant e昀昀ect (p = 0.964). The intra-cluster
correlation is 0.500 (between author � = 0.024; within author � = 0.023).

5.4. Ratio dialogue vs. narration

Once again, a simple t-test suggests a signi昀椀cant e昀昀ect of language on the ratio between dia-
logue and narration. With an average of 0.379, English texts have a higher average value than
Dutch texts (0.310). However, none of the 昀椀xed e昀昀ects of language (p = 0.190), age of the in-
tended reader (p = 0.316) and age of the author (p = 0.250) have a signi昀椀cant e昀昀ect on the ratio
between dialogue and narration in a LMM. The correlation between titles of the same author
considering this feature is low (0.152).

6. Discussion

A statistical analysis of sentence and word length con昀椀rms the hypothesis that the age of the
reader has a larger in昀氀uence on writing style than the individual author or their own age. The
correlation between titles of the same author is moderate when considering average sentence
length and the age of the author proves to only have a signi昀椀cant e昀昀ect on the Dutch part of
the corpus. Similarly for average word length, the correlation between titles of the same author
is low. This supports Jack Grieve’s conclusion of his evaluation of authorship attribution tech-
niques; namely that ”the value of a single measurement of average word- or sentence-length,
[...] appear[s] to be of little use to investigators of authorship” [14]. In contrast to the 昀椀nd-
ings discussed above, the e昀昀ect of the age of the author on average word length is smaller for
Dutch when compared to the English texts. A more signi昀椀cant e昀昀ect on the average sentence
and word length is the age of the intended reader, both isolated and in the interaction with
language. This means that the e昀昀ect of one feature depends on the other. Overall, the LMM
estimates that words and sentences lengthen as its readership ages, con昀椀rming the hypothesis
that these features are closely connected to text complexity and by association to the age of the
intended reader. For Dutch texts, 0.02 letters are added to words and sentences become 0.41
words longer when the readership ages with one year. In English, words lengthen with 0.006
letters and only 0.19 words are added to sentences in the same time frame. The e昀昀ect of the
age of the intended readership is thus smaller for the English part of the corpus than for the
Dutch.

According to the statistical analyses conducted in this paper, there is a moderate correla-
tion between titles of the same author when considering lexical diversity. Previous research
indicates that lexical diversity is correlated with both the age of the author, where complexity
decreases with age, and the age of the intended reader, where complexity increases with age.
However, in the 昀椀rst case, statistically there seems to be no signi昀椀cant e昀昀ect between lexical
diversity and the age of the author. The hypothesis does prove true, however, for the second
case; there is a signi昀椀cant e昀昀ect of the age of the intended reader as well as of language and
the interaction between both features on the lexical diversity of texts in the corpus. When the
LMM is split according to language, the model estimates that per year the intended reader of
Dutch texts ages, the lexical diversity increases with 0.005941 units. This e昀昀ect is smaller in the
English texts included in the corpus, where the lexical diversity increases with only 0.004358
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units. While the di昀昀erence between these measurements seems small (0.001583), it is statisti-
cally signi昀椀cant for an average lexical diversity of 0.3037 for Dutch and 0.2883 for English texts.
Thus, lexical diversity of Dutch texts is in昀氀uenced by the age of the intended reader to a higher
degree than English texts.

Statistically there is no signi昀椀cant e昀昀ect of language, age of the intended reader or age of
the author on the ratio between dialogue and narration. Furthermore, there is only a low
correlation between measurements of titles of the same author.

7. Conclusion

While the textual features of average sentence length, average word length and lexical diversity
are used both in authorship attribution and readability formulas, suggesting that writing style
and text complexity are closely connected, a statistical analysis conducted on 692 Dutch and
English texts written for children, young adults, and adults suggests that these elements are
more related to categories based on the age of the intended reader. None of the features result
in a strong correlation between titles of the same author. This supports the fact that the aver-
age sentence and word length have o昀琀en been disputed as reliable for authorship attribution
because they can be consciously manipulated by the author to produce a text with a desired
level of readability in connection with the age of the intended reader of said text. However,
lexical diversity, which is presented by some scholars as an element related to chronological
issues, such as the age of the author, also turns out to be linked more closely to the categories
determined by the age of the intended reader. The ratio between dialogue and narration, which
was included in the analyses as a control feature, shows no correlation with any of the cate-
gories studied in this paper. In naive analyses using linear regression models, language has a
statistically signi昀椀cant e昀昀ect on all the textual features included in this study. However, the
LMM which takes into account the author as a random e昀昀ect refutes this conclusion; only the
average sentence length is signi昀椀cantly in昀氀uenced by the di昀昀erence between Dutch and En-
glish texts. Haverals et al. took an important 昀椀rst step in gaining a deeper understanding of
the interaction between the writing style and intended reader of a text. This paper built on that
by showing that, next to function words, average sentence length, word length and lexical di-
versity are dependable features for readership attribution. Furthermore, it presented a method
that is reliable for further singling out the set of features relevant to determine the age of the
intended reader of a text.
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