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Abstract
This paper presents a summary of the work by our team Next Gen NLP, submitted at ILSUM 2022- a
shared task in collocation with FIRE 2022, focused on the Indian language summarization of news articles.
The shared task was to carry out either extractive or abstractive summarization of news articles written
in Indian English, Hindi, and Gujarati. We achieved rank 2 in English, rank 4 in Hindi, and rank 3 in
Gujarati in the validation phase of the competition. Whereas for the test phase of the competition, we
achieved rank 3 in English and rank 4 in both Hindi and Gujarati. We experimented with pre-trained
models in our work and fine-tuned those models with the ILSUM 2022 datasets. In our case, the fine-tuned
SoTA PEGASUS model worked the best for English, the fine-tuned IndicBART model with augmented
data for Hindi, and again fine-tuned PEGASUS model along with a translation mapping-based approach
for Gujarati. Our scores on the obtained inferences were evaluated using ROUGE-1, ROUGE-2, and
ROUGE-4 as the evaluation metrics.
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1. Introduction

Text summarization is a trending research domain that has gained popularity with a plethora
of emerging use cases seeking its application [1, 2]. The last few decades have witnessed
tremendous growth in NLP research, especially text summarization. Text summarization has
applications in a wide range of domains, including medicine, politics, news, etc. With the
massive influx of news data in the form of newspaper articles, digital media, social media
platforms, and so on, a need exists to automate the news summarization process so that useful
insights could be achieved much faster than human workers were employed for the same task.
Effective summarization approaches investigated recently have hastened the process and made
their mark in the NLP research community by achieving state-of-the-art (SoTA) accuracies.
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Three distinct types of text summarization techniques exist: extractive, abstractive, and
hybrid. In extractive text summarization, key sentences and phrases are picked from the original
document and are integrated to generate a final summary [3]. This summarization technique
is easier to perform, but it may overlook the text’s overall context or omit some essential
information. This type of summary text is helpful for taking notes. Abstractive summarization
analyses the full text and generates a summary based on the fundamental concepts of the
text [4]. This summary is made using an entirely different wording style than the original
text. Unlike the extractive summarization methodology, sentences from the original text aren’t
picked up directly. Abstractive summarization provides an intelligently curated summarization
using unique phrases which are not native to the input text. However, with deep learning
methodologies, preparing abstractive summaries could be difficult and take a long time with
human judgment. The hybrid-based text summarization approach utilizes both extractive and
abstractive text summarization methods to generate the final summary [5, 6].

With the emergence of NLP research worldwide, research on text summarization has been
conducted in high-resource languages such as English and texts written in Indian subcontinent-
based languages. Hindi and Gujarati are two of the most spoken Indian languages. Hindi is the
most spoken language in India and is considered the official language in 9 states and 3 union
territories and an additional official language in 3 other states across the country. Hindi is also
one of the 22 scheduled languages of the Republic of India. Hindi is spoken by approximately
615 million people worldwide and was recorded as the third most spoken language in the world
as of 2019. Gujarati is an Indo-Aryan language spoken predominantly by the Gujarati people in
the Indian state of Gujarat. It is the sixth most spoken language in India and is spoken by around
55 million people worldwide. Hindi and Gujarati are spoken by a considerable percentage of
the population across the world. Yet, there has been a backfoot witnessed in NLP research in
these languages compared to high-resource languages spoken worldwide.

Text summarization research stretches back to 1958 when the first paper on the subject was
published [7]. Since then, various methodologies have been presented for both abstractive
and extractive text summarization in English. These include statistical-based, clustering-based,
graph-based, semantic-based, machine learning, and deep learning-based approaches. Deep
learning-based approaches, which focus on training neural nets, include work done by Mohsen
et al. [8], Xu [9], Alami et al. [10], and Anand and Wagh [11]. In addition, encoder-decoder
models have been proposed, with attention mechanisms incorporated in several proposed
methodologies.

In comparison to English, lesser research has been done on text summarization research
in Hindi and Gujarati. There is a significant shortage in dataset resources, preprocessing
methodologies, and other research for many Indian languages, especially Gujarati, compared to
English. This motivated us to develop system pipelines that could perform efficient extractive
summarization for articles written in Hindi and Gujarati and achieve decent accuracy for the
generated summaries. Many organizations are leveraging their services to Indian language
speakers, and we aim to solve a small part of this challenge by performing summarization
research in two of the widely spoken languages in India.

For this shared task [12], we implement pre-trained models [13] and tweak the conventional
pipelines along with fine-tuning with new data to obtain better results than previously imple-
mented systems. For English, we implement the PEGASUS [14], BRIO [15], and T5 [16] models



and also leverage the SentenceBERT model for extractive summarization purposes [17, 18]. For
Hindi, we implemented fine-tuning of IndicBART [19] with a right-shift operation (augmenting
the original dataset by shifting the last sentence of the article to the top), XL-Sum [20], and
mBART [21] models. For Gujarati, we implemented extractive summarization by translating
each sentence in the Gujarati article to English, and by creating a corresponding mapping
between the Gujarati and translated English sentences, and applying fine-tuned PEGASUS
model for English to the resultant English article to generate the English summary. The gen-
erated extractive summary in English is then translated back to Gujarati by a back-mapping
mechanism to get the final Gujarati summary. We also fine-tuned XL-Sum and mBART models
for Gujarati article summarization.

2. Related Work

Text summarization research dates back to 1958 when the first article on the topic [7] was
published. Since then, numerous rule-based and deep learning-based techniques have been
presented. Rule-based approaches include work done by Baxendale [22], which selects sentences
for a summary based on word position and heading of the article, and that by Oliviera in 2016
[23], which used scoring criteria such as lexical similarity, sentence centrality, text rank, and so
on for text summarization.

Research on deep-learning approaches for text summarization picked up the pace when
encoder-decoder [24] and attention-based architectures [25] were proposed. Yu [26] suggested
methods for creating one-sentence summaries of news stories that use recurrent neural network
models like LSTM [27] and GRU [28], as well as with/without attention. In recent years, fine-
tuning pre-trained models using domain-specific datasets has been the dominant paradigm
in text summarization research. Pre-trained models which implement the BART [29], T5 [16],
etc. architectures have been proposed, which are available in the Hugging Face library. Recent
research includes the implementation of an importance-based ordering approach implemented
by Zhao et al., a cascade approach to abstractive summarization with content selection and
fusion proposed by Lebanoff et al [30]., and usage of prompt-based models such as GPT-3
[31], PaLM [32], T0 [33], etc. Many times, articles considered for summarization can be multi-
document in nature. Wang et al. [34] suggested a task-specific architecture for multi-document
summarization by combining numerous texts into a single graph. Zhong et al. [35] implemented
a semantic-based framework for the same.

In the case of Hindi and Gujarati, there has been relatively little research on text summariza-
tion. K. Vimal Kumar et al. [36] suggested a graph-based method for summarising text in Hindi.
Gulati et al. [37] developed a unique fuzzy inference method for summarising multi-source
Hindi literature. Gupta et al. [38] suggested a rule-based method for Hindi that included dead
phrase and deadwood reduction strategies. Jain et al. [39] presented a real coded genetic
algorithm for Hindi text summarization. For Gujarati, Shah and Patel suggested Gujarati Text
Summarizer, which uses Textblob1 and Gensim2 to construct summaries from Gujarati text.
Patel examines the preprocessing phase for text summarization of Gujarati texts, emphasizing

1https://textblob.readthedocs.io/en/dev/
2https://radimrehurek.com/gensim/



Table 1
Details of provided dataset for ILSUM Shared Task 2022

English Hindi Gujarati
Train 12565 7958 8731
Validation 898 569 606
Test 4487 2842 3020

related issues and appropriate solutions [40].

3. Dataset Description

The datasets used in our research were provided to us by the ILSUM Shared Task organizers.
Datasets were organized in a CSV format, with multiple columns describing each record in the
file. These datasets were built using articles and headline pairs from several leading newspapers
across India. The columns in the CSV files were- "id": denoting the ID for the article for
unique identification, "Link": hyperlink from where the article has been extracted, "Heading":
heading/title of the article, "Article": the actual content of the article, and "Summary": gold
extractive summary of the article. Each article consisted, on average, of about 9 to 10 sentences,
and the extractive summaries, on average, were a single sentence long. For the validation
and test CSV files, there were only two columns: "id" and "Article", where it was expected to
find the summary of the text present in the "Article" column. The dataset content was raw,
with unnecessary punctuations and delimiters hindering the proposed pipeline, hence causing
a need for efficient data cleaning.

Table 1 proposes the contents of the training, validation and test datasets in terms of number
of records present in each set.

4. Data Preparation

The dataset provided by the organizers was pretty raw, with redundant punctuations and
delimiters in the content. Hence, it was necessary to remove those so that the clean data
obtained could be further tokenized and passed to the model. In addition, we remove stopwords
present in the text [41] to avoid model redundancy towards not-so-useful data and convert the
text to lowercase to generalize the model perception towards the text. Out of the five columns
present in the CSV file, the "id", "Link" and "Heading" columns were seemingly redundant to be
taken into consideration, so we filtered out those columns for the model to get trained only on
the articles and their corresponding extractive summaries.

We use the SentencePiece3 tokenizer for tokenizing the English, Hindi, and Gujarati article
texts. SentencePiece is an unsupervised text tokenizer and detokenizer intended specifically
for Neural Network-based text generation systems with a preset vocabulary size before neural
model training. It extends direct training from raw sentences to incorporate subword units

3https://github.com/google/sentencepiece



(e.g., byte-pair-encoding (BPE) [42]) and unigram language model. This tokenizer can be
defined implicitly using Hugging Face API4 for model fine-tuning so that both tokenization and
detokenization processes can be carried out without explicit code. First, a vocabulary of all the
common words in all articles is created and further utilized to quantify the text to a vectorized
format. Additionally, we apply padding to the maximum sequence length in the batch so that
sequences of uniform length only would be passed ahead to the model [43].

For the translation+mapping-based approach that we implement as one of the approaches
for Gujarati, we first split the sentences using the full stop as a delimiter. Then, each sentence is
translated to English using the Google Translate API5, and then the mapping is created between
the original Gujarati sentence and the translated English sentence obtained. Finally, these
English sentences from each paragraph are concatenated to get the final translated summaries
in English.

5. Systems implemented

5.1. For English

5.1.1. Fine-tuning PEGASUS

PEGASUS stands for "Pre-training with Extracted Gap sentences for Abstractive Summarization",
the paper for which was presented at the 2020 International Conference on Machine Learning
by Zhang et al.[44]. By masking entire sentences from the text and then appending the gap
sentences, the PEGASUS model yields a pseudo-summary of the input text. The PEGASUS
model picks sentences that are essential to the model and removes or masks them from the
input document. The model is then assigned with recovering those vital phrases, which it
accomplishes by constructing the output sequence, including the critical documents entirely
from the document’s non-essential parts. The advantage of this technique is its self-supervision;
the model may generate as many instances as there are documents without the need for human
annotation, which is sometimes a bottleneck in fully supervised systems.

We fine-tuned the "pegasus-large" model6 available on Hugging Face with the training
dataset for English. This model is pre-trained on 350 million web pages and 1.5 billion news
articles, making its accuracy state-of-the-art in text summarization research. The Hugging Face
transformer library was used for fine-tuning purposes, which made the implementation easier.
Since the training data was large enough, we decided to fine-tune the model for 1 epoch on the
training data, along with a weight decay of 0.01, which took about 3.5 hours for the same. The
inferences yielded a significant increase in ROUGE scores as observed to those obtained with
the only pre-trained version of the model.

To further increase the ROUGE scores, we tried experimenting with the max-tokens parameter
of the model during inference generation, which is the maximum length the generated inference
can have. The organizers had specified the standard value of the same to 75. We experimented
with a range of max-tokens values around that range, and we got max-tokens=65 to be the ideal

4https://huggingface.co/
5https://cloud.google.com/translate/
6https://huggingface.co/google/pegasus-large



value for the highest ROUGE scores.
We also experimented with augmenting the dataset by adding noise to each record of the

dataset so that the model could predict the result better despite the noisy text present. The
ROUGE score increase for the same needed to be increased, compared to the highest score we
received.

5.1.2. Fine-tuning BRIO

BRIO stands for "Bringing Order to Abstractive Summarization", the paper presented in 2022 by
Liu et al.[15]. Maximum Likelihood Estimation (MLE) [45] is often used to train summarization
models. MLE presupposes that an ideal model would allocate full probability mass to the
reference summary, which may result in poor performance when a model must compare
numerous candidates that vary from the reference. Instead of relying on MLE training, BRIO
has a contrastive learning component, enabling abstractive models to more precisely assess the
likelihood of system-generated summaries.

We fine-tune the "Yale-LILY/brio-cnndm-uncased" version7 of the BRIO model available on
Hugging Face on the English dataset. Since BRIO is an extension to the BART model, we apply
BART-based tokenization to the input text, which uses SentencePiece internally. We fine-tuned
the English dataset on the model for 1 epoch with a weight decay of 0.01 and even experimented
further with adding noisy text to each training record. The model’s performance, however, was
not as good as the fine-tuned PEGASUS model mentioned earlier.

5.1.3. Leveraging SentenceBERT for extractive summarization

The approach was a tweaked implementation derived from the paper "Fine-tune BERT for
Extractive Summarization" presented by Liu in 2019 [46]. Here, extractive summarization is
approached as a classification problem by predicting a score between 0 and 1 for each phrase in
a text, i.e., by determining whether or not it belongs to the summary. The algorithm then creates
a summary based on these scores by picking the phrases with the highest scores determined by
certain relevant parameters.

We extract sentences using the SpaCy8 library for each article in the training dataset. For
every sentence in each training example, we assign a label of 1 if it belongs to the final extractive
summary, else 0. The original dataset was unbalanced, as most of the sentences are unlikely
to be in the summary. We augmented our dataset with new examples that balanced positive
and negative examples. This annotated data, along with the labels, constitutes the input to our
BERT model.

We fine-tuned the "sentence-transformers/all-mpnet-base-v2" model9, since it proved to be
the fastest among all models available in the sentence-transformers library. We set the batch
size for training to 4, and the maximum sequence length of the generated summary to 512. The
learning rate for training was set to 0.00001. We fine-tuned the SentenceBERT model for 3
epochs, which took approximately 4.5 hours. The original pre-trained BERT model is modified

7https://huggingface.co/Yale-LILY/brio-cnndm-uncased
8https://spacy.io/
9https://huggingface.co/sentence-transformers/all-mpnet-base-v2



by drop out and a dense layer on top of the BERT model to get the final output label. Finally,
we get the inferences from the model by taking two sentences with the highest scores obtained
from the BERT model, which gave an average summary length of around 70. We add only those
sentences in the summary whose length is more than 25 characters.

5.1.4. Fine-tuning T5

The Text-to-Text-Transfer-Transformer (T5) paradigm suggests recasting all NLP tasks as a
single text-to-text format with text strings as input and output. The original text of the input
and output pairs during T5 pre-training is modified by introducing noise.

We fine-tuned the ‘mrm8488/t5-base-finetuned-summarize-news’ version10 of the T5 model,
which is pre-trained on 4515 English news articles. We fine-tuned this model on our dataset. We
applied T5 tokenization to our dataset and fine-tuned the model for 20 epochs. The maximum
length of the summary during the inference phase was set to 75.

5.2. For Hindi

5.2.1. Fine-tuning IndicBART

We used IndicBART[19], a multilingual, sequence-to-sequence pre-trained model. The model
focuses on Indic languages majorly, and English as well. IndicBART is based on the mBART
architecture and provides support for 11 Indian languages, and can be used to build various
natural language generation applications for tasks like machine translation and summarization.

We fine-tuned the ‘ai4bharat/IndicBART’ version11 of IndicBART available on Hugging Face
on the training dataset for Hindi. The data used for training the model was augmented by
adding noise to each record of the dataset. The model gave better results better after training
on such a dataset. The model was fine-tuned for 2 epochs. We also experimented with the
maximum length parameter while generating the inferences. Inferences obtained with ‘max
length’ set to 60 gave the best ROUGE scores.

5.2.2. Fine-tuning XL-Sum

The paper titled ‘XL-Sum: Large-Scale Multilingual Abstractive Summarization for 44 Languages’
[20] presents a multilingual dataset as well as an mT5 checkpoint fine-tuned on the dataset and
proposes fine-tuned mT5 [47] with XL-Sum and experimented on multilingual and low resource
summarization tasks. The model was fine-tuned on the 45 languages of the XL-Sum dataset.

We used the ‘csebuetnlp/mT5_multilingual_XLSum’ checkpoint12 available on Hugging Face
for our summarization task. To get the best results, we fine-tuned this checkpoint on the given
Hindi training dataset for 2 epochs. This method gave ROUGE scores comparable to the Indic
BART scores.

10https://huggingface.co/mrm8488/t5-base-finetuned-summarize-news
11https://huggingface.co/ai4bharat/IndicBART
12https://huggingface.co/csebuetnlp/mT5𝑚𝑢𝑙𝑡𝑖𝑙𝑖𝑛𝑔𝑢𝑎𝑙𝑋𝐿𝑆𝑢𝑚



5.2.3. Fine-tuning mBART

Pre-trained on multilingual corpora containing 25 languages, mBART (Multilingual De-
noising Pre-training for Neural Machine Translation)[21] can be used for a wide range of
tasks, including machine translation and summarization. We used the "facebook/mbart-
large-cc25"13, "GiordanoB/mbart-large-50-finetuned-summarization-V2"14 and "ARTeLab/mbart-
summarization-mlsum"15 pre-trained models on the dataset.

The results obtained differed minutely. However, the "facebook/mbart-large-cc25" model
gave us the best ROUGE scores; hence, we fine-tuned the model on the dataset for 1 epoch.

5.3. For Gujarati

5.3.1. Translation+Mapping+PEGASUS

We implemented the PEGASUS model for Gujarati by fine-tuning the "pegasus-large" model
available on Hugging Face. As this model wasn’t initially trained for the Gujarati language, we
implemented translation and mapping steps to use this model for generating inferences on our
Gujarati dataset.

First, we translated the Gujarati validation dataset to English and simultaneously stored the
mapping between the English-translated sentence and the Gujarati sentence for each article in a
dictionary. For translation, we used the GoogleTranslator module provided by deep-translator16

library. Then, we generated the inferences on the English-translated validation dataset using
the PEGASUS model fine-tuned for English, the max-tokens parameter for which was set to
75 initially. Finally, the generated inferences were back-mapped to give the original Gujarati
sentences. As the dataset provided was extractive, we performed the mapping and back-mapping
steps mainly to keep the summaries extractive in nature. It should be noted that the translation
process was only used once, and the original Gujarati text was retrieved using the mapping
developed during the Gujarati to English translation process.

To further increase the ROUGE scores, we experimented with the max-tokens parameter of
the model. We observed that the English-translated sentences were longer than the original
Gujarati sentences. Therefore, we tested by increasing the max-tokens parameter, and we
inferred that max-tokens set to 85 provided the highest ROUGE scores.

5.3.2. Fine-tuning mBART

For this approach, we used the "facebook/mbart-large-cc25"17 model. After applying the mBART
tokenizer on the given Gujarati dataset, we fine-tuned the model for one epoch. This methodol-
ogy gave us competent ROUGE scores. However, we improved our results by augmenting the
dataset by adding noise to each record of the dataset to create a new record so that the model
could predict better.

13https://huggingface.co/facebook/mbart-large-cc25
14https://huggingface.co/GiordanoB/mbart-large-50-finetuned-summarization-V2
15https://huggingface.co/ARTeLab/mbart-summarization-mlsum
16https://github.com/nidhaloff/deep-translator
17https://huggingface.co/facebook/mbart-large-cc25



Table 2
Results obtained in validation phase (English)

Approach Implemented ROUGE-1 ROUGE-2 ROUGE-4
Fine-tuned PEGASUS 0.5618 0.4509 0.4218
Fine-tuned BRIO 0.4878 0.3723 0.3383
SentenceBERT leveraged for summarization 0.4639 0.3421 0.3156
Fine-tuned T5 0.4851 0.3588 0.3226

Table 3
Results obtained in validation phase (Hindi)

Approach Implemented ROUGE-1 ROUGE-2 ROUGE-4
Fine-tuned IndicBART 0.5536 0.4572 0.4162
Fine-tuned XL-Sum 0.5281 0.4098 0.337
Fine-tuned mBART 0.5269 0.4271 0.3806

Table 4
Results obtained in validation phase (Gujarati)

Approach Implemented ROUGE-1 ROUGE-2 ROUGE-4
Translation+Mapping+PEGASUS 0.2028 0.1155 0.0835
Fine-tuned mBART 0.1924 0.1095 0.0723
Fine-tuned XL-Sum 0.1718 0.0718 0.0361

Table 5
Test phase results for submitted models

Language Model submitted for test phase ROUGE-1 ROUGE-2 ROUGE-4
English Fine-tuned PEGASUS 0.5568 0.4430 0.4123
Hindi Fine-tuned IndicBART 0.5559 0.4547 0.4136
Gujarati Translation+Mapping+PEGASUS 0.2087 0.1192 0.0838

The ROUGE scores obtained after fine-tuning the mBART model on this dataset were compa-
rable to the Translation+Mapping+PEGASUS model.

5.3.3. Fine-tuning XL-Sum

We used the XLSum model, an mT5 model fine-tuned on the multilingual XLSum dataset.
We used the checkpoint ‘csebuetnlp/mT5_multilingual_XLSum’ available on Hugging Face
to generate inferences on the Gujarati dataset. The model was trained for 5 epochs with the
max-tokens parameter set to 75.

6. Evaluation Metrics

In our study, the ROUGE Score, which stands for Recall-Oriented Understudy for Gisting
Assessment, was chosen as the evaluation metric [48]. For our summary, we recorded ROUGE-
1, ROUGE-2, and ROUGE-4 scores. ROUGE-1 calculated the unigram overlap between the
candidate and reference summaries, whereas ROUGE-2 assessed the bigram similarities between



Table 6
Best scores obtained by teams in the validation phase

Language Best performing team ROUGE-1 ROUGE-2 ROUGE-4
English MT-NLP IIIT-H 0.5685 0.4592 0.4335
Hindi HakunaMatata 0.6104 0.5152 0.4755
Gujarati MT-NLP IIIT-H 0.2620 0.1644 0.1216

Table 7
Best scores obtained by teams in the test phase

Language Best performing team ROUGE-1 ROUGE-2 ROUGE-4
English MT-NLP IIIT-H 0.5583 0.4458 0.4180
Hindi MT-NLP IIIT-H 0.6072 0.5102 0.4711
Gujarati MT-NLP IIIT-H 0.2611 0.1651 0.1241

the summaries. All ROUGE scores are graded out of one, with the ROUGE score closer to one,
indicating more parallel with the gold summaries.

7. Results

Tables 2, 3 and 4 describe the results obtained on our approaches by testing on the validation data.
Table 5 describes the results obtained on the models we submitted during the test phase. We
evaluated the performance of the models using ROUGE scores as the evaluation metrics. The best
performing approaches were: fine-tuned PEGASUS model with max-tokens set to 65 for English,
the IndicBART model with right-shift operation for Hindi, and Translation+Mapping+PEGASUS
based approach for Gujarati. We achieved optimum accuracies with these approaches on both
the validation and test datasets.

In the validation round of the competition, we were ranked second in English, fourth in Hindi,
and third in Gujarati. In the test phase, we were ranked third in English and fourth in Hindi
and Gujarati.

8. Competition Results

Tables 6 and 7 depict the best scores obtained in the ILSUM shared task for each language
and the team obtaining the same. Our research being motivated by a shared task- there were
other teams in the competition to achieve the most optimum results for English, Hindi, and
Gujarati. This section of the paper is designed to give readers a thorough comparison between
the findings from our study and the top outcomes from the shared task.

9. Conclusion and Future Work

Thus, we have illustrated the findings of our research which we performed in the ILSUM shared
task in collocation with FIRE 2022 [49]. We have experimented with text summarization on
news articles written in English, Hindi, and Gujarati. We implemented pre-trained models in



our research and data manipulation operations performed in some of the operations. Finally,
we evaluate the ROUGE scores on the inferences obtained from each system we trained. We
achieved decent accuracy on our best-performing models, with accuracies very close to SoTA
accuracies. We can conclude from this analysis that there is a lot of scope for improvement in
research performed for low-resource Indian languages, such as Gujarati, compared to English.
The research foundation for text summarization for English is robust, as there are many pre-
trained models and attention-based mechanisms that one can leverage. However, this foundation
has to be scaled up drastically in the coming years for Hindi and Gujarati.

In the future, we plan to leverage our work on larger datasets, especially for Hindi and
Gujarati, as we believe that clean and well-formatted datasets are one of the significant barriers
that cause the gap between text summarization research in English and low-resource Indian
languages. Furthermore, we plan to implement our approaches on high-end GPUs and use
better preprocessing and tokenization techniques to shorten this research gap.
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