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Abstract
The ILSUM shared task focuses on text summarization for two major Indian languages- Hindi and
Gujarati, along with English. In this task, we experiment with various pretrained sequence-to-sequence
models to find out the best model for each of the languages. We present a detailed overview of the
models and our approaches in this paper. We secure the first rank across all three sub-tasks (English,
Hindi and Gujarati). This paper also extensively analyzes the impact of k-fold cross-validation while
experimenting with limited data size, and we also perform various experiments with a combination of
the original and a filtered version of the data to determine the efficacy of the pretrained models.
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1. Introduction

Automatic text summarization is a technique for obtaining a condensed version of a long
document while retaining its relevance. The NLP community has become more interested in
text summarization for Indian languages in recent years. The progress of text summarization has,
however, been hindered due to the lack of high-quality datasets. Nevertheless, the availability of
large-scale multilingual datasets such as XL-Sum[1] and MassiveSumm[2] have led to substantial
progress in natural language generation and summarization tasks. Even though quality-wise,
these datasets are far from perfect[3], they do serve as a good starting point in terms of quantity.
Additionally, recent advancements in neural-based pretrained models have transformed the
field significantly.

The goal of the ILSUM shared task is to create reusable corpora for Indian language summa-
rization. The dataset is created by scraping the news articles and corresponding descriptions
from publicly available news websites. ILSUM data[4, 5] consists of a summarization corpus for
two major Indian languages- Hindi and Gujarati, along with Indian English.

This paper provides a comprehensive overview of the existing sequence-to-sequence models
for Indian language and English summarization. For Hindi and Gujarati, we used multilingual
models such as MT5[6], MBart[7] and IndicBART[8] variants. We fine-tuned the PEGASUS[9],
BART[10], T5[11] and ProphetNet[12] models on English data. Out of all the models, for
English, PEGASUS outperformed others, while for Hindi, MT5 gave us the best results, and for
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Gujarati, MBart performed the best. In order to avoid overfitting, we have performed k-fold
cross-validation on the training dataset. We have observed that Hindi k-fold experiments had
better scores than the experiments performed with the full version of the released data. We
have applied several filters to assess the quality of the released datasets. Various combinations
of filtered and original data were used to determine the efficacy of the pretrained generation
models. We talk about our models, experiments and dataset filters later in this paper.

2. Related Work

Text summarization has been studied extensively, especially in the English language. Early
research in summarization focused on extractive approaches, wherein summary sentences were
chosen directly from the input text. On the other hand, abstractive approaches to summarization,
such as neural attention models[13], Seq2Seq RNNs [14], Pointer-Generator networks [15]
focus on generating summaries that capture the meaning of the input text without necessarily
choosing sentences directly from the text. With the emergence of large neural language
models for generation tasks, abstractive approaches have become more popular and generate
high-quality summaries. While there have been various improvements in model architectures
and summarization techniques, a large part of the progress in English text summarization
can be attributed to the availability of large-scale datasets, such as CNN/DailyMail[14, 16],
Gigaword[13, 17], XSum[18], etc.
This is in contrast to Indic languages, where little work has been done in summarization or
related NLG tasks, such as headline generation. In recent times, however, there has been active
research in this area, with the release of datasets such as XL-Sum[1], MassiveSumm[2], etc. These
multilingual datasets consist of article-summary pairs from publicly available news domains,
including Indian languages such as Hindi, Gujarati, Bengali, etc. The IndicNLG Suite[19]
released datasets for several Indic language NLG tasks, such as sentence summarization and
headline generation. More work needs to be done in this area to have models comparable to
English summarization models in performance.

3. Corpus Description

The dataset released for this task has been collected from several leading Indian newspaper
websites. The English and Hindi datasets were scraped from indiatvnews1, and the Gujarati
data was created by scraping the divyabhaskar2 and gujarati.news183 websites. The Hindi and
Gujarati datasets include articles/summaries which contain English words or phrases which
have been code-mixed and script-mixed. Note that we have observed a few samples of English
and Gujarati datasets, where the summaries consists of only one word. The ILSUM training
data statistics are mentioned in Table 1. We have used the Indic[20] tokenizer to generate the
counts in Table 1.

1https://www.indiatvnews.com/
2https://www.divyabhaskar.co.in/
3https://gujarati.news18.com/
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https://gujarati.news18.com/


Table 1
ILSUM Train Data Statistics

English Hindi Gujarati
#Pairs 12564 7957 8457

Text Summary Text Summary Text Summary
#Avg Words 595 36.24 553 40.17 414.43 32.26

(Min, Max) Words (1, 5717) (1, 113) (17, 5034) (6, 113) (25, 2839) (1, 408)
#Avg Sentences 10.29 1.26 18.1 1.7 21.28 1.57

(Min, Max) Sentences (1, 169) (1, 17) (1, 157) (1, 9) (1, 187) (1, 46)

4. Model Description

The pretrained language models (PLMs) used for downstream tasks are pretrained using massive
amounts of unlabeled text data. A PLM encodes extensive linguistic knowledge into a vast
amount of parameters[21], which stimulates universal representations and improves generation
quality. We have experimented with various pretrained generation models to find the optimal
architecture.
T5 [11] model proposes defining every NLP task in a text-to-text format. The model consists of
an encoder-decoder Transformer architecture finetuned on the C4 corpus. In our experiments,
we use both the T5-Base (220M parameters) and T5-Large (770M parameters) versions of the
model. Since T5 is trained on an English-only dataset, we also look at the multilingual variants
of the model for our experiments in Hindi and Gujarati. The MT5 model[6] uses an architecture
very similar to T5, and is trained on 101 languages, as described in the mC4 dataset. Owing to
the large size of the models, we only finetuned the base version (580M parameters) of the MT5
model (the large version has 1.2B parameters).
BART [10] is a denoising autoencoder for pretraining seq2seq models, which is similar to
both BERT and GPT. Since it uses a bidirectional encoder like BERT, and an autoregressive
decoder like GPT. The model was trained by corrupting the text using a noising function, and
reconstructing the original text. We experiment with the BART-large model (406M parameters),
and then also try out versions of the BART model finetuned on different datasets, namely the
BART-Large-CNN and BART-Large-XSUM model, finetuned on the CNN-Daily Mail and XSUM
datasets respectively. We try out multilingual variants[7] of the BART model for Hindi and
Gujarati summarization experiments, namely the MBart-Large-50 (610M parameters) model[22],
trained on 50 languages.
PEGASUS [9] uses the extracted gap sentences (GSG) self-supervised objective strategy to
train the encoder-decoder model. Rather than masking a smaller text span as in BART and
T5, PEGASUS masks the entire sentence. Later, it concatenates the gap sentences into pseudo
summaries. It chooses the sentences based on importance. In the same way as T5, PEGASUS
does not reconstruct full sequence of inputs but only masked sentences. The pretraining is
performed with C4[11] and HugeNews corpus. We finetune the PEGASUS-large model on the
ILSUM English corpus.
BRIO [23] is a novel training paradigm to achieve neural abstractive summarization, wherein
a contrastive learning component is introduced to reinforce the abstractive model’s ability to
estimate the probability of system-generated summaries more precisely instead of using MLE



training alone. Two stages are involved in this approach: the first stage generates the candidates
using a pretrained sequence-to-sequence model, and next stage selects the best one.
ProphetNet [12] introduced a novel self-supervised objective, wherein the goal is to predict
the next-𝑛 tokens, instead of just optimizing for one-step ahead predictions. We experiment
with ProphetNet in our English summarization experiments.
IndicBART[8] is a pretrained sequence-to-sequence model trained on 11 Indic languages and
English. It follows the masked span reconstruction objective similar to MBart. In contrast
to available generation models, IndicBART utilizes the orthographic similarity between the
Indian languages to achieve better cross-lingual transfer learning capabilities. This model size
(244M) is much smaller than MBart and MT5 models with compact vocabulary. We finetune the
IndicBART model on Hindi and Gujarati datasets.
Adapters: Recently proposed lightweight adapters[24] are effective at mitigating the overhead
of pretrained language models for downstream tasks. We can update the adapters during
finetuning and freezing most of the PLM parameters. In recent work[25], adapters were applied
to perform Gujarati text summarization. Adapters can not only speed up training time but are
also storage efficient since they require saving only adapter weights instead of entire finetuned
model weights.

Table 2
ILSUM Experiments on Validation Data. *Finetuned on the combination of Hindi and Gujarati Data

Validation Scores
Lang Model Full Data / k-fold R-1 R-2 R-4

English

PEGASUS Full Data 56.85 45.92 43.36
T5𝑙𝑎𝑟𝑔𝑒 Full Data 56.05 45.03 42.36

BART𝑙𝑎𝑟𝑔𝑒 k-fold 54.83 43.58 40.71
PEGASUS xsum Full Data 54.66 43.48 40.64

BRIO Full Data 53.57 41.86 38.81
BART𝑙𝑎𝑟𝑔𝑒 xsum k-fold 53.35 41.74 38.75
T5𝑏𝑎𝑠𝑒 + Adapter k-fold 51.91 40.07 37.1

ProphetNet k-fold 49.51 36.98 33.83

Hindi

IndicBART k-fold 60.73 51.26 47.57
MT5𝑏𝑎𝑠𝑒 k-fold 60.04 50.72 46.82
MT5𝑏𝑎𝑠𝑒* Full Data 58.65 49.09 45.08

IndicBART-SentSumm k-fold 58.09 47.99 43.72
MBart𝑙𝑎𝑟𝑔𝑒50 + Adapters Full Data 56.26 45.56 41.21

MBart𝑙𝑎𝑟𝑔𝑒50 Full Data 55.76 44.96 40.59

Gujarati

MBart𝑙𝑎𝑟𝑔𝑒50 Full Data 26.20 16.44 12.16
MT5𝑏𝑎𝑠𝑒 Full Data 25.11 15.81 11.68
MT5𝑏𝑎𝑠𝑒* Full Data 24.16 14.68 10.79
IndicBART k-fold 23.38 13.34 9.35

MBart𝑙𝑎𝑟𝑔𝑒50 + Adapter Full Data 21.63 13.04 9.56



5. Experiments and Results

We have performed experiments under two different settings: the first is with the entire released
dataset (full data), and the other is where we split the dataset into 10 folds and utilize 90% data
(9 folds) for training and 10% data (1 fold) for validation. In both settings, the released data in
the validation phase was used for testing purposes and we report these results in Table 2. Note
that doing such k-fold cross validation experiments were also essential to evaluate our models’
performance because validation summaries were not provided to us.
We use the standard ROUGE metric[26] to compute all the scores. We observed that PEGASUS
yields the best results for English when finetuned on the full data version in the validation
phase. We achieved the best results when we finetuned IndicBART and MBart using k-fold and
full data during the validation phase. Finetuning a model on k-fold data might sometimes lead
to better results than finetuning it on the entire dataset, which indicates that the dataset needs
to be studied more and appropriate filters need to be applied, to see which examples in the
dataset contribute to the model learning something useful. We discuss this in the next section.
Based on the results of the validation phase, we submit results from the best models in the
test phase. While PEGASUS and MBart still give us the best results for English and Gujarati
respectively, MT5 performs better than IndicBART for Hindi when finetuned on k-fold data.
Hyper-parameter settings are listed in Table 4.
The multilingual models have been pretrained on large amounts of data, and they are sufficiently
capable of handling the presence of code-mixing in the dataset, which we observe in the outputs
as well. The models generate good summaries and can add relevant English text in Hindi and
Gujarati examples where appropriate. For instance, the average number of English words in
Hindi and Gujarati training summaries is 0.25 and 1.91 respectively. For the test set released
for Hindi and Gujarati, the summaries generated by our models have an average of 0.23 and
1.44 English words per summary. Note that the average number of English words in Hindi
summaries is less because a large number of training samples are purely in Hindi and do not
contain any English words or characters.

Table 3
ILSUM scores on Test Data

Test Scores
Lang Model Full Data / k-fold R-1 R-2 R-4

PEGASUS Full Data 55.83 44.58 41.8
English

T5𝑙𝑎𝑟𝑔𝑒 Full Data 54.73 43.08 40.12
MT5𝑏𝑎𝑠𝑒 k-fold 60.72 51.02 47.11

Hindi
IndicBART k-fold 58.38 48.31 44.25

MBart𝑙𝑎𝑟𝑔𝑒50 Full Data 26.11 16.51 12.41
Gujarati

MBart𝑙𝑎𝑟𝑔𝑒50 Full Data (dropout=0.2) 26.07 16.60 12.58

6. Data Quality Assessment

To verify the quality of the data, we have applied some of the filters mentioned in TeSum[3].
Filters were applied include checking whether there are:



Table 4
Experimental setup and parameters settings

Parameters BART T5 ProphetNet PEGASUS BRIO MBart MT5 IndicBART
Max source length 512 512 512 512 512 512 512 512
Max target length 75 75 75 75 75 75 100 75

Batch Size 2 1 1 2 2 4 2 2
Epochs 5 5 5 5 5 5 10 10

Vocab Size 50265 32128 30522 96103 50264 250054 250112 64015
Beam Size 4 4 5 4 4 4 4 4

Learning Rate 5e-5 5e-5 5e-5 5e-4 5e-5 5e-5 5e-5 5e-5

1. Empty instances
2. Duplicate pairs and summaries within the dataset
3. Cases where the first few sentences of the article itself are taken as the summary
4. Check whether the summary is ‘compressed enough’, i.e., we should not have summaries

comparable in size to the text that has to be summarized. Compression is a good measure
of telling us if the summary provided is a shortened version of the input document/text
or not.

Filters counts for all the languages can be found in Table 5. It is important to note that, based
on our filters, only about 68% of the Hindi summaries are valid since many are simply the
first few sentences of the article. It could also be one of the reasons for models giving better
results on k-fold data. Some of the folds in the training data might contain a large percentage of
high-quality, valid summaries while leaving out a significant number of summaries which we
consider invalid. Note that for Gujarati and English, the number of final valid article-summary
pairs is comparable to the original dataset size, which is why the top-performing models give
better results when finetuned on the whole dataset as compared to k-fold subsets.

Table 5
Filtration counts of ILSUM data

Filters Hindi Gujarati English
Dataset Size 7957 8457 12565

Empty 0 0 1
Duplicate Pairs 23 0 0

Duplicate Summary 15 113 117
Prefixes 2518 135 486

Compression <50% 11 37 182
Final Valid 5390 8172 11779
Valid % 67.74% 96.63% 93.74%

6.1. Data Variation Experiments

The unavailability of large datasets is one of the main bottlenecks for neural models for text
generation. The existing summarization datasets for Indian languages are quite small. To
improve the model generation capabilities on limited dataset, we did k-fold cross-validation



Table 6
Validation set ROUGE scores on ILSUM corpus. This table reports the mean ROUGE scores and its
standard deviation over 10 runs

Lang Model Data composition R-1 R-2 R-L
Original Data 52.51 ± 1.1 40.91 ± 1.36 47.81 ± 1.16

Original + Filtered Data 51.65 ± 1.14 40.07 ± 1.25 46 ± 3.67
Filtered Data 51.88 ± 1.25 40.37 ± 1.39 47.32 ± 1.31

PEGASUS

Filtered + Original Data 53.28 ± 1.18 41.82 ± 1.3 48.67 ± 1.2
Original Data 53.45 ± 0.95 42.16 ± 1.13 48.97 ± 1.05

Original + Filtered Data 53.22 ± 1.23 42.04 ± 1.41 48.85 ± 1.31
Filtered Data 51.9 ± 1.37 40.49 ± 1.53 47.38 ± 1.46

T5-large

Filtered + Original Data 53.33 ± 0.83 42.1 ± 0.96 48.92 ± 0.86
Original Data 50.25 ± 1.52 38.15 ± 1.85 45.46 ± 1.63

Original + Filtered Data 51.42 ± 0.88 39.85 ± 1.11 46.93 ± 1
Filtered Data 51.21 ± 1.3 39.83 ± 1.57 46.79 ± 1.38

English

BART-large

Filtered + Original Data 52.45 ± 1.05 40.98 ± 1.29 48 ± 1.17

Original Data 26.36 ± 1.02 12.66 ± 0.73 26.28 ± 0.98
Original + Filtered Data 21.58 ± 0.66 9.84 ± 0.76 21.45 ± 0.6

Filtered Data 21.27 ± 0.88 9.75 ± 0.56 21.12 ± 0.86
IndicBART

Filtered + Original Data 25.67 ± 1.04 12.16 ± 0.82 25.57 ± 1
Original Data 27.04 ± 1.22 13.21 ± 0.61 26.96 ± 1.22

Original + Filtered Data 20.33 ± 0.91 9.26 ± 0.8 20.2 ± 0.92
Filtered Data 20.61 ± 1.55 9.47 ± 0.67 20.51 ± 1.53

Hindi

MT5-base

Filtered + Original Data 26.73 ± 1.11 12.83 ± 0.61 26.64 ± 1.1

Original Data 20.36 ± 0.67 11.65 ± 1.13 20.01 ± 0.72
Original + Filtered Data 16.04 ± 1.12 9.23 ± 0.76 15.83 ± 1.15

Filtered Data 12.82 ± 2.28 6.6 ± 1.54 12.38 ± 2.36
MBart Large 50

Filtered + Original Data 19.55 ± 0.74 11.42 ± 0.43 19.2 ± 0.72
Original Data 21.55 ± 0.77 11.81 ± 0.78 21.19 ± 0.83

Original + Filtered Data 18.63 ± 0.93 9.23 ± 0.5 18.19 ± 0.92
Filtered Data 9.66 ± 0.97 4.84 ± 0.56 9.53 ± 0.92

Gujarati

MT5-base

Filtered + Original Data 20.29 ± 0.62 10.7 ± 0.52 19.84 ± 0.56

on the best performing models (see Table 2). The mean ROUGE scores and standard deviation
scores over 10 runs are reported in Table 6. We did 10-fold cross-validation using the released
training dataset with the following combinations:

1. Original data: Fine-tuned for 5 epochs with released training dataset
2. Original + Filtered data: Finetuned for 3 epochs with original + 2 epochs with Filtered

data
3. Filtered data: Fine-tuned for 5 epochs with only filtered dataset
4. Filtered + Original data: Finetuned for 3 epochs with filtered data + 2 epochs with

original data

To perform all the experiments, we used the ‘filtered data’ obtained after applying filters
mentioned in Table 5. To compare the models’ performance on different variations of the
training dataset, we have not made any changes in the validation data. As observed in Table 6,



the experiments performed with ‘original’ data produce better scores than the ‘filtered’ data.
Also, the models finetuned on the combination of the ‘filtered + original’ dataset performed
better compared to the ‘original+filtered’ combination.

7. Discussion and Conclusions

While having better models finetuned exclusively on Indian languages might benefit research
in the area of Indian Language Summarization, creating larger, high-quality datasets for such
languages will surely lead to progress in this field. It might be interesting to look at sources
other than news websites as well, and to keep in mind the filters discussed earlier while creating
the dataset.
For the ILSUM task, PEGASUS, MT5 and MBart give us the best results for English, Hindi and
Gujarati respectively. We conclude that the transformer-based pretrained seq2seq models are
capable of generating high-quality summaries for the ILSUM shared task.
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