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Abstract  
The problem of improvement of the software for authorial style identification is topical today 

and requires new approaches. The proposed approach consists in the use of the efficient 

classical and machine learning methods which ensure reliable data with a test validity of 95%. 

These are the following methods: the chi-square test and the discriminant analysis. The 

methods have been applied on the level of letters of Cyrillic alphabet which proved to be 

appropriate for an author identification task. Typical statistical characteristics have been 

established for Ukrainian authors’ styles. With the help of these characteristics, the author can 

be identified. The proposed structure of the software system is the novelty of the research. The 

developed software system is based on a modular principle. The algorithm of the author’s 

identification is realized on the Python programming language. The level of automation is high.  

Keywords:1 
Chi-square test, Discriminant analysis, Ukrainian authors’ styles, Author identification, 
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1. Introduction 

The information technologies for text differentiation and author identification have been widely used 

recently. These technologies are aimed at establishing the authorial characteristics typical of a certain 

author. However, the authorial features never occur alone, separated from the other text features. 

Different text features related to a functional style, genre and topic are combined and cause the 

complexity of authorship attribution. The problem of separation of the authorial features lies at the crux 

of the author identification. For every particular text, a certain part of vocabulary is typical of a certain 

topic and can occur in a text of any author. This vocabulary cannot identify a particular author. 

Therefore, some specific layer of vocabulary should be identified. If the author’s specificity is clearely 

expressed, that is an easy case of characterizing the author. If the author’s distinctive features are 

minimal, it is hard to draw a demarcation line between the general text specificity (functional style, 

genre) and the authorial specificity. In any case, the vocabulary characteristics of a certain style and 

topic should be identified as a preparatory stage of the author identification. For the purpose of 

characterizing the specificity of vocabulary of a certain topic, frequency dictionaries can be compiled. 

Such dictionaries list the most commonly used words for a particular sphere of communication. The 

authorial specific vocabulary can be separated from the layer of commonly used words. However in 

documents and formal papers, the standards and formalities prevail over a free expression of a thought. 

Consequently, the authorial features can hardly be noticed. In this case, the text features should be 

thoroughly studied and viewed from all possible sides. In our research, to avoid the ambiguity caused 

by the mentioned difficulties, we compare the texts with clearly expressed authorial specificity. These 

are the texts from emotive prose which is rich in specific expressive means. Expressive and emotional 

specificity of authorial styles is reflected in frequency of occurrence of language units. The texts from 

emotive prose by Ukrainian writers are researched in this paper. The developed program system uses 

the statistical tests (the chi-square test and the discriminant analysis) which are the most appropriate for 

the task of authorship attribution on the chosen language level (letters of Cyrillic alphabet, stop words, 
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punctuation marks, spaces). The purpose of the research is to prove that the chi-square test and the 

discriminant analysis combined are efficient for the task of author identification. The novelty of the 

research is the proposed structure of the program system based on a modular principle and a 

combination of the chi-square test and the discriminant analysis applied in the Ukrainian language. 

2. Related Works 

The difficulties related to separation the authorial specific features from the other language features 

make the author identification a hard problem to solve. Different approaches have been tried and a lot 

of methods have been applied over the last decades. The problem has been studied on nearly all 

language levels. Nevertheless, a perfect solution has not been found yet and the problem is still topical.  

In recent research [1 – 4], the machine learning methods were applied to recognize the author of a 

given text. The use of the classification algorithms ensured obtaining the acknowledgement text, for 

some classifiers, with an accuracy of 92%. The authors were deduced in the Portuguese language. The 

extracted stylometric features (text relevant attributes) suggested that the applied technique was 

effective to distinguish the author or the ghost writer of a given text [1]. In our research, a classical 

approach is used. The significance level is 0.05 and all the results have been obtained with the test 

validity of 95%.  

The approaches to authorship attribution comprise the attempts to find the best solutions of 

separating the distinctive authorial style features from the rest of the characteristics of the researched 

text. Among the most efficient approaches are the following: text distortion for identifying the 

distinctive features of the authorial style [5]; leveraging the discourse information [6]; the use of 

orthogonal similarity relations [7]; the use of topic models [8]. Stylistic features of poetry and other 

styles are often determined on the basis of stylometric analysis [9 – 11]. 

Authentication of misinformation generated by some dubious sources is a task of great importance. 

This task was approached with the following machine learning methods: logistic regression and naive 

Bayes algorithms [12]. In the pre-processing phase, stop words and punctuation marks were removed. 

The texts were tokenized and stemmed. This way, certain specific to Twitter features were extracted. 

The highest precision of 91.1% was obtained using the method of logistic regression [12]. The method 

applied in this paper involves the use of the chi-square test and the discriminant analysis. These two 

tests have been applied for characterizing the authorial styles of Ukrainian writers. The two tests ensure 

higher precision than the method of logistic regression.  

A similarity metric was used to compare the pieces of a text with the most relevant words [13]. 

According to this approach, the words, corresponding to the nodes, were to be taken into account in 

order to enhance representation of a text with complex networks. The applied method involved 

constructing co-occurrence network for a text, obtaining dissimilarity matrices, joining them and 

analyzing the obtained data with a standard supervised learning algorithm. In most cases, the precision 

rates were above 90% and the maximum value was 98.75% [13]. Our research ensures a classical level 

of accuracy (95%). Another attempt to apply the neural network method was made for a sentiment 

analysis in English newspapers. The method was used as a public opinion influences identification tool 

[14]. This approach may also be used in an emotion recognition system project of English newspapers. 

A quantitative approach was used in a textual semantic analysis to highlight some important issues 

of semantics [15]. Quantitative parameters of linking words in political speeches of Bill Clinton were 

analyzed using Python [16].  

For solving the task of authorship attribution in Arabic tweets, the support vector machine as a 

supervised learning algorithm was used for classification of relevant text features. The Bag of Words 

(BOW) approach proved to be efficient. The performance of different classifiers was tested. Different 

feature sets were created and combined. The combination of feature sets improved the results [17]. As 

it has been proved in our research, it is recommended to combine a machine learning method with a 

classical one, as the latter gives more reliable results.  

The random forest approach, using WEKA 3.8 tool, was tested authenticating Arabic poems. This 

approach was chosen because of a higher accuracy for decision trees. The dataset was tested on the 

basis of twelve features. The overall precision was 76.4%. The research included four stages: data 

collecting, data cleansing, feature extracting and classifying. The method was applied on the level of 



letters, words and word length [18]. The twelve linguistic features chosen for the research is quite a 

sufficient number and the results would be higher if some powerful classical statistical methods were 

combined with the NLP methods.  

The analysis of the related works has shown that, in most cases, for authorship attribution, the 

machine learning methods give results with an accuracy of 70% – 90%. A similarity metric, that 

involves constructing a co-occurrence network for a text, ensures a higher accuracy – up to 98.75% 

[13]. In our research we apply a combination of classical (the chi-square test) and machine learning (the 

discriminant analysis) methods. The chosen classical level of significance of 5% makes it possible to 

obtain the results with a precision of 95%. 

3. Methods and Software 

3.1. The Proposed Combination of Methods 

The mathematical support of this research is based on two statistical tests: one – a powerful classical 

method – the chi-square test and a machine learning method – the discriminant analysis. These two 

methods combined ensure reliability of the results with the first mentioned method, and simplicity in 

use with the second method. Both methods have proved to be efficient on the level of letters of Cyrillic 

alphabet. The methods have been tested on the material of texts from Ukrainian emotive prose. The 

algorithm for the chi-square test is the following: 

 

1. Prepare samples of 51000 letters for the comparison.  

2. Form portions of 1000 letters for the samples that are to be compared. 

3. Obtain the values of frequencies of occurrence of letters in each portion.  

4. Obtain the values of frequencies of occurrence of letters in each sample.  

5. Obtain the values of relative frequencies of occurrence of letters in each portion.  

6. Obtain the values of relative frequencies of occurrence of letters in each sample.  

7. Use the chi-square test for two compared samples [19, 20]. 

8. Analyze the obtained results. 

 

Using the chi-square test, we verify the 0H hypothesis: the observations are done with the same 

variable. We use the statistics: 
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To estimate the unknown parameters 1 , ..., sp p , we use the maximum likelihood method: 
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The method of indefinite Lagrange factor is employed to obtain estimates p̂  of parameters ip : 
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The 0H  hypothesis is rejected if the value t  of the statistics (3) satisfies the inequality 
2

1 ,( 1)( 1) .s kt  − − −  

The next step will be the algorithm for the discriminant analysis: 

 

9. Obtain the mean values of frequencies of occurrence of letters, stop words, punctuation 

marks and spaces for each sample. 

10. Construct the vectors. 

11. Write the regression equations for the obtained data. 

12. Obtain the coefficients for the regression equations. 

13. Employ the formula of Mahalanobis distance [23]: 
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where Gk stands for a set of authors, x  stands for an object having p  variables, n is a number of the 

researched literary works, g is a number of the chosen authors, W-1 stands for an inverse covariance 

matrix, 
k

x  stands for the vector of the values of the mean for the variables from k-th group of the 

objects. 

3.2. The Developed Software 

A topical issue of computer linguistics is the development of information technologies for an 

automated identification of the authorial style. Every automated information system characterized by a 

certain technology is aimed at transforming the input data into some expected information. Therefore, 

the information technology structuring involves the development of a classification and a coding 

system, an organization of collecting and transferring information and different methods to access the 

data [24]. The developed information technology processes the researched texts by different authors 

using chosen statistical methods. The obtained data are statistical characteristics typical of a certain 

authorial style. These data form the author’s statistical parameters. Python programming language has 

been used for automated identification of the authorial style. The developed structure of information 

technology for automated authorship attribution is shown in Figure 1. 

 

A text in Ukrainian
Program system for 

authorship attribution

Methods for authorship 
attribution

Statistical parameters of the 
authorial styles in Ukrainian

Data base of statistical 

parameters of texts

 
 

Figure 1: The structure of information technology for automated authorship attribution 
 

The automated author identification has been done using Python. The algorithm of performing the 

chosen mathematical tests involves standard functions and libraries of Python. The tools of Python were 

used for work with different protocols. The process of automated identification of the authorial style 



consists of two main stages: the first stage is preparatory before the statistical calculations, and the 

second stage is the stage of statistical calculations. On the first stage, we make the following changes: 

all the letters in uppercase are changed into the letters in lowercase, only one space is left between the 

words, a space is put at the beginning of a text. Then, we sort the linguistic units. For calculations, we 

have chosen letters, stop words, punctuation marks and spaces. Differentiation of authorial styles and 

author identification is done using the chi-square test and the discriminant analysis.  

The algorithm of the software system functioning includes the following steps: text files uploading,  

sample formation, sample division into portions, calculations of frequencies of occurrence of linguistic 

units in each portion and sample, application of the chi-square test and the discriminant analysis and 

analysis of the data obtained. The algorithm is presented in Figure 2. 

The developed structure of the software system for author identification is shown in Figure 3. The 

program is based on a modular principle. The main modules are: a module of file opening, a module of 

sample setting, a module of text analysis, applying the chi-square test and the discriminant analysis, a 

module of results visualization, a module of data storing. 

The module “data storing” gives an access to data base. The module “interface” ensures a connection 

between the user and the software system. The interface is written with the help of library PyQt5 which 

has Qt Designer. One of the biggest classes of PyQt5 is Widgets having tables, lists and other means of 

results visualization. Quick visualization is ensured by a considerable level of NumPy and Qt Qraphics 

View Framework. For more efficient work, a module MainWindowUI has been developed. It shows 

the program main window, imports all next modules and a file containing a code of the program 

interface. Modules StatisticLetters, StatisticStopWords, StatisticPunctuationMarks, StatisticSpaces are 

involved in the statistical analysis of letters, stop words, punctuation marks and spaces. Module 

StatisticTests is responsible for texts differentiation and author identification by the chi-square test and 

the discriminant analysis. Module re is responsible for editing a text before processing. Module 

GraphCreate has functions of graphical presentation of the obtained data. In every tab of the interface, 

there are options for building the graphs that show the results of the statistical analysis [24]. 

4. Results of the Study 

The authorship attribution has been done on the material of Ukrainian emotive prose. The statistical 

parameters of the literary works by I. Franko, O. Honchar and L. Hlibov have been obtained by the chi-

square test and the discriminant analysis. The chi-square test has been performed on the level of letters 

of Cyrillic alphabet. The relative frequencies of occurrence of letters have been calculated as a stage of 

the algorithm of the chi-square test. The highest values of the relative frequencies of occurrence of 

letters for the literary works by L. Hlibov (Text 1, Text 2) are given in Table 1. The values show that 

letters А, О, В are the most frequently used in this sample. The results of the chi-square test (given 

below) confirm that the literary works by L. Hlibov are written by one author as the homogeneity 

hypothesis is not rejected. This proves that the chi-square test is powerful for identifying authorial styles. 

 

 
 

Application of the method of discriminant analysis allowed us to identify the authorial styles by 

Franko, O. Honchar and L. Hlibov. The method is efficient on the level of letters, stop words, 

punctuation marks and spaces. The results of calculations of the average number of the mentioned 

linguistic units are presented in Figure 4. The analysis of the average number of words and punctuation 

marks shows that the number of punctuation marks may be relatively greater if the number of words is 

not much greater. This is the case with L. Hlibov’s literary works: for the average number of words of 



34.46, the average number of punctuation marks is 6.53 (in one literary work), and for the average 

number of words of 37.21, the average number of punctuation marks is 10.07 (in another literary work). 

This may be considered a characteristic feature of L. Hlibov’s manner of writing. 
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Figure 2: A flow chart of the algorithm for author identification by the chi-suare test and the 
discriminant analysis 
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Figure 3: Graphical presentation of the structure diagram of the software system for author 
identification 

 

In Figure 5, we see the results of the discriminant analysis determined by the squared Mahalanobis 

distances. The distances between the literary works of the same author are small if compared with the 

distances between the literary works of different authors. For the literary works by I. Franko, we have 

obtained the distances: 3.84, 1.64, 3.05, 3.09; for the works by O. Honchar: 0.60, 3.04, 2.36, 4.83; for 

the works by L. Hlibov: 2.84, 4.51, 2.78, 3.37. If we compare the literary works by I. Franko and l. 

Hlibov, the distance is much greater – 89.51. Consequently, the discriminant analysis is an efficient 

method for authorship attribution. 

 

Table 1 

The highest values of relative frequencies of occurrence of letters 

Letters Text 1 Text 2 

А 10% 7% 

В 6% 8% 

Е 5% 8% 

И 6% 5% 

І 5% 5% 

К 3% 5% 

Л 5% 3% 

Н 5% 5% 

О 8% 7% 

П 4% 3% 

Р 4% 4% 

С 4% 4% 

Т 6% 5% 

У 3% 5% 

 

The analysis of the obtained results show that the chi-square test combined with the discriminnt 

analysis is an efficient combination for characterizing the authorial styles and performing the author 

identification. 

5. Discussions  

This research is a continuation of testing the classical and machine leaning methods for efficiency 

in authorship attribution. In our earlier research, the statistical tests were tested on different language 

levels (phonological, lexical, syntactic) in two languages – English and Ukrainian. In a comparison to 



our previous research, we can state that the combination of the classical statistical method – the chi-

square test and the machine learning method – the discriminant analysis is efficient for author 

identification in the Ukrainian language. 

 

 
 

Figure 4: The average numbers of letters, stop words, punctuation marks and spaces 
 

 
 

Figure 5: The distances between literary works by the researched authors 
 

In our earlier research, we tested the chi-square test in a combination with the other classical 

methods – the Student’s t-test and the Kolmogorov-Smirnov test. In this combination, it was more 

powerful than the Student’s t-test, but less powerful than the Kolmogorov-Smirnov test on the 

phonological level. In this research, the chi-square test is applied on the levels of letters and words 

showing good results. 

The previously applied classical methods – the Lehmann-Rosenblatt test and the Wilcoxon test 

were tested on the levels of phonemes and word length. These methods were less powerful than the chi-

square test. For the mentioned methods, the level of test validity was 95%. 

The machine learning methods – the data clustering method and the method of discriminant analysis 

were previously tested in a combination with the chi-square test and the Student’s t-test on the levels of 

words and phonemes. In this combination, the classical methods were more powerful [25]. 



According to the results of our earlier research, the method of discriminant analysis is more 

powerful than the method of data clustering. In this research, the method of discriminant analysis has 

shown good results obtained with the help of the squared Mahalanobis distances. The distances between 

the researched literary works by one author are small. This proves that the works have similar linguistic 

characteristics, typical of a certain authorial style. The distances for the works by I. Franko are: 3.84, 

1.64, 3.05, 3.09; for the works by O. Honchar: 0.60, 3.04, 2.36, 4.83; for the works by L. Hlibov: 2.84, 

4.51, 2.78, 3.37. Consequently, the method of discriminant analysis is rightly chosen for the language 

levels of letters and words, as it has given good results and solved the task of author identification. 

In our research, we have developed a structure of the software system for author identification. The 

program is based on a modular principle, which allows us to quickly modify the program. The structure 

of the software system includes the following modules: a module of file opening, a module of sample 

setting, a module of text analysis, applying the chi-square test and the discriminant analysis, a module 

of results visualization, a module of data storing.  

To improve the efficiency of the work, a module MainWindowUI has been developed. It imports 

all next modules and a file containing a code of the program interface. For the statistical analysis of 

letters, stop words, punctuation marks and spaces, the modules StatisticLetters, StatisticStopWords, 

StatisticPunctuationMarks, StatisticSpaces have been developed. The module StatisticTests is used for 

texts differentiation and author identification by the chi-square test and the discriminant analysis. The 

developed software system ensures quick and efficient work. The data obtained are reliable and can be 

used in our further research. 

We consider it to be expedient to use the combination of the chi-square test and the method of 

discriminant analysis for authorship attribution on other language levels and in other languages. The 

level of test validity for the chi-square test is high – 95%. It is recommended to apply this test in a 

combination with other machine learning methods. 

6. Conclusions 

The purpose of the research has been achieved – the efficiency of the the chi-square test and the 

discriminant analysis has been proved on the levels of letters, stop words, punctuation marks and spaces 

in Ukrainian. The novel approach of the research consists in application of the developed structure of 

the software system based on a modular principle. The modular principle allows us to quickly modify 

the program system. The module StatisticTests based on the use of the chi-square test and the 

discriminant analysis has been applied for texts differentiation and author identification.  

The results obtained by the chi-square homogeneity test with a test validity of 95%, show that the 

authorship of I. Franko, O. Honchar and L. Hlibov has been established for the researched literary 

works. For the comparisons of the literary works by each of the mentioned Ukrainian writers, the 

homogeneity hypothesis has not been rejected. This means for each author that the literary works were 

written by the same author. Therefore, for author identification, it is expedient to use the chi-square test, 

either alone or in a combination with other classical or machine learning methods. The combination of 

the chi-square test with the discriminant analysis in this research has given good results. 

For the discriminant analysis, using the squared Mahalanobis distances, we have obtained the 

distances between the literary works by I. Franko, O. Honchar and L. Hlibov. The distances are small: 

for the literary works by I. Franko, the distances are: 3.84, 1.64, 3.05, 3.09; for the works by O. Honchar 

– 0.60, 3.04, 2.36, 4.83 and for the works by L. Hlibov – 2.84, 4.51, 2.78, 3.37. The established small 

distances testify that the researched literary works reflect the same authorial style, the linguistic features 

of the same manner of writing. Consequently, the discriminant analysis is an efficient method for author 

identification. 

In the developed software system, standard functions and libraries of Python were used in the 

algorithm of performing the chosen mathematical tests. The Python tools were employed for different 

protocols. Two main stages of the process of automated identification of the authorial style included: 

the preparatory stage before the statistical calculations, and the stage of the statistical calculations. The 

following changes were made on the first stage: all the letters in uppercase were changed into the letters 

in lowercase, only one space was left between the words, a space was put at the beginning of a text. 

Then, all the linguistic units were sorted. The letters, stop words, punctuation marks and spaces were 



calculated. The chi-square test and the discriminant analysis were performed for differentiation of the 

authorial styles and the author identification.  

In the algorithm of the software system functioning, there are the following steps: text files 

uploading, sample formation, sample division into portions, calculations of frequencies of occurrence 

of linguistic units in each portion and sample, application of the chi-square test and the discriminant 

analysis and analysis of the data obtained. 

The structure of the developed software system includes a module MainWindowUI which shows 

the program main window, imports all next modules and a file containing a code of the program 

interface. Modules StatisticLetters, StatisticStopWords, StatisticPunctuationMarks, StatisticSpaces are 

responsible for the statistical analysis of letters, stop words, punctuation marks and spaces. Module 

StatisticTests is involved in the texts differentiation and the author identification by the chi-square test 

and the discriminant analysis. 

The obtained results can be used in our future research aimed at testing statistical methods or their 

combinations for their efficiency in the author identification. 
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