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Abstract
Process mining techniques are used for the discovery of process models from recorded events, to analyze
the conformance of a specification derived from recorded events and a process model, and for predictive
analytics. However, mostly the recorded events come from (business) data of IT systems and process
mining techniques have been developed to process structured data that is at a high (business) level of
abstraction. Plenty of scenarios exist with low-level data and where process mining could give valuable
insights when analyzing these kinds of data. The purpose of this PhD proposal is to design a process
mining pipeline for time-series data in distributed settings. The challenges for process mining in such
a scenario are that usually no ground truth exist to learn and optimize against nor techniques exist to
efficiently process the high volume of time-series data, which is typical in such scenarios. To address
these challenges, we suggest a process analytics pipeline relying on the generation of synthetic data and
data sampling.
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1. Introduction

Process mining techniques are used for the discovery of process models from recorded events,
to analyze the conformance of a specification derived from recorded events and a process model,
and for predictive analytics. However, mostly the recorded events come from (business) data
of IT systems and process mining techniques have been developed to process structured data
that is at a high (business) level of abstraction. In plenty of scenarios (e.g., IoT settings) and
disciplines (e.g., natural or life sciences) low-level data is produced. One example for the analysis
of sensor data is in oceanography. With the rising importance of climate change, seaweed has
been identified as a large natural carbon storage possibility. By analysing time series data, we
can better understand the growth process of seaweed.

Process mining could give valuable insights when being capable of analyzing these kinds of
data [1]. For instance, time-series data is recorded in sensors and the data is analyzed with the
purpose to identify trends and patterns over time and make forecasts. The analysis of time-series
data could benefit from process mining. Its combination would allow to discover a process
and to analyze causal effects through the simulation of the process. However, time-series data
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Figure 1: Setting with distributed sensors and central processing units like Edge and Cloud.

is unstructured data and at a low level of abstraction, while process mining techniques were
developed for structured data that is at a high (business) level of abstraction. Therefore, time
series data needs to be processed appropriately to extract an event log.
Additionally, in IoT scenarios time-series data is generated distributed and mostly in a large
volume. This calls for an approach to efficiently process distributed time-series data for process
mining. To address this, we present a process analytics pipeline relying on the generation of
synthetic data and data sampling. Sampling allows to reduce the data size while preserving
the information within the data. The challenge of data sampling is to identify a representative
sample of the original dataset while reducing the volume of data.

The PhD proposal is structured as follows. The next section describes the research problem.
Section 3 summarizes a solution and challenges that have to be addressed. Related works are
discussed in Section 4, while the paper concludes with a summary.

2. Research Problem

The aim of the PhD proposal is to discover process models from distributed time-series data.
To achieve this, a pipeline to efficiently process and analyze the data has to be designed.
As mentioned above, distributed time-series data is generated in high volume, mostly with
inappropriate data quality and in scenarios with low latency. Therefore, we suggest a pipeline
relying on the generation of synthetic data and data sampling, while satisfying the requirements
in distributed settings. The synthetic data is generated on a low level by simulating the individual
sensors. The primary objective is to generate data for the development that is similar in
characteristics like the format, time intervals and synthetic dependencies with noise. The
synthetic dependencies are only for validating the developing methods and do not have to
mirror the real data. Real data will be used on the developed methods at a later point in time.
Fig. 1 shows a scenario with distributed sensors that a centrally processed at e.g., the edge and
cloud.
Existing process mining algorithms are not capable to process time-series data from such

scenarios. Activity recognition in time series is still an unsolved problem in time series analysis
[1]. In this respect, the mapping of activities onto a time series is still a challenge. In this PhD
proposal we will in particular focus on the volume and data quality aspect of time-series data
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Figure 2: Process analytics pipeline for time-series data for process mining

for process mining. This means that we also have to focus on the data perspective in distributed
settings to deal with the data quality aspect. Particularly, we suggest to generate synthetic
time-series data in order to bridge the gap. For this, we developed a structured approach to
map time-series data on control-flow patterns that we annotated for our purpose. Based on the
simulation of the patterns it is possible to generate synthetic data in varying quality, which is
again a crucial step for accurate results from machine learning techniques [2].

Fig. 2 shows the process analytics pipeline for distributed time-series data on an abstract level,
which we plan to implement in the PhD project. First, we map time-series data on control-flow
patterns in order to increase data quality through synthetic data1. Next, we plan to apply
sampling strategies and to abstract activities from the data and finally to use process mining.
When generating an event log, the large uncertainty between measuring points in some datasets
is also essential to be considered.

3. Activities of the PhD proposal

To provide a solution several challenges have to be addressed: first, data sampling is necessary
to reduce the data size. Then, activity recognition for time-series is essential, too. To address
this, we plan to generate synthetic data with our tool, insert different levels of noise and then to
design a technique for activity abstraction. Depending on the use case, there may be long time
intervals between measurement points in the time series. This leads to uncertainty between
measurement points, which must also be taken into account. Finally, we have to evaluate our
techniques of mapping time-series data on process patterns. Particularly, we have to evaluate
and to quantify the occurrence of the patterns in real time-series data.
Table 1 shows an example of the time series data used in the approach. The real and the

synthetic data have the same data structure. Depending on the dataset, there are one or more
entries for each timestamp. In this example, the air temperature and the salinity are measured
weekly.

The next steps to implement the pipeline are improving the generating of synthetic data,
testing different approaches to identify activities in time-series data and designing a method
for dealing with uncertainty within the time-series data. Furthermore, a visualisation for the
synthetic time-series data generation will be implemented. We plan to evaluate different data
quality levels (i.e., less or more noise) to provide a solution for activity recognition. Also, we

1This step is already completed. We refer to [2].



Timestamp Air Temperature Salinity …
2020-03-18 6.507 32.363 …
2020-03-25 7.484 32.313 …
2020-04-01 8.461 32.263 …
2020-04-08 9.291 32.251 …

Table 1
Example of time-series data from the marine use case.

will evaluate the sampling methods for two different scenarios. This research is relevant for
uncovering phenomena and underlying processes in natural and life sciences. Ziolkowski et
al. have already shown a first application of process mining on times series for data from
oceanography [3]. My work will continue in the same direction and build on it.

This PhD proposal is conducted within the Marispace-X project, which in this way presents
the scenario and real-time data. The purpose of the project is to develop a cloud-based platform
to improve data exchange and efficient processing of maritime data. The technical cloud
foundation relies on the GAIA-X framework. The data includes time-series data acquired from
distributed sensors from underwater locations, alongside data from single sensors mounted on
research vessels and stations.

4. Related Work

Herbert et al. proposed a methodology for generating synthetic time series data for process
analytics [4]. However, this approach lacks the ability to specify the effects present in the data.
To address this limitation, my proposed approach provides more flexibility in configuring the
effects represented in the data, as well as the complexity level. An approach that uses process
mining for time series data from smart products was presented by Eck et al. [5]. The approach
applies human activity recognition on the data collected by the smart products and subsequently
event logs are generated for process mining.
A challenge when using process mining methods can be the uncertainty in the data [6, 7].
Pegoraro et al. introduced a concept and a tool for not deleting and losing data, but rather
incorporating the uncertainty into a resulting model [6, 7]. Another challenge stemming from
the uncertainty in time series data is the presents of imprecise timestamps. The evaluation
of such partially ordered events has already been addressed by Lu et al. [8]. Process mining
for marine time series was introduced by Ziolkowski et al. by using a clustering algorithm for
generating a event log from the time series [3]. Subsequently, a process mining algorithm was
used to mine a process model.

5. Conclusion

This PhD proposal presents a pipeline for discovering process models from distributed time-
series data. For the development and evaluation of novel methods, synthetic data is generated



in varying complexity and noise intensity. Ultimately, this will be used for developing a method
for mapping activities onto distributed time-series data. Furthermore, sampling approaches will
be evaluated for two different scenarios within the pipeline. In the end, we want to be able to
apply sampling and activity recognition on real marine time series data in order to generate
event logs and subsequently use this for process mining.
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