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Abstract
The project goal was to make a comparison between different types of algorithms to prove what will be the best in similar
cases. Aditional we were looking at which one will be the best for frontend use. A simple classification of diseases according
to symptoms. We use 2 files from the data set, first with diseases and symptoms and the other with the symptoms themselves
and their weights. I use the first set fully. It contains 41 different diseases and 132 symptoms. In this setup, we will use 2
KNN algorithms, a soft classifier, and a decision tree. We compare their performance and execution time. The results were
predictable, KNN has the best accuracy but was the slowest, and the decision tree was a little bit worst accuracy but very
fast.
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1. Introduction
Modern computer science is heading towards the creation
of intelligent systems that facilitate control, management
or optimization of certain user processes [1, 2, 3, 4, 5].
Artificial neural networks [6] play a key role here, which
form the basis of machine learning [7, 8] as well as pro-
vide a number of useful tools for detecting certain fea-
tures [9, 10, 11, 12, 13]. Optimization processes often re-
quire the use of very effective tools which, thanks to the
efficiency of modern computers, allow to imitate the be-
havior of the animal community that most often aims to
obtain food [14, 15, 16] and proper healthcare [17, 18, 19].
An interesting and extremely useful task at the moment
with the use of heuristic algorithms is the reduction of en-
ergy consumption [20]. Contemporary IT solutions com-
bining IoT and artificial intelligence methods increase
the quality of life [21, 22] facilitate care for the elderly
[23] and are also used to detect road damage [24, 25].

The government and health insurance providers might
gain from disease prediction, among other stakeholders.
Patients who are at risk for certain illnesses or disorders
can be identified. The quality of treatment can be im-
proved and possible hospital admissions can be avoided
if clinicians take the necessary steps to avoid or minimize
the risk. Also in the age of Covid and virtual contact with
doctors, it can be a good alternative for the first quick
diagnosis.
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2. Assumptions for the algorithms
Each of the algorithms should be prepared to meet the
following criteria:

1. Prepared according to the mathematical descrip-
tion of the algorithm;

2. Optimized for the performance on our data set;
3. Returns the most likely disease;
4. Should be used easy to implement or use in the

front-end site;

3. Dataset and Data processing
The data was taken from the Kaggle platform from a
database called "Disease Symptom Prediction"[26]. At
the very beginning, We started to "clean up" and wrote a
script that removed duplicates from almost 5,000 records
in the database and managed to extract 442 unique ones!
Therefore, even the most stupid and bad solutions on the
Kaggle platform gave 100% or very close to this result.
That is why in the end We also tested manually/visually
to be sure that the results are not just empty percentages.

• The data were stored as strings. 18 columns where
the first is Disease, which is our class, and the oth-
ers contain symptoms or NaN.

• We then counted the number of times NaN occurs
and replaced it with 0.

• We count the unique symptoms (132).
• Now clear the spaces so that the data matches the

second file, which contains all the symptoms.
• We create a graph (fig. 1) to illustrate the fre-

quency of symptoms in the database.
• The next graph (fig 2) shows how many records

we have for each disease.
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Figure 1: Frequency of symptoms

Figure 2: Frequency of disease

• We replace the symptoms with the corresponding
numbers which are the indexes of the 2nd file so
there is no risk of mixing things up.

• The last and most difficult step (after the first KNN
clusterization which will be discussed below) is
to change the data frames so that the columns
become symptoms and the values are 0 when
there is no symptom and 1 when there is.

• The graph on fig. 4 shows how symptoms are
distributed according to disease.

4. K Nearest Neighbors Algorithm
The K Nearest Neighbors (KNN) algorithm is the sim-
plest and slowest classification algorithm. classification.
This becomes a problem when dealing with large data
sets. Find the k nearest elements (neighbors) to a new
element and assign this element to the group to which
most of its neighbors. To improve the performance of the
KNN algorithm a common technique is to standardize or
normalize the data. Its application causes all dimensions
for which the distance is calculated to have equal sig-
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Figure 3: Distribution of symptoms for a given disease

nificance. Otherwise, a situation could arise in which a
single dimension would dominate the other dimensions.
measures. In this case, we have data that is based on
symptoms and there is no strength of their or time of
occurrence, so we don’t have to worry about that. The
KNN algorithm uses metrics to determine the nearest
neighbors. In this case, I used the Minkowski distance.

𝑑(𝑎, 𝑏) =

(︃
𝑛∑︁

𝑖=1

| 𝑎𝑖 − 𝑏𝑖 |𝑚
)︃ 1

𝑚

, (1)

5. Soft classifier
In order to build a soft classifier we first need to take
care of a suitable data format. Then, we create a dictio-
nary from the columns with 0-1 values. The dictionary
building itself is done as follows: the algorithm calculates
average values for the given column and then checks how
many values in the column are below and above the aver-
age for the given disease. Based on this data, it completes
the dictionary with values. The static method which is
responsible for this is group class.
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6. Decision tree
A decision tree is a supervised machine learning tool that
may be used to classify or predict data based on how
queries from the past have been answered. The model
is supervised learning in nature, which means that it is
trained and evaluated using data sets that include the re-
quired categorisation. The decision tree might not always
offer a simple solution or choice. Instead, it may provide
the data scientist choices so they can choose wisely on
their own. Decision trees mimic human thought pro-
cesses, making it typically simple for data scientists to
comprehend and evaluate the findings. A decision tree
is drawn upside down with its root at the top. Each tree
node can be split into branches. The end of the branch
that doesn’t split anymore is the leaf.

7. Support Vector Machine
Support Vector Machine, or SVM, is a prominent Super-
vised Learning technique that is used for both classifica-
tion and regression issues. However, it is mostly utilized
in Machine Learning for Classification difficulties. The
SVM algorithm’s purpose is to find the optimum line or
decision boundary for categorizing n-dimensional space
so that we may simply place fresh data points in the
proper category in the future. A hyperplane is the opti-
mal choice boundary. SVM selects the extreme vectors
that aid in the creation of the hyperplane. These ex-
treme examples are referred to as support vectors, and
the method is known as the Support Vector Machine.

8. Algorithms

8.1. KNN algorithm pseudocodes

Algorithm 1: Data clustering algorithm.
Data: Input data set sample
Data: Input data set data
Data: Input k number of classifications
Data: Input m Minkowski distance
Result: Class

1 Create classes from zeros dictionary ;
2 Create distances with an empty list ;
3 foreach x in range (0, len (data), 1) do
4 distances.append (minkowskiDistance

(sample, data.iloc [x], m))
5 end
6 data = data.assign (dist = distances) ;
7 data = data.sort_values(by=["dist"]) ;
8 data = data.drop (["dist"], axis = 1) ;
9 foreach i in range (0, k, 1) do
10 classes [data.iloc [i] ["Disease"]] + = 1
11 end
12 return max (classes, key = classes.get)

Algorithm 2: Algorithm returning the accuracy
of the kNN classifier.
Data: Test input
Data: Train input
Data: Input k number of classifications
Data: Input m Minkowski distance
Result: Accuracy

1 Create correct with the value 0 ;
2 foreach i in range (0, len (test), 1) do
3 if clustering (test.iloc [i], train, k, m) ==

test.iloc [i] .Disease then
4 correct + = 1 ;
5 end
6 return str (correct / len (test) * 100) + % ;

8.2. soft classifier pseudocodes
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Algorithm 3: Algorithm for building a soft set.
Data: Input data set data
Data: Input symptoms dataset
Result: groupByClass soft dictionary

1 Create columnNames with column list from 𝑑𝑎𝑡𝑎 ;
2 Create uniqueClasses with a list of unique classes

from 𝑑𝑎𝑡𝑎 ;
3 Create groupByClass with dictionary ;
4 Create a size with number of columns from 𝑑𝑎𝑡𝑎 ;
5 Create i ranging from 0 to the length of the

unique classes ;
6 Create count with a value of 0 ;
7 Create a type with the dictionary ;
8 Create a cell from 0 to length 𝑑𝑎𝑡𝑎 ;
9 Create j ranging from 1 to the length of the

columns of 𝑑𝑎𝑡𝑎 ;
10 foreach i in range (0, len (uniqueClasses), 1) do
11 count = 0 ;
12 type = symptoms [i]: 0 for i in range (len

(symptoms)) foreach cell in range (0, len
(data), 1) do

13 if data.at [cell, columnNames [0]] ==
uniqueClasses [i] then

14 count + = 1 ;
15 foreach j in range (1, size, 1) do
16 type [columnNames [j]] + =

data.at [cell, columnNames [j]] ;
17 end
18 end
19 if count == 0 then
20 continue ;
21 type = k: v / count for k, v in type.items () ;
22 ProcessingData.toOneOrZeroDict (type) ;
23 groupByClass [i] = type ;
24 end
25 return groupByClass ;

8.3. Decision tree
For the decision tree, we use DecisionTreeClassifier from
sklearn. The params were: nodes=40, criterion=’entropy’,
random state=0, max depth=6, min samples leaf=1.

8.4. Support Vector Machine
For SVM we choose the SVC implementation for C-Support
vector classification also from sklearn. The input params
were: kernel=’linear’, C=1

9. Select the best algorithm
Table with average time and average Accuracy.

Algorithm 4: Algorithm for converting dictio-
nary values to 1 or 0.
Data: Dictionary input dict
Result: Dictionary with values 1 or 0

1 foreach key in dict.keys () do
2 if dict [key]> 0.1 then
3 dict [key] = 1 ;
4 else
5 dict [key] = 0 ;
6 end
7 end
8 return dict

Algorithm 5: Data classification algorithm.
Data: Weights weight input
Data: Input requirements demands
Result: Classification Index

1 Create res with list of zeros ;
2 Create i ranging from 0 to the length of weights ;
3 Create a trait ranging from 0 to the length of

weights [i] ;
4 foreach i in range (0, len (weights), 1) do
5 foreach trait in weights [i] do
6 if trait in demands then
7 res [i] + = weights [i] [trait] *

demands [trait] ;
8 end
9 end

10 return res.index (max (res))

Figure 4: Decision tree graph

Algorithm Accuracy Time
KNN v1 82.2% 10.4s
KNN v2 100% 31.2s
Soft classifier 97.74% 4.4s
Decision tree 84,96% 0.7s
SVM 87.22% 0.6s

KNN v1 was KNN with dataset with orginal shape.
KNN v2 was KNN with rashaped dataset.
Each classifier was tested 30 times to ensure that the
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results we obtained were as near to their true accuracy
as possible. KNN on a well-shaped data set was, in our
opinion, the best of the tested algorithms. It has the
best accuracy but takes a lot of time. The compromise
between speed and accuracy was a decision tree. It has a
near 100% score and also good performance, we can also
easily save weights for future use in the front-end. The
quickest was SVM and the accuracy was not the worst
so if we need really quick classification we need to take
SVM into consideration.

10. Conclusion and future work
To sum it all up, we have a wide range of algorithms to
choose and the proven algorithms performed well on the
dataset. Further testing with more algorithms, or con-
necting fast algorithms with some simple decision model,
should be undertaken to increase their performance. Ex-
panding the collection with new features and situations
would be another way to improve the utility of our ef-
fort. For mobile phones, performance is very important.
For example, we are not able to use KNN in some health
realeted applications but we can use weights from soft
classifier or SVM.
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