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Abstract
Information produced on social media platforms can serve a wide range of applications, yet the ability to
obtain and refine this information is hindered. Social media data naturally exhibit a multi-modal and
relational nature, with challenges associated with its volume, pace, variability, and a variety of sources
of noise. Especially in time-sensitive scenarios, these characteristics call for efficient, automated filtering
approaches capable of extracting the available relevant data with minimal human supervision. How
these automated approaches can be optimized while respecting context-dependent quality constraints is
an understudied issue. Moreover, adaptation to non-stationarity in both data and relevance enriches the
perspective of this research topic. The study of a method for overcoming these challenges by leveraging an
adaptive architecture is proposed. Adaptivity pertains to selecting data representations, their aggregation,
and the filtering decision policy. These choices are subject to operating constraints over the quality
dimensions of accuracy, completeness and timeliness. The research question is contextualized in the
state of the art, and its novel aspects are discussed. Preliminary results are described, together with a
research plan outline.
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1. Research goal formulation

The research objective is an adaptive method for filtering relevant content from social media
streams, as defined by a context-dependent desired goal. This method is the goal artifact, and
its design is the top-level practical problem guiding the exploratory research effort.

Contents on social media and their relations are ever-changing, reflecting the unfolding
of events in the real world. Extracting relevant information from social media poses specific
challenges due to the volume and pace of data, the sensitivity of data filtering to time, contexts
and constraints, the multi-modal nature of contents, the dynamic relationships that emerge
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among them, and the difficult trade-off between quality measures.
The study pertains to the early stages of data preparation pipelines, intersecting data discovery

and cleansing. The method is intended to balance data quality constraints in terms of relevance,
completeness and timeliness. The knowledge questions that stem from the driving objective
are related to approaches and algorithms functional to two main properties of the method
under study: relevance of the outputs and timely adaptiveness. Relevance is to be studied as a
function that emerges from content representations, relations among contents, and user-defined
goals and constraints. Adaptiveness is to be investigated by taking into account changing data
distributions and relations.

The end users of the method would be actors interested in a fast, machine-assisted assembly
of data analysis pipelines for social media streams, with an accent on the adaptive selection
of significant results. This is motivated by scenarios in which events unfolding over time,
possibly abruptly or unpredictably, have to be monitored. Decisions about collection and
filtering often translate to time-consuming experiments, burdensome procedures and single-use
implementations, whose performance degrades over time. In several scenarios, the need to
rapidly and adaptively extract meaningful data dominates other resource constraints, while
still requiring a governable quality of extracted data. The consumers of the outputs of the
applications would be designers of enclosing data preparation pipelines, data analysts, or
downstream tasks such as supervised classification tasks.

Example use cases for social media analysis tasks are business purposes, political communi-
cations and emergency management. In all these cases, valuable information lies among a sheer
amount of posts, including comments, opinions, machine-generated content, and unrelated
messages. Data could be intentionally tainted by misinformation or spam. Social media data
share many of the characteristics of the so-called big data. Tackling the distinctive volume,
velocity, and variability of social media calls for automated approaches that focus on different
aspects of data understanding in order to control the quality of the output. In many scenarios,
data quality is controlled by combining these approaches and human expertise to validate
the reliability of the information extracted. We argue that this expertise can be wired into
a closed-loop paradigm involving both human and automated operations in order to build
and update a data processing policy aimed at maximizing the relevance of the output while
controlling both its timeliness and completeness.

2. Related work

Through a literature analysis, the authors of [1] highlight a general lack of research on the
stages of data discovery, collection, and preparation in social media analytics. They report that
data volume is mainly cited as a challenge in the literature, while other categories have received
less attention. An overview of the predominant research directions in the field can be found in
[2] and [3], underlining active research fields in social media analytics ranging from marketing
to information sharing during emergencies to politics. For one of the relevant application
fields of social media analysis, disaster management, [4] reports that studies involving the
dimensions of time, content and network together are underrepresented. Coherently with
[1], also in [5] the technology-related data quality issues are reviewed with the perspective of
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the big data “five Vs”. Their work underlines the ongoing debate about the quality of social
media data, questioning whether it is relevant for generalization in the context of research
and development. The framework proposed in [6] is also grounded in a similar perspective,
but through the lens of service composition, aiming at providing a quality model to capture
the mutating features of social media data. Authors in [7] analyze readability, completeness,
usefulness, and trustworthiness in the context of a social media platform, Twitter. Another
social media quality framework for Twitter is proposed in [8]. Challenges and approaches
specific to data cleaning are reviewed in [9]. [10] proposes a reinforcement learning technique
for selecting an optimal sequence of data processing steps with a given dataset and quality
performance metric, emphasizing that the study of automatically deriving optimal data pre-
processing pipelines has been understudied. [11] aims at supporting non-experts with the
estimation of the impact of pre-processing operators in a machine learning scenario.

Among the above-mentioned application domains, emergency management poses interesting
constraints both to the required quality and the timeliness of the operations. Social media can
provide first-hand information under tight time constraints for the analysis of emergencies as
described, for instance, in [12] for earthquake reporting. Adaptation in quantitative analysis
related to trending topics during COVID-19 is analyzed in [13]. [14] uses frequency features of
tweets to infer flood events on a global scale. [15] proposes a framework to detect composite
social events over social media streams.

Despite the huge amount of works leveraging text information extracted from social media
platforms, in many scenarios the analysis of multimedia content is of paramount importance. A
notable scenario is again emergency management, where the presence of an appropriate image
is a strong proxy of relevance [16]. In recent years deep learning approaches leveraging the
integration between image and text data were presented, such as [17]. A recent survey on the
state of the art of representation learning techniques is presented in [18]. Embedding models
can be used to extract representations of both documents and users. In [19] and [20], a method
for creating semantically meaningful representations of users is presented. Higher-level entities
can also be investigated. Among analytical studies to the study of communities, polarization
and echo chambers, [21] proposes a method that highlights communities of users sharing a
stance in the COVID-19 debate, examining the structure of the networks and the textual content
of the interactions. [22] proposes a scalable model to estimate the political leanings of Twitter
users, leveraging network structure and users’ profile descriptions.

Social media expose vast amounts of its users to information campaigns, visible or malign,
that influence collective opinions. Heuristics for representation methods aiming at supporting
veracity can be derived from misinformation analysis techniques. Technical challenges for
discriminating trends among users are pinpointed in a machine learning framework proposed in
[23]. The authors focus on the challenge of early detection of promoted content, highlighting that
content, user, network and timing features play different roles with respect to the evolution of the
events. [24] analyzes the temporal dynamics of misinformation spreaders in a dynamic graph-
based framework, proposing a detection approach. [25] proposes a semi-supervised approach
for identifying bots that learns a joint representation of social connections and interactions
among users, leveraging graph-based representation learning and label propagation. [26] studies
the spread of propaganda and misinformation that circulated during the first months of the
Russia-Ukraine conflict, concluding that Facebook and Twitter are vulnerable to abuse during
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crises.
Machine learning methods applied to graphs have been an active research area in the last

few years. [27] aims at learning low-dimensional, continuous feature representations for nodes
in a network. [28] proposes a semi-supervised convolutional learning method for graphs. The
method scales linearly in the number of graph edges and encodes both local graph structure
and node features. [29] surveys representation learning literature in the context of dynamically
evolving graphs. Studies on the evolution of graphs are underrepresented in graph machine
learning. An example is given in [30], presenting a learning framework for dynamic graphs.

3. Challenges and research questions

Literature review and exploratory work highlighted an assortment of challenges that can be
translated into knowledge questions. These questions focus on the desired properties of the
method under study: relevance of the produced outputs and adaptivity, as defined by the
combination of application goals and suitable quality measures.

3.1. Relevance in a non-stationary environment

Social media data show remarkable characteristics of variety and variability. These character-
istics evolve over time in reaction to events. If user feedback about the relevance of data is
produced, suitable approaches can be derived in order to connect the feedback to the extraction
process. This feedback enables the method to isolate relevant contents in an adaptive fashion.
We assume that a specific application goal can be implicitly approximated by user feedback on
the processing outputs. Several approaches in machine learning and network analysis model
relevancy as an attribute linked to intensional or structural data properties, possibly accounting
for data labels:

𝑅 = 𝑓(𝑑𝑎𝑡𝑎, 𝑙𝑎𝑏𝑒𝑙𝑠*)

𝑅 = 𝑓(𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒, 𝑙𝑎𝑏𝑒𝑙𝑠*) (1)

Building up on such techniques, our research question investigates how to assess the relevance
of social media data from its multi-dimensional characteristics, network-derived features, and
their evolution over time:

𝑅 = 𝑓(𝑔(𝑑𝑎𝑡𝑎), ℎ(𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒), 𝑡𝑖𝑚𝑒, 𝑙𝑎𝑏𝑒𝑙𝑠) (2)

With the 𝑔 and ℎ notations, we stress that the research objective is not directly related to
the techniques of representation learning but rather to the interplay that relevance has with
these constituents and their composition. Relevance is goal-dependent, and it is assumed to be
time-dependent. The overall research question is formulated as follows:

• How to design an adaptive method for filtering relevant data from multi-modal, non-
stationary social media streams?

Raimundas Matulevicius
54



3.2. Representations for data modalities and relations

Social media data naturally exhibit a multi-modal nature. Structured and unstructured content
can be encoded in representations that contain valuable information for isolating relevant
contents. Social media data also exhibit a relational nature since entities are linked among them,
forming a network, and non-atomic entities emerge from these structures, such as authors,
threads and communities. The nature and the impact of the representations for data and their
relations are key aspects of the proposed research. A visual intuition is proposed in Figure
1. We are interested in the following knowledge questions stemming from the main research
question:

• What are the trade-offs between the choices on representations extracted from social
media data, operation-level constraints and efficacy of the adaptation?

• How the representations of the different dimensions can be combined or aggregated? Are
there paradigmatic changes that depend on the scenario?

3.3. Time dimension

We assume that application constraints are specified by an application designer and explicitly or
implicitly adjusted at operation time. We also assume that human feedback on the relevancy of
the outputs will be available, at least for a subset of items and with some latency. This feedback
could again be explicit, at the design phase or implicit, in subsequent steps of the data processing
or use. We are interested in exploring the following knowledge questions that relate to the
timeliness dimension:

• What are the trade-offs among latency in the delivery of the results, latency in the
adaptation to the feedback, and latency in the design of application instances?

• Are there approaches that are sub-optimal in terms of relevance and yet can be applied
under specific timeliness constraints?

4. Contributions

The contribution is focused on supporting the discovery and filtering phases with an automated
adaptive approach for social media data, which is a germinal data preparation topic. Which
algorithms and techniques are better suited to select transformation actions, their orchestration
and aggregation, and under which conditions and scenarios, are understudied knowledge
questions according to the literature. These questions are tackled mainly using quantitative
experimental approaches over real-world data. A supplementary contribution is the joint study
of the target adaptive methods and the dimension of data timeliness, enriching the assessment
of the method evaluation with faceted performance dimensions.

An overview of the reference framework for investigating the research question is depicted
in Figure 2, describing logical components, data objects, and data flows. The subject of the
adaptation is a data selection policy. The policy defines an extraction and filtering process. The
driver of adaptation is user feedback as a proxy measure of relevance. Process constraints are
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Figure 1: Data structures, relations and their representations on social media

expressed in terms of input and output throughput, output accuracy, and output timeliness. The
data selection policy is partitioned into sub-policies related to functional areas. The combined
effect of the sub-policies expresses the overall policy at time 𝑡, which is denoted as 𝑃𝑡.

Data streams originating from one or more social media platforms are queried based on
a query policy, 𝑃(𝑄,𝑡). Intra-entity and inter-entity characteristics of the extracted data are
mapped to representations leveraging a transformation action library 𝐴. Actions can apply
to individual data items or a set of data items. The choice of which actions to apply depends
on a transformation policy, 𝑃(𝑇,𝑡). Representations for data items are then aggregated, and an
estimate of the relevance is produced by a filtering policy, 𝑃(𝐹,𝑡).

User feedback is produced at design time or along the downstream processing. The feedback
could be on data relevancy, timeliness, or both. It is assumed that the full or a restricted set of
feedbacks can be obtained and stored. Each feedback is related to a uniquely identified item. It
is assumed that data coming from the original streams cannot be stored due to restrictions on
the storage volume and on the retention policy. It is assumed that a restricted set of transformed
representations, which are anonymized, can be stored. For this purpose, a representation store
𝑆𝑅 is provided. The representation store could reference the original content, which is volatile,
and traces the 𝑃(𝑇,𝑡) transformation policy. Representations and their selection and aggregation
are time-dependent. Policies are tracked and historicized.
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Figure 2: Reference framework for the proposed investigation

5. Preliminary results and planning

5.1. First year

During the first year, the study has been focused on data preparation pipelines tailored to social
media. A conceptual framework for machine-assisted, human-in-the-loop pipeline design has
been elaborated in [31]. Case studies for pipeline design in emergency management scenarios
were presented in [32]. The approach has been enriched with a dictionary-based adaptive data
ingestion and detection method in [33]. Both approaches leverage textual and image data in
order to identify the onset of natural disaster events and extract relevant contents during the
first hours of emergency response. A contextualization of the method in the more general
framework of analyzing social media with crowdsourcing can be found in [34].

5.2. Second year

The main line of work for the second year is a comprehensive evaluation of relevant data
representations, combination strategies, and their impact on relevance. As an experimental
scenario, an investigation on how to assess the severity of cybersecurity threats based on social
media content and structure is in progress. In parallel, the impact of mixed representation
methods on the detection of misinformation in social media is being studied. The late part
of the second year will be devolved to the assessment of algorithms for deriving the optimal
filtering policy 𝑃(𝐹,𝑡) depending on application constraints, together with the exploration of
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performance trade-offs, especially depending on representation choices. These evaluations are
aimed at tackling the questions specified in subsection 3.2.

5.3. Third year

The third year will be devolved to the study of the implications of the policies and their
combinations on the time dimension, focusing on the topics raised in subsection 3.3 and
experimenting on the different sources of latency (design, processing, adaptation) and their
interplay. Appropriate validation scenarios, with real-time or simulated dynamics using relevant
datasets, will be examined. It is also expected that the study of filtering policies initiated during
the second year will continue throughout the third year.
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