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Preface 
 
CAiSE 2008 was the 20th in the series of International Conferences on Advanced 
Information System Engineering. This edition continues the success of previous 
conferences, a success largely due to that fact that, since its first edition, this series 
has been evolved in parallel with the evolution of the importance of information 
systems in economic development. CAiSE has been able to follow, and often to 
anticipate, important changes that have occurred since 1978 when the first CAiSE 
conference was organised by Arne Sølvberg and Janis Bubenko. In all these years, 
modern businesses and IT systems have been facing an ever more complex 
environment characterized by openness, variety and change. Furthermore, enterprises 
are experiencing ever more variety in their business in many dimensions. In the same 
way, the explosion of information technologies is overwhelming with a multitude of 
languages, platforms, devices, standards and products. Thus enterprises need to 
manage an environment to monitor the interplay of changes in the business processes, 
in information technologies, and at the ontological level, in order to achieve a 
sustainable development of their information systems. Enterprises must enter the era 
of Sustainable Information Systems to face the important developmental challenges. 
During all these years, CAiSE researchers have been challenged by all these changes, 
and the CAiSE conferences provide a forum for presenting and debating important 
scientific results. In fact, CAiSE is positioned at the core of these tumultuous 
processes, hosting new emerging ideas, fostering innovative processes of design and 
evaluation, developing new information technologies adapted to information systems, 
creating new kinds of models, but always being subject to rigorous scientific 
selection. And so, the previous CAiSE conferences have largely contributed to 
develop a sustainable conceptual platform for information systems engineering, well 
suited to the era of Sustainable Information Systems. This is the main theme of this 
conference. 
 
The CAiSE Forum 2008 proceedings represent a collection of 22 excellent short 
research papers and five demos which were presented at four poster sessions during 
the conference. The selection of Forum papers was very stringent, due to the very 
high standard of the submitted papers. Several high-quality papers initially submitted 
to the CAiSE conference were selected for the CAiSE Forum to stimulate open 
discussions of high-quality on-going research.  
 
As editors of this volume, we would like to express our gratitude to the program 
board, the program committee and external reviewers for their efforts in providing 
very thorough evaluations of the submitted CAiSE papers. We also would like to 
thank Richard van de Stadt for his very effective support during the paper evaluation 
and proceedings preparation. Finally, many thanks to Google, Microsoft, ERCIM, 
UM2 and CNRS, Languedoc-Roussillon Region and The City Hall of Montpellier for 
their sponsorship. 
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Method Tailoring as Negotiation 

Fredrik Karlsson 1 
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Abstract. The need for method tailoring is widely accepted in the field of 
information systems development methods. Today much attention has been 
devoted to viewing method tailoring either as (a) a highly rational process with 
the method engineer as the driver where the method users are passive 
information providers, or (b) as an unstructured process where the developer 
makes individual choices, a selection process without a driver. In this paper we 
view method tailoring from a negotiation perspective using Actor Network 
Theory. Our narrative examples depict method tailoring as a more complex 
process than either (a) or (b) show. 

Keywords: Method tailoring, Method Engineering, Method-in-Action, Actor 
Network Theory, Negotiation 

1   Introduction 

As Fitzgerald et al. [1] conclude ‘it is now widely accepted that [information systems 
development] methods should be tailored to the actual needs of the development 
context.’ This statement is acknowledged by, what appears to be, the two schools of 
information systems development methods [2]: method engineering [3] and method-
in-action [4]. 

These two schools view method tailoring as (a) a highly rational process with the 
method engineer as the driver, where the method users are passive information 
providers, or (b) as an unstructured process where the developer makes individual 
choices, a selection process without a driver. However, Riemenschneider and 
Hardgrave [5] show that acceptance of methods is dependent of ‘the opinions of 
developers’ coworkers and supervisors toward using the methodology.’ Madsen et al. 
[6] conclude that far too ‘little research has addressed the details how the unique and 
local method emerges and why it takes the form it does.’ They unfold the emergent 
method through three different perspectives, one of them being the interactive process 
perspective. But, still the details of the negotiation aspect of the emergent method are 
not evident. Consequently, method tailoring is poorly understood as a social activity. 
The purpose of this paper is to exemplify method tailoring as negotiation, the 
interplay between humans and artifacts. For this purpose we apply Actor Network 
Theory (ANT) [7]. 
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2   Actor Network Theory as Research Approach 

The research presented in this paper is an interpretive investigation of method 
tailoring. The empirical base is an information systems development project 
undertaken in a public organization. A content management system was implemented 
and the organization’s existing web site was migrated to the new platform. The author 
participated as one of thirteen regular team members in this project, spending 1 200 
man hours during eighteen months. The project was carried out at three different 
locations, two locations inside the public organization and one location at a consulting 
firm. The actors are categorized according to the main roles they had during the 
project: project manager, systems administrator, implementer, requirements engineer 
and content manager. 

Walsham [8] concludes that ANT is both a theory and a research method. ANT 
contains a conceptual framework to use during data collection and analysis. Our 
interpretation of this framework is inspired by Walsham [8] and our framework has a 
specific characteristic; it does not contain any a priori distinction between human and 
non-human actors. Both concepts are viewed as active makers of actor networks and 
are specializations of the actant concept. Furthermore, networks are changed through 
translation, an establishment of a new relation between actors. Latour [7] describes it 
as coexisting in a network to achieve of a common goal, for example when the system 
analyst and the tester agree to document the information system’s external behavior 
using use cases. Often translation requires enrollment where an actor seeks to 
influence how another actor should act, for example to use a specific technique. 
Enrollment and translation can result in inscriptions, where interests are inscribed into 
written material or technical systems. 

This research is based on several data sources from the systems development 
project: intermediate project artifacts, e-mails and project notes. Intermediate project 
artifacts show what has actually been documented. Furthermore, these artifacts are 
time stamped making it possible to analyze how they have evolved over time. That is 
to say, they show the result of method tailoring. The e-mails and the project notes are 
used to capture tailoring decisions and arguments behind these decisions. 
Consequently, these documents contain traces of the team members’ different 
viewpoints about the emergent method. 

3  Method Tailoring – The Analysis 

3.1   The First Example 

Our first examples concerns method support for requirements engineering. Much of 
the requirement work during this project concerned the web page templates. Simple 
sketches were used to capture layout and functional requirements. This work was 
carried out by the requirements engineer together with the content managers. 
However, when it came to more advanced web page templates, containing interaction 
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possibilities, static sketches did not provide enough information. The method’s 
inadequacy is salient in the e-mail conversation between the requirements engineer 
and the implementers, concerning the design of forum templates: ‘what are the 
options in this listbox’, ‘how are these [web] pages linked to each other’, and ‘how 
shall we display the thread overview.’ These quotes illustrate the problems to capture 
and communicate the design. 

In an e-mail the requirements engineer concludes ‘that several options exist’, but 
she suggests the use of either use cases or storyboards. Both her suggestions are 
enrollments of techniques used in other methods. In addition, through her proposal 
she tried to enroll the content managers and the implementers in use of one of these 
techniques. Two of the implementers express that they prefer storyboards to use 
cases: ‘use cases tend to become cluttered … difficult to show how [web] pages are 
related.’ Consequently, the two implementers seem to be concerned with the amount 
and the type of details that are capture if they chose to use cases. Furthermore, the 
implementers needed to know how web pages were related to each other in order to 
determine possible navigation paths and when to provide a specified functionality. 
According to the implementers use cases insufficient means to this end. 

In an additional e-mail to the implementers, the requirements engineer referred to a 
discussion with some of the content managers (it is unclear with whom). She stated 
that the content managers preferred storyboards as well, ‘since they are easier [to 
read].’ Hence, the three actor groups have made a translation and later use of 
documents show an inscription in the method. 

3.2   The Second Example 

Our second example concerns method support for testing. The content managers, who 
are responsible for testing the web page templates, had just begun their work. They 
either gave oral reports to the implementers or documented the flaws on post-it notes. 
At initial stage the implementers concluded that the method lacked proper support for 
test reports and tracing flaws. 

One of the implementers addressed this issue with the content managers via e-mail. 
He argued in favor of one shared artifact for documented bugs, since ‘I believe we 
cannot keep trace of all the bugs we have found.’ The content managers’ answers to 
this e-mail can be divided as follows: (1) two actors did acknowledge the problem (2) 
one actor did not acknowledge this as a problem, and (3) two actors did not answer. In 
an e-mail reply to the content managers the implementer proposes ‘a simple Excel 
sheet … on a shared domain.’ The implementer received three positive replies to this 
enrollment. In one reply we find ‘… we have to discuss the layout [of this 
document].’ The person who did not acknowledge the need for a formal test report 
document did not answer the implementer’s e-mail. 

The implementers discussed the need for a formal test report document with the 
project manager, arguing that they were not able to manage the change requests with 
the current way of working. Hence, they enrolled him in the method tailoring process. 
At this meeting the implementers presented a document template, which was later e-
mailed to the content managers. The e-mail conversation shows a translation between 
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the implementers and the project manager, where the latter act as delegate: ‘I believe 
this [document layout] looks good.’ 

At a later meeting a decision was taken to use this document template. This 
decision was explicitly supported by the implementers as well as two of the content 
managers. Consequently, an inscription in the method was made. When analyzing the 
use of the template we identified that two of the content managers disagreed with the 
decision and the inscription. They continued to report bugs via post-it notes, e-mail 
and orally. The other actors did not express any problems with the new modifications. 
Hence, they aligned with the method evolvement. 

4  Conclusion 

In this paper we have depicted method tailoring from a negotiation perspective, using 
Actor Network Theory. Most of the existing literature view method tailoring as either 
(a) a highly rational process with the method engineer as the driver where the method 
users are passive information providers, or (b) as an unstructured process where the 
developer makes individual choices, a selection process without a driver. Our 
narratives show that method users are not passive information providers during 
method tailoring. But these narratives also show that method tailoring is not about 
individual choices either. Accordingly, this is clearly an interesting venue for further 
research, investigating negotiation patterns in method tailoring and how they can be 
used in construction of approaches and tools. 
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Abstract. Agile Modeling provides a set of best practices of “light-weight” 
modeling to support the modeling process on a macro level within the agile 
development teams. The objective of this paper is to analyze the potential of 
using Enterprise Modeling in agile development projects to address some of the 
existing challenges of agile projects.  

Keywords.  Enterprise modeling, agile modeling, agile development  

1 Introduction 

The Information System (IS) development community has been trying out and 
adopting various agile development approaches such as, e.g., eXtreme Programming 
(XP) [1] and SCRUM [2]. One of the strengths of agile approaches is their flexibility 
and ability of dealing with change efficiently. Their philosophy is development of 
only those artifacts that are directly related to the software product. Agile approaches 
typically do not prescribe which methods, languages, and tools are to be used. Instead, 
the emphasis is on choosing the simplest, most effective and, therefore, the most cost 
effective ones. To support the modeling process on a macro level within the agile 
development teams Agile Modeling (AM) [3] was developed. AM provides best 
practices of “light-weight” modeling and suggests active stakeholder involvement.  

However, gathering requirements in agile methods is targeted exclusively to 
software development needs. The relationship between knowledge of enterprise 
stakeholders and software artifacts is tacit and contributes only to the software 
development process, not to the enterprise knowledge development on a larger scale.  
This phenomenon does no permit to utilize all possible benefits of requirement 
gathering. Enterprise Modeling (EM) [4] on the other hand has proven to be a 
practicable instrument for creating an integrated and negotiated model describing 
different aspects of an enterprise. [5] show that EM can be used for two main types of 
objectives – (1) developing the business, e.g. developing business vision, strategies, 
redesigning the way the business operates, developing the supporting information 
systems, or (2) ensuring the quality of the business, e.g. sharing the knowledge about 
the business, its vision, the way it operates, or ensuring the acceptance of business 
decisions through committing the stake-holders to the decisions made. 
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In this paper we analyze the potential of using EM, taking the EKD (Enterprise 
Knowledge Development) approach as an example, in agile development projects. 
The research approach is conceptual and argumentative based on findings of a number 
of qualitative research studies [5, 6, 7, 8]. The rest of the paper is structured as 
follows. Sections 2 and 3 summarize EM and agile development respectively. Section 
4 integrates the AM and EM while section 6 presents concluding remarks. 

2 Background to EKD 

EKD is an EM method for developing, acquiring, and communicating early, 
enterprise knowledge, such as strategies, goals, or requirements, by a structured, 
iterative, working and modeling approach [4]. The Enterprise Model consists of set of 
structured, goal/problem driven models to be used for structuring and representing 
organizational knowledge – the modeling product. In a full enterprise model, the 
relationships between Enterprise Model components (see table 1) play an essential 
role because they allow tracing decisions. The EKD modeling process guides the 
knowledge acquisition, analysis, and representation. Knowledge acquisition and 
modeling needs to be participatory to consolidate multiple stakeholder views.  

 Goals Model 
(GM) 

Business 
Rules Model 
(BRM) 

Concepts 
Model (CM) 

Business 
Process Model 
(BPM) 

Actors and 
Resources 
Model (ARM) 

Technical 
Component & 
Requirements 
Model(TCRM) 

Focus Vision and 
strategy 

Policies and 
rules 

Business 
ontology 

Business 
operations 

Organizational 
structure 

Information 
system needs 

Issues  What does 
the organi- 
zation want 
to achieve or 
to avoid and 
why? 

What are the 
business 
rules, how do 
they support 
organiza-
tion’s goals? 

What are the 
things and 
“phenomena” 
addressed in 
other sub-
models? 

What are the 
business 
processes? How 
do they handle 
information and 
material? 

Who are 
responsible for 
goals and 
process? How 
are the actors 
interrelated? 

What are the 
business 
requirements to 
the IS? How are 
they related to 
other models? 

Com-
po-
nents 

Goal, prob-
lem, external 
constraint, 
opportunity 

Business rule Concept,  
Attribute 

Process, 
external proc., 
information set, 
material set 

Actor, role, 
organizational 
unit, individual 

IS goal,  
IS problem,  
IS requirement,  
IS component 

Table 1: Overview of the sub-models of the EKD method 

3 Background to Agile Development Approaches  

Agile approaches all share the same values, e.g. to be flexible and to be able to deal 
with changes during the course of a software project. They provide a set of principles, 
techniques and best practices for iterative and incremental IS development, but they 
do not explicitly tackle modeling in terms of how to model and what. To address this, 
AM proposes to integrate more traditional modeling approaches with the ideas of 
agile development. See [6] for additional evidence about the suitability of AM in 
practice. 

Agile approaches primarily focus on the development of a software system. The 
underlying assumption of agile projects is that the customer knows what kind of 
system is needed, what are its features, and who will use it and how. In practice, 
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however, IS development is a part of some business development or change project. 
Moreover, the developers and the stakeholders may have to face a number of hard 
organizational problems requiring structured exploration of various business and IS 
development alternatives. A common situation is to set up business goals of the new 
IS system before the development project is commissioned. If this is done without 
involving the developers of the new IS, it immediately puts them at a disadvantage 
because not all information is properly communicated to them. The agile approaches 
try to address this challenge by active stakeholder involvement and having a customer 
representative on the development site. However, these practices might not be enough 
because vital knowledge has to be re-acquired. Agile teams are also not used to 
requiring the business people to think systemically about their business and to connect 
their business needs to the new IS.  Mush of this knowledge is scarce and tacit – it lies 
in the heads of a few stakeholders. There might also be different opinions, especially 
concerning the future plans of the organization, which, therefore, need to be 
consolidated, made explicit, and transferred to the agile team. While XP suggests 
“customer on site”, in reality, however, only a few stakeholder types can be kept on 
site. High level managers such as CEOs or CFOs need to be engaged differently. 

4.  Using EM in Agile Development Projects 

This section analyzes the potential of using EM, taking EKD as an example, in agile 
development projects. We discuss the objectives and the compatibility of Agile Model 
Driven Development (AMDD) [9] and EKD. 

In both AM and EM the group work is used to achieve consensus, understanding 
and commitment concerning the scope and requirements of the development project. 
Furthermore, [8] shows close correspondence between artefacts of AM and EM. 
AMDD stage EM support 
Iteration 0: Envisioning  
Initial Requirements modeling (identify 
high level scope and an initial 
requirements stack) 

An EM seminar with all key stakeholders to establish the 
business goals of the system, to explore the business 
requirements and to set the overall strategy of the project. The 
intangible benefit is the consensus about these issues. 

Initial Architecture Modeling  An EM seminar to identify IS architecture on a crude level. 
Iteration 1-n  
Iteration Modeling: Thinking Through 
What You'll Do This Iteration 

EM to elaborate detailed issues concerning the iteration. E.g. 
elaboration of the business process that needs to be supported.  

Model storming (work through specific 
issues, just in time (JIT) modeling, 
stakeholders actively participate) 

Short EM events in the development team to resolve specific 
modeling issue that they have involving stakeholder 
representatives that are available on site. Involving other 
stakeholders would have to be planned in advance. 

Executable Specification via Test 
Driven Development 

EM supports this by explicit linking of business goals, rules, 
and requirements which can serve as measurable constraints. 

Table 2. Combining AMDD with the EKD modeling process 
 
Agile projects using EM should focus on the business vision and business 

requirements. This can be done by integrating prototyping approaches with business 
analysis to explore alternatives of supporting business goals and processes by IS 
components and features. Using EM to capture the business knowledge pertinent to 
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the IS development project is not the same as BRUF (big requirements up front), 
which contradicts with the principle of iterative and incremental development and is 
argued against by many practitioners. AMDD is a framework for iterative and 
incremental modeling. Table 2 takes the EKD modeling process as basis and shows 
how EM is able to contribute to AMDD.  

Concerning the specifics of integrating the agile way of working with EM we 
would like to propose the following recommendations: elaborate multiple 
perspectives iteratively, involve different stakeholder types, link other models and 
designs with the Enterprise Model, and use simple tools to support Agile EM process. 
See [8] for a more extensive discussion on these issues. 

5 Concluding Remarks 

EM has a potential to be useful in agile development projects. The proposed 
integration of AM and EM has been partly applied at two IS development projects at 
Riga Technical University, namely “Professional Orientation Information Base in 
Computer Science and Information Technology” and “Development of the Prototype 
for the Support of Inter-Institutional Flow of Knowledge”. The EKD process helped 
consensus building between different stakeholders while the resulting models 
established project’s “backbone” of knowledge. Initial experiences suggest that not 
only explicit artifacts of EM and AM influence project’s agility, but also the growth 
of participants’ tacit knowledge is to be taken into consideration. Deeper analysis of 
the tacit knowledge dimension in integrated AM and EM activities is a goal for future 
research aimed at development of methods for IS engineering of agile enterprises.  
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Abstract. Modeling with i* is not a trivial task. Our work describes i* Diagnoses Framework, a quality 
oriented process to analyze i* models. Our process is similar to some of the reading techniques of 
inspection methods and bears some similarity with the inquiry based requirement analysis approach. Our 
process focuses on defect prevention considering both the efficiency and effectiveness of Multi-Agent 
System development. 

 

Keywords: early requirements, MAS, software development. 

1   Introduction 

There seems to be a consensus that dealing with intentionality at early stages of 
software projects is a reasonable idea. i* Framework [9] models have been receiving 
greater attention from several researchers [1], [2] as an infrastructure to deal with 
intentionality. Although i* has been cited and used in different research projects, most 
of their users agree that i* models are complex artifacts [7]. Although comprised of 
few elements, the semantics involved in using them can make i* models prone to 
errors [7]. 

The majority of the work has been focused on i* modeling and how to use this 
information on later stages of software production. Our goal is to focus on analyzing 
i* models proposing a quality assurance process to produce better i* models. Process 
quality focuses on defect prevention rather than looking for defects on test phase. We 
propose an analysis technique to enhance the quality of i* models. 

We illustrate our proposal using “The Expert Committee System” (EC System) 
exemplar [3], a system to support the organization of a conference program.

2   The i* Canonical Structures 

Figure 1 ( right ) shows the basic structure of an SRconstruct, which is formed by a 
goal (the goal’s name is the SRconstruct’s name) (as being the end) and at least by 
one task (as being the means to achieve the end). Therefore, all components (and 
subcomponents) needed by tasks (subtasks, resources, softgoals, and goals) should 
appear in the structure. Despite the fact that the goal is only one part of the 
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SRconstruct, we identify each SRconstruct by the name of the goal that it fulfills. 
That is because there is only one goal (as being the END) in each SRconstruct. 

Figure 1 ( left ) shows that one actor (CHAIR) and another actor (REVIEWER) can 
have multiple dependencies in each SDsituation Situations of dependency that occur 
in the organizational environment and the central idea of SDsituations is: “each 
dependency link (goal, softgoal, task or resource) that involves actors is not isolated”; 
it is part of one well defined situation of collaboration called one “strategic 
dependency situation” or one SDsituation [6].  

Figure 1 – Examples: left, two SDsituations, and right, one SRconstruct. 
 

3   i* Diagnoses Strategy 

The i* Diagnoses examine each canonical structure (SDsituations and 
SRconstructs) of a given model in order to bring questions that challenge the model 
consistency and completeness. The main idea is to focus on parts of an i* model and 
from these parts conduct an inquiry into the given construct. 

Our process comprises 3 main sub-processes: IDENTIFY CONSTRUCTS, APPLY 
(INQUIRY) FRAMEWORK, and INTEGRATE QUESTIONS. The strategy is applied both to 
the Strategic Dependency Diagrams and to the Strategic Rationale Diagrams of i*. 

The activity IDENTIFY CONSTRUCTS consists of breaking down the i* diagrams into 
constructs (SDsituations and SRconstructs). The activity APPLY (INQUIRY) 
FRAMEWORK consists of applying the inquiry framework to each construct. The 
activity INTEGRATE QUESTIONS consists of merging the questions to analyze them. 
The aim of each diagnose framework is to turn coupled SDsituations and 
SRconstructs inside out looking for problems, faults, deficiencies and potential 
improvements. “Diagnoses are important to deeply understand the problem before 
looking for the solution.”  

 

4   SDsituation & SRconstruct Diagnoses 

Given the basic structures of SDsituations and SRconstructs, general questions are 
proposed to each element. In real cases these “hot-spots” or “place-holders” would be 
replaced in Templates 3.1 and 3.2 by the actual names used in the model. 
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Template 3.1 - SDSITUATION 

 
SDSITUATION: “SDsituation’s name” 
I. INTER QUESTIONS 

1. Who else could collaborate with “depender” to have “SDsituation goal’s name”? 
How much can he collaborate? 

2. Why does “dependee” collaborate with “depender” to have “SDsituation goal’s 
name”? 

3. What SDsituations come before “SDsituation’s name”? 
4. What kind of problems with previous SDsituations can be identified to have 

“SDsituation goal’s name”? 
5. What if “dependee” cannot collaborate on the “SDsituation’s name”? 

II. INTRA QUESTIONS 
6. What are the problems inside “SDsituation’s name”? What kinds of problems 

(accuracy, deficiencies, ambiguities, or omissions) are identified as having 
“SDsituation goal’s name”? 

7. What details are needed by “depender”? 
a) Case: resource dependency - What are “resource’s name” problems of 

availability? (Time, accuracy) When? How? How much? 
b) Case: goal dependency – What are “goal’s name” problems to be achieved by 

“dependee”? (Time, ability) When? How? How much? 
c) Case: softgoal dependency – What are “softgoal’s name” problems to be 

satisficed by “dependee”? (Capability) Is there “softgoal’s name” at the end of 
“SDsituation’s name”? Why? Who is demanding the softgoal? 

d) Case: task dependency - Has “dependee” received the directions of how to 
perform “task’s name”? Can the “dependee” still perform it? (Time, ability)  

8. What dependency has the main duty of having “SDsituation goal’s name”? Why? 
 
Template 3.2 - SRCONSTRUCT 

 
SRCONSTRUCT: “SRconstruct goal’s name” 
I. INTER QUESTIONS 

1. Who else has the “endGoal’s name” achieved? 
2. What are the alternatives that the “endGoal’s name” has achieved? Why? 
3. What are the elements of dependency of dependees? 
4. What kinds of problems (accuracy, deficiencies, ambiguities, or omissions) can be 

foreseen? How much? What if resources are unavailable? Who is to blame? How to 
avoid such problems? 

5. What if “endGoal´s name” is shared with another actor? 
6. What other construct depends on this goal? Why? How much? 

II. INTRA QUESTIONS (for each meanTask) 
7. What are the problems with the task “meanTask’s name”? Why? 
8. For the task “meanTask’s name” what are the components needed to achieve 

“endGoal’s name”? 
a) Case: resource – What are “resource’s name” problems of availability? (Time, 

accuracy).  When? How? 
b) Case: subGoal – What are “subGoal’s name” problems to be achieved by 

“dependee/actor”? (Time, ability). When? How? 
c) Case: softgoal – What are “softgoal’s name” problems to be satisficed by 

“dependee/actor”? (Capability) Is there “softgoal’s name” at the end of 
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“SRconstruct goal’s name”? Why? What are the contribution links to and from 
this “sofgoal´s name”? 

d) Case: subTask - Can “dependee/actor” perform “task’s name”? (Time, ability)  
9. Is there any softgoal details omitted, not fully operational or without 

operationalization? What kind? Why? How? How much? 
10. Is there any resource missing? What kind? What if a resource is not available? 

5   Conclusion 

The first benefit of using i* canonic structures (SDsituations and SRconstructs) is 
managing complexity. Using SDsituations and SRconstructs, i* models can be 
divided into small pieces avoiding common misuses that appear in i* models [4] and 
also improving the stakeholders’ understanding.  

Our strategy provides a verification based analysis for i* models so as to assure 
better quality models overall. The verification analysis is performed on composing the 
constructs with well known general questions, the 5w2h framework [5] and with the 
ideas of Potts, Takahashi and Anton [8]. 

According to Moody [10], although software quality proposals have been 
concentrated at the end of the process, empirical works demonstrate that the majority 
of defects occur during the requirements phase.  

We plan to continue the work in this direction as we will frame our diagnoses 
approach as a reading strategy for the inspection of i* models. By performing more 
analysis using the proposed i* diagnoses, we hope to improve the quality of the 
questions as they are today. We also foresee a possible automation, by generating the 
set of questions, given a set of  i* models. Moreover, we plan to evaluate how this 
work may scale up to larger models. 
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1 Introduction and related work 
 
In this paper we investigate the relation between the notions of goal models and the 
notions of business models. We will argue that aligning goal models and business 
models amounts to formulating goals in business model notions. We acknowledge 
that not all kinds of business goals are possible to formulate but we argue that a 
sufficient amount of them are to make this work worthwhile and the results useful. 
The results may be used, for instance, when aligning organizations with their IT 
resources. 
    For illustration purposes we will use the framework and terminology of the 
Business Motivation Model (BMM) [3] to capture goals and use the framework and 
terminology of e3value [5] for business modelling. We illustrate how the connection 
between goal models and business models can be exploited by proposing and 
outlining a method for model alignment. The method amounts to decomposing goals 
to the level of means and expressing the means using business modelling notions. The 
method approach is to use templates for means formulation to accomplish the 
alignment. The main benefits of the method lie in its simplicity and uniformity in 
goals formulations.  
Business Models. There exist a number of approaches, languages, and ontologies for 
business models in the literature, e.g., [1], [4]. For the purpose of this paper we will 
make use of a comprehensive and well established business model ontology, the 
e3value [5]. The basic concepts in e3value are actor, market segment, value object, 
value port, value interface, value activity and value exchange.  
    Figure 1 is an e3value model of a real world business case that is used as a running 
example. It models the various value exchanges between a provider of Massively 
Multiplayer Online Games (MMOG), its customers and a business associate, an 
Internet Service Provider (ISP). Actors are shown by rectangles, value activities by 
rounded rectangles, value ports by triangles, value interfaces by oblong rectangles 
enclosing directed value ports, and value exchanges as lines between value ports with 
the names of value objects as labels. In this business model there are two actors and a 
market segment involved – the Game Provider, the ISP and the Customer. The Game 
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Provider is responsible for producing the game content, selling, and distributing its 
software on CDs to the customers. In order to play the game, the customers need 
internet access, which they get from the ISP. They also need access to the game 
server, which they get from the Game Provider 

Fig.  1. e3value model for the 
MMOG case 

  
Goal Models. Goal models 
are used to capture and 
make explicit the goals of 
an enterprise. They direct 
the enterprise toward 
concrete actions, and as a 
consequence, the elicited 
actions are firmly based on 
a business motivation. A 
goal is defined as a 
desirable state the enterprise 
wants to reach. We use the 
BMM [3], as the technique 
focuses on the states an 
enterprise (i.e. the principal 
actor) wishes to achieve, as 

well as on the actions that will enable the achievement of those states. The technique 
relies on the use of three major concepts – Ends, Means, and Influencers. An End is 
something the enterprise seeks to accomplish, without any indication of how it will be 
achieved. A Means represents any capability or instrument that may be used to 
achieve Ends. An Influencer is anything that may impact the achievement of means 
(and thereby goals). In Figure 2, we illustrate the basic BMM elements and their 
relations using a small excerpt of a goal model for the MMOG case. 

 
Fig.  2. Excerpt of a goal 
model for the MMOG case 

 
 
 
 
 
 

 
2 Bridging Goal Models and Business models 

 
A common problem in goal modelling is that goals are difficult to formulate, that is, 
the formulations of goals and means often become loose and highly abstract. In the 
following we propose that this can be amended by formulating them according to a 

Goal1: Level of player 
satisfaction shall be high

Goal2: Cost of game
access shall be low

Goal3: Games
shall be attractive

part Of

Means1: Procure innovative
game stories from Customer

Influencer1: Increased interest
in playing computer games

supportsopportunityFor
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template structure. Each template has two parts, one compulsory and one optional, 
which is written within square brackets. The compulsory part contains the most 
important piece of information, while the optional part provides complementary 
information about the consequences of the compulsory part. A goal modeller may 
choose to fill in the optional part in order to provide complete information, but in 
many cases it is preferable to leave it out in order to make the goal model less 
complex. However, the business modeller has to complete the optional part before she 
is working towards the to-be business model. Below follows an example of use of one 
template. A wider set of templates and rules for applying them can be found in [2]. 

 
Example of a template: Value Object Procuring Means Templates 
All mission statements that deal with value object procuring from suppliers could be 
captured with this template category. 

1. procure ValueObject1 from Actor1 [use ValueObject1 in ValueActivity1 | offer 
ValueObject1 to Actor2 AND provide ValueObject1 to Actor1]  

The compulsory part in this template is related to the procurement of a value object by 
the principal actor from another actor. The optional part describes the possible effects 
of the procurement of the value object. The value object procured may be used as an 
input to produce a certain value object or it may be offered directly to the principal 
actor’s customers. 
Method Overview. We will now discuss how business models should be aligned with 
goal models. For that purpose, we propose a method that takes as input a business 
model and a goal model and produces a new business model conforming to the goal 
model. In other words, a to-be business model is constructed using an as-is business 
model and a goal model as inputs. The main instrument used in the method is the 
means templates. Using this method the goal modeller first needs to construct the goal 
model expressed in terms of business model notions, which is accomplished by 
formulating the means according to the aforementioned means templates. The method 
can be summarized as follows: 

1. The goal modeller constructs a goal model using the means templates 
2. For each means the business modeller 

− complements the means by filling in the optional parts of its template when 
needed 

− modifies the business model based on the completed means template 
 
Application of the Method. For each means in the goal model (step 1) select the 
means template and if needed complement the means with the optional part of the 
template, and (step 2) use the business model components (e.g. Value Objects, Value 
Exchanges, etc.) in the template to construct the to-be business model.  
    The following example shows the result of applying the method to a part of the 
business model of Figure 1. 
Means 1: Procure Innovative Game Stories from Customer 

Select template 1 (see above) and complement with the optional part. 
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procure Innovative Game Stories (value object) from Customer (actor) [use Innovative Game 
Stories (value object) in Create Content (value activity) AND provide Payment (value object) 
to Customer (actor)] 

This means will lead to the addition of a new value exchange and a new interface for 
procuring Innovative Game Stories from the Customer. It will also add a new value 
exchange related to the Payment from Game Provider to Customer. Those exchanges 
will then be connected to the existing value activity Create Content that uses these 
Innovative Game Stories to produce Game Contents. See , in Figure 3. 

 
Fig.  3. 
Extended 
e3value 
model for 
MMOG 
case 

 

 
 
 
 
 
 
 

3 Summary 
 
This paper has argued that for an enterprise to be sustainable its operational processes 
should be aligned to its strategic goals. We have focused on a part of the complex 
issue of business and IT alignment by addressing the problems of aligning business 
models with goal models and a method for this was proposed. The method approach 
offers a number of benefits: clear and uniform goal model formulation, well founded 
business model design, and traceability between models.  
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Abstract. All Software Engineering (SE) processes include steps where several 
alternatives call for decisions. However, in many cases, the choice is intuitive 
and thereafter hazardous with unpredictable consequences. On the other side, 
the operational research domain has produced many methods that could be 
adequately used in these situations. Using these methods should facilitate the 
decision making activity by considering specific SE situations. However, no 
work has been done to understand how, when, or which of these methods could 
be used in SE. This paper describes how multicriteria methods could be applied 
to consider the situation in the SE. 
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1   Introduction 

Information system (IS) conception, development, implementation, and every other 
process in Software engineering (SE) includes steps where several alternatives are 
considered and a decision must be made. Existing SE methodologies sometimes offer 
a way to guide decisions, for instance, in the requirements engineering [1], in the 
method engineering [2], or in other contexts. SE-related decisions result from the need 
to satisfy practical constraints such as quality, cost or time [3]. However, this field can 
be characterized by poor understanding and describing decision problems, a lack of 
transparency, of considering decision consequences and stakeholders' interests [3]. 
Therefore, we believe that an advanced decision aid is needed in the SE context. 

On the other hand, the operational research area has developed numerous decision-
making (DM) methods, for instance, multicriteria (MC) methods (a large overview of 
MC methods is presented in [4]). However, bibliographic researches show that few 
attempts have been conducted to systematically guide the selection of DM methods 
[5] and that none was developed to deal with in the IS engineering context. 

In this paper, we study the application of MC methods in order to take into account 
specific SE situations. The paper is organized as follows. The next section provides an 
overview of MC methods application for considering situations in the SE. Related 
works and our research perspectives are discussed in the concluding section. 
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2   Multicriteria Method Application in the SE Context 

The manner to consider the specific situation in SE using MC methods is threefold: (i) 
by structuring specific DM situation, (ii) by considering DM situation specificity, and 
(iii) by application of MC method adapted to this concrete situation. 

2.1   DM Problem Definition 

Many decisions are made in the field of IS. Despite their importance, these decisions 
are most often ill-formulated. They are characterized by poor understanding and 
describing decision problems, misunderstanding of decision consequences, and by a 
lack of transparency. To solve these problems, we investigate the main notions of DM 
and introduce two DM levels that help structuring the problem of DM in the SE. 

B. Roy defines three basic concepts that play a fundamental role in analysing and 
structuring decisions [6]: alternatives (potential actions), criteria family, and decision 
problem. The decision problem [6] can be defined by the result expected from a DM. 
When the result is a subset of potential alternatives (most often one alternative) then it 
is a choice problem. When the result represents the potential alternatives' affectation 
to some predefined clusters, then it is a classification problem. When the result 
consists in potential alternatives ordered collection then it is a ranking problem. The 
concept of alternative designates the decision object. Any decision involves at least 
two alternatives that must be identified. A criterion can be any type of information 
that enables the alternatives evaluation and comparison. There are many different 
kinds of criteria: intrinsic characteristics of artefacts or processes, stakeholders' 
opinion, potential consequences and impacts of alternatives etc. 

From a DM perspective, we propose considering two decision types: (i) the actual 
decision that aims at solving a SE problem and (ii) the decision on selection of a DM 
method that matches the situation in the former decision. These two types of decisions 
are respectively represented in Fig.1 within the levels 1 and 2. At level 1, an 
engineering decision leads to the choice, ranking, or classification of given 
alternatives with respect to various criteria defined in the situation. At level 2, a 
decision is made on different methods that enable to deal with the first level decisions. 
In this case, the MC methods are the alternatives; and the solution is selecting MC 
method that shall be used to make the actual level 1 decision. 

 

Fig. 1. Two levels of DM. 
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2.2   DM Situation Specification 

The DM situation can be specified accordingly to the characteristics of DM problem 
(problem, alternatives, and criteria) and to the specific conditions of MC method 
application (usage). These characteristics and possible values are shown in figure 2. 

 

Fig. 2. DM situation specifying. 

Several strategies may be applied to specify the characteristics values of alternatives, 
criteria, and problem (for instance, retaining the problem type, calculating alternatives 
number, retaining criteria measure scale, and so on). By instantiating these 
characteristics according to a given need, the engineer takes into account the specific 
situation. Additional information may also be required to specify the MC method 
usage in the concrete situation: the tool is required or not, the nature of the notation, 
the method easiness, and the level of engineer skills required for applying the method. 

2.3   Multicriteria Method Selection 

The selection of an appropriate MC method is carried out by its interface, which does 
not require focusing on the method content. The interface represents situations in which 
a given MC method can be used and corresponds to the characteristics described above. 

The engineer specifies the values of these characteristics in a given situation. On 
this basis, a MC method could be chosen by different strategies. In this paper, we 
foresee the following possibilities: by MC search or by weighting. 

First, a MC method may be selected by MC search. This means that the engineer 
applies a request to MC methods with identified values for obtaining one or several 
MC methods corresponding to the situation at hand. If it drives to the selection of 
several MC methods, it is possible to choose one of them by weighting. Using this 
approach, weights must be given to the characteristics. These weights indicate their 
relative importance in the situation at hand. Then, "0" or "1" are given to candidate MC 
methods according to each characteristic (in function of their correspondence to the 
situation). The method having the highest weighted sum of values is then chosen. 
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3   Related Works and Concluding Remarks 

DM is a crucial problem. A poor choice may drive to a loss of time, money, and poor 
alignment to the situation. Our purpose is to spread MC methods in the SE. These 
methods would allow considering specific situation, better involving stakeholders, 
and increasing their confidence in the final decisions in SE. 

In SE, the issue of DM was already explored with respect to requirements 
engineering [1,7], to method engineering [2,8], and more generally, to systems 
engineering [3]. Ruhe emphasized the importance of DM in SE along the whole life 
cycle [3]. Several examples of MC methods application can also be mentioned: AHP 
for prioritizing requirements [7]. Saeki uses weighting method to deal with software 
metrics [2]. The application of two MC methods (outranking and weighting) is 
illustrated in the field of method engineering [8]. The examples of selecting an 
appropriated MC method for business process prioritization are presented in [9,10]. 
Our proposal differentiates by focusing on MC decision aiding and MC methods 
selection corresponding to the situation. 

A few proposals have been made before to help selecting an appropriate MC 
method. [5] presents a state of the art of existing approaches on the MC methods 
selection. In the SE field, [9,10] suggest constructing an analysis grid used for 
selecting a MC method according to the specificity of a given situation. 

In the near future, our research perspectives involve: (i) improving the DM 
methods signatures to better select the MC methods; (ii) developing a tool supporting 
our approach; (iii) defining the MC methods as fragments for their integrating into 
existing SE methodologies; and (iv) evaluate our proposal by extensive case studies. 
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Abstract. This paper presents an ontological method aimed at semi-automatic 
checking the conformity of a construction project represented by RDF graph 
against a set of construction norms formalized as SPARQL queries. The 
reasoning is modeled by the matching of RDF representations of construction 
projects to SPARQL conformity queries. We integrate meta-knowledge relative 
to the checking process by annotating the conformity queries themselves and 
organize them according to their annotations. The queries annotations also help 
to guide the information/knowledge extraction and reasoning process and 
explain the results of the validation process, especially in case of failure.  

Keywords: Conformity checking, knowledge extraction in construction, 
organization of the base of conformity queries, Semantic Web in Construction. 

1   Introduction 

The execution of construction products is nowadays characterised by complex rules 
and regulations. However, their current representations are still mostly paper-based 
(e.g. texts with diagrams, tables) and require a human interpretation [7]. 

Construction projects (e.g. public buildings) are commonly represented by the 
Industry Foundation Classes (IFC) model, an object oriented data model for Building 
Information Modelling. There is a standard XML representation for the IFC model 
(ifcXML1), which is, however, insufficient to describe the complexity of the building 
information flow: the IFC model is semantically richer than any XML language.  

Our research aims at the development of a conformity-checking model based on 
semi-formal representations of technical norms: we study how to represent and 
organise them for the specific task of effective conformity checking. Our checking 
model is based on the matching of norm representations with those of construction 
projects. Its efficiency is explained by the ontological representation of regulation 

                                                           
1 http://www.iai-international.org/IFCXML/ 
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knowledge and the conformity-oriented annotation of norms with meta-knowledge 
improving the checking process and the explaination of its results.  

2   Knowledge Representation Oriented Conformity Checking  

The first phase of our knowledge acquisition method aims at acquiring formal 
representations of technical construction norms relative to the accessibility of 
disabled persons. We use the CD REEF, the electronic encyclopaedia of construction 
texts and regulations, to extract a base of accessibility constraints, which we formalise 
as SPARQL queries in terms of the IFC model. This is a manual process (the 
knowledge extraction from texts is out of the scope of our research) conducted in 
collaboration with construction experts (mainly from CSTB) who help to explicit the 
domain knowledge. As a result, we are provided with a base of SPARQL queries 
expressing non conformity constraints: e.g. “The minimum width of a door is 90 cm” 
is formalized by: 
select ?door display xml where  
{ ?door rdf:type ifc:IfcDoor  
OPTIONAL { ?door ifc:overallWidth ?width 
FILTER ( xsd:integer(?width) >= 90)} 
FILTER (! bound( ?width) )} 
The second phase aims at the semi-automatic acquisition of an ontology oriented 

conformity checking. This conformity-checking ontology is developed on the basis of 
the concepts occurring in the acquired conformity queries. Primitive IFC concepts are 
extracted from the ifcXML schema - solely those occurring in the conformity queries; 
they are organized into an OWL Lite ontology based on the schema structure. The 
conformity queries also make use of some non-IFC concepts. To integrate them in the 
ontology, the intervention of a domain expert is necessary whose task is to define 
these concepts with primitive IFC concepts. These definitions are represented by RDF 
graphs (e.g. GroundFloor is a subclass of IfcBuildingStorey defined as an 
IfcBuildingStorey situated on the level of entering into a building: the value of 
property pset_BuildingStoreyCommon_EntranceLevel is TRUE).  

The third phase of our method consists in the annotation of the conformity queries 
themselves for effective checking. We associate them supplementary information, 
which is helpful in the conformity checking process: e.g. information on the 
regulation corpus from which queries are extracted. We automatically extract RDF 
annotations of conformity queries from the CD REEF, which contains information 
relative to regulations (in addition to the regulation itself): (i) characteristics of the 
regulation: type of regulation text (e.g. Construction Code), level of application (e.g. 
national); (ii) application domain (e.g. accessibility); (iii) destination of a building 
(e.g. public administration building). The acquired RDF annotations are later 
manually enriched by domain knowledge: (i) subject (e.g. entrance door); (ii) 
construction common knowledge (obvious for domain experts: e.g. a hotel is a public 
building, not a private house), etc.  

The last phase is dedicated to the acquisition of a construction project 
representation oriented conformity checking. Such representations are developed on 
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the basis of the initial IFC representation and guided by the acquired conformity-
checking ontology. First, we develop an XSLT stylesheet that filters the ifcXML 
description of a construction project, transforms only the data relative to the 
conformity checking ontology and finally builds an RDF graph representing the 
project. This RDF representation may be further enriched with some non-IFC 
concepts defined in the conformity-checking ontology (in second phase of our 
method) in case their definitions appear as subgraph as the RDF graph representing 
the project. 

4 Conformity Checking Model 

We adopt an ontological approach and the semantic web technologies [2] to develop 
our reasoning model [7]. It is based on graph-based formalisms for knowledge 
representation, which have declarative semantics, are logically founded, allow the 
structured representation of knowledge and describe it at the different levels (e.g. 
ontological and asserted knowledge). The basic reasoning operation for a query-
answer system is graph projection, formally defined as a labelled homomorphism 
between graphs [3]. The reasoning thus consists in graph homomorphisms [1] [5] and 
modelling of the checking process is close to the process of validation of knowledge 
bases [6]. The elementary reasoning mechanism of our model is the matching of a 
construction project representation with representations of conformity queries. We 
check the negative constraint (e.g. “the width of the door is less than 90cm”): if such 
matching is found for some elements, these elements cause the non-conformity of the 
project. 

Conformity queries are automatically classified and organized into a query base 
by parsing their RDF annotations. The classification is done according to (i) external 
information characterizing the query (e.g. regulation text); (ii) specialization-
generalization relations, which could be found in the graph patterns of queries.  

By organizing the queries, we define the optimal scheduling of matching 
procedures as a set of explicit expert rules. The expert reasoning is represented by the 
query scheduling: (i) according to priorities holding between classes of queries (e.g. 
queries extracted from acts are prior to circular ones); (ii) according to knowledge 
specification: inside the same query class, queries representing more specialised 
knowledge are treated in priority (e.g. an entrance door query is prior to a door query, 
because if a construction project is non conform to the first one, it will be 
automatically non conform to the second one); (iii) according to query annotations: 
priority is given to the queries with most specific annotations. 

The results of the checking process (validation/non-validation, explanation of non-
validation, no answer) are analysed to generate a structured conformity report 
grouping conformity queries by classes. It is automatically generated on the basis of 
annotations of classified queries. The conformity report lists queries that have failed 
(i) because of non-matching; ii) queries which graph pattern is more general in 
comparison to the ones previously that failed, (iii) queries which annotation 
representing the condition of its application is more general in comparison to the 
annotation of another failing query. Another possible reason of failure of the project 
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validation is that the representation of the construction project does not contain 
sufficient information for matching. In case of such incomplete representations, it is 
useful to precise the lacking elements (the sub patterns of the query which can not be 
matched), so that a user could know the reason of non-verifiability and/or complete 
the representation of the project.  

5   Conclusion and Perspectives 

We have presented the ontology-enabled model for the conformity checking process 
of a construction project against conformity norms, based on matching of an RDF 
representation of a project to a SPARQL conformity query. Conformity queries are 
annotated and organized to improve the checking process and help in the 
interpretation of checking results in terms of conformity in construction.  

For validation of our conformity-checking approach, we develop the C3R2 system, 
which relies on the CORESE [4] semantic engine that answers SPARQL queries 
asked against an RDF/OWL Lite knowledge base.  

Ongoing works focus on the incremental development of the C3R prototype and 
its evaluation by domain experts. 
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Abstract. This paper proposes the use Bayesian networks for the automatic 
merging of metamodels. The proposed Bayesian networks calculate the 
probability that a merge of two metamodel elements is suitable, thus suggesting 
what to merge. 

Keywords: Metamodel merging, Bayesian networks. 

1   Introduction 

In recent years, both researchers and practitioners have discovered the emerging 
possibilities of using metamodels and ontologies. As a consequence, a large quantity 
of metamodels and ontologies now exists within all sorts of different applications. 
The distributed environment of metamodel and ontology development has led to large 
overlaps within and between metamodels. Since these diverse metamodels often 
describe similar aspects of systems, developers and users would gain large benefits if 
metamodels could easily be merged and aligned with each other. Therefore, 
integration and merging of metamodels and ontologies has received an increasing 
interest lately [1][2]. 

This paper proposes an approach to metamodel merging where a probabilistic 
inference engine is employed to evaluate candidate metamodel concepts suitable for 
merging. The proposed approach uses Bayesian networks to assess the probability 
that a merge of two elements is suitable. The Bayesian network evaluates a merge 
based on various syntactic and semantic characteristics of the candidate concepts, 
such as the similarity of names and associations to other concepts.  

The concepts described in this paper all pertain to a certain type of metamodels 
called abstract models. Abstract models have previously been proposed as a notation 
for describing and analyzing enterprise systems [3]. The models represent the 
architectures of these systems as well as other expert knowledge and empirical 
observations that can be instantiated and used for analysis. An abstract model contains 
classes and class associations, augmented with attributes and attribute associations. A 
UML description of abstract models can be seen in Fig. 1. 
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Fig. 1. UML description of abstract models. 

2   Merging Metamodels using Bayesian Networks 

A Bayesian network, B=(G, P), is a representation of a joint probability 
distribution, where G=(V, E) is a directed acyclic graph consisting of vertices, V, and 
edges, E. The vertices denote a domain of random variables X1,…, Xn, also called 
chance nodes. Each chance node, Xi, may take on a value xi from the finite domain 
Val(Xi). The edges denote causal dependencies between the nodes, i.e. how the nodes 
relate to each other. The second component, P, of the network B, describes a 
conditional probability distribution for each chance node, P(Xi), given its parents 
Pa(Xi) in G. More comprehensive treatment on Bayesian networks can be found in 
e.g. Jensen [4]. 

When merging abstract models, there are two concerns. Firstly, do any of the 
classes in the source models represent the same concepts? Secondly, when two classes 
have been merged, do any of the attributes in the merged class represent the same 
concepts? If these two concerns are correctly handled, then all associations separately 
holding in the source models will also be correctly transferred into the target model. 
Therefore, two Bayesian networks were developed; one describing class merges and 
one describing attribute merges, c.f. Fig. 2. 

The nodes in the class merge network have the following scales: Class Merge = 
{Yes, No}, Class Similarity Association = {Yes, No}, Class Names = {Identical, 
Similar, Dissimilar}, Class References = {SamePublication, SameAuthor, 
DifferentAuthors}, Class Attributes = {All, Some, None}, and Class Associations = 
{All, Some, None}. 

The nodes in the attribute merge network have the following scales: Attribute 
Merge = {Yes, No}, Attribute Similarity Association = {Yes, No}, Attribute Names = 
{Identical, Similar, Dissimilar}, Attribute References = {SamePublication, 
SameAuthor, DifferentAuthors}, and Attribute Associations = {All, Some, None}. 
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Fig. 2. Bayesian networks representing class and attribute merge. 

To illustrate the application of the Class Merge network c.f. the Bayesian network 
screenshot from GeNIe [5] in Fig. 3. 

 

 
 

Fig. 3. The Bayesian network for class merges with example values. 

Assume that a package, i.e. a set of abstract models, contains the abstract models 
presented in Fig. 4. 

 

 
 

Fig. 4. Abstract models to be tested for possible merges. 

The method starts by comparing the pairs of classes from the models presented in 
Fig. 4. Then, the classes with the highest probability are merged. In this example, the 
class pair Documentation and Document received the probability P = 100 %, and are 
therefore merged. 
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The next step is to compare all pairs of attributes in the merged class 
Documentation. Then, the attributes with the highest probability are merged. In this 
example, the pair Readability and Readability received the probability P = 100 %, and 
are therefore merged. 

It all starts over from the beginning by comparing all pairs of classes and iterates 
until no classes receive probabilities over a predefined merging threshold. The 
resulting model in this example is presented in Fig. 5. 
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Fig. 5. The resulting abstract model after employing the proposed Bayesian networks. 

4   Conclusions 

This paper addresses the issue of metamodel merging, using the probabilistic 
framework of Bayesian networks. It was shown that Bayesian networks can be used 
to guide the merging of metamodels, by considering some key features of the classes 
and attributes at hand: basically their names, references, and associations. With this 
information it is possible to discern the probability that the concepts are sufficiently 
similar to be merged. 
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Abstract. The European Space Agency (ESA) has created the Simula-
tion Model Portability 2 (SMP2) standard with the purpose to provide a
design solution for the project of Spacecraft Simulators. One element of
the SMP2 standard is the metamodel Simulation Model De�nition Lan-
guage (SMDL). The design artefacts of a Spacecraft Simulator consist in
descriptions of the business logic shared by a set of SMP2 models. This
paper reports results from a study that considers the hypothesis to com-
plement the model-driven design approach of the SMP2 standard with
test-driven design techniques. The high-level abstractions of Spacecraft
Simulators are used to carry out Model-Driven Development processes,
while reusable pieces of software that can to be used by many SMP2 mod-
els are designed and developed following Test-Driven-Development. The
tool capable to establish the dependencies between the source code pro-
duced by the two methodologies and mission speci�c source code is the
GNU Build System.

Keywords: simulation model portability, model-driven development, test-
driven development, GNU build system, hybrid design techniques

1 Introduction

The design of Spacecraft Simulators is based upon a component model speci�ed
by the the SMDL modeling language which focuses primarily on interface reuse
[1]. SMP2 models are described in SMP2 design artefacts that are transformed
into C++ skeletons into which the behaviour implementations must be added.
Although model-driven design is ideal for developing software in multiple com-
puting platforms, multiple implementations of the same interface is left out of
its scope [2]. Our objective is to deconstruct the purely top-down strategy of
model-driven development using the SMP2 standard onto a bottom-up develop-
ment process of a SMP2 Framework [3]. On the other hand, reusable behaviour
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implementations of a Spacecraft Simulator are developed on top of a distinct
software framework called Infrastructure Framework developed with test-driven
techniques. The hybrid design solution aggregates the principles of both software
development approaches.

2 Background

Design prototyping in object orientation is the activity of using �objects� that
represent abstract entities to de�ne design models. From this premise follows
that the planning of the coding activity is done by describing the objects and
the business logic they share. Although the design models are written before
any programming language speci�cation, we can establish a direct correspon-
dence between the symbology of a modeling language and the symbology of a
programming language, thus making the design models a cross-platform speci�-
cation from which model-driven development departures.

A di�erent approach to software design is the speci�cation of code function-
alities through test code. Using only test code it is possible to design a piece
of software before entering the stage of source code development. Similarly to
design models, test code is a design artefact, but it does not follow a pre-de�ned
semantic scheme as per design models. Nonetheless, test-driven development is
a restrained process, carried out in closed loop through source code refactoring

which makes it appropriated for developing software systems that are continually
evolving.

This GNU Build System provides modelling languages to specify dependen-
cies between source packages [4]. Cross-platform processes of creation of make-
�les are integrated within the development of SMP2 components, making pos-
sible the attempt of several con�gurations involving the SMP2 models and the
reusable libraries, which derive from disparate development lines.

3 Speci�cation

Our premise is that there are parts of the spacecraft functionality that do not
depend on the business logic con�guration, because they are generic, context
independent and, therefore, reusable. Therefore, the implementation of a Space-
craft Simulator, whether it is accomplished from scratch or as an update to an
existing solution, may be decoupled from the design models.

An hybrid system would be possible to recon�gure by simply adjusting the
variable parts that in it coexist. The articulation of both frameworks, that is, the
integration of the reusable software inside the SMP2 models, is accomplished by
the GNU Build System (see Figure 1). The creation of a SMP2 model is done
indirectly. Template methods of the SMP2 Framework become hook methods
on the specialized classes and the mechanism of object inheritance is used to
plug-in software components into the framework's hot spots [5].

To build a functional SMP2 software component it is necessary to link the
code skeletons and the infrastructure libraries with �glue� code designated by
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mission speci�c, which must reach the reusable behaviour provided by the in-
frastructure libraries and make the necessary adaptations to, in its own behalf,
provide to the other SMP2 components the behaviour which is speci�ed in the
SMP2 logic structure. This activity constitutes the tuning of the system and the
GNU Build System guarantees that the system is kept in a consistent state [6].

Fig. 1. The Development Lines of MDD and TDD

Two phases of decoupling are foreseen: the �rst decouples interface descrip-
tions from code skeletons, and the second decouples code skeletons from be-
haviour implementations. The transformation between design models and code
skeletons is automated by the model-driven development environment, but the
linking to the behaviour implementations is not o�ered by the SMP2 standard.

The access to the infrastructure functionalities can be automated by adopting
the `Adapter' and `Abstract Factory' GOF [7] design patterns, reducing the
amount of manual writing and software analysis: if the translation between the
public SMP2 interfaces and the private interfaces of the infrastructure libraries
can be speci�ed using the SMP2 support for metadata, then this translation is
foreseen as yet another transformation inside the MDD environment.

The hybrid system is developed by an iterative process. In each iteration it
is possible to re�ne the SMP2 interface signatures or the behaviour provided
by the infrastructure libraries. The granularity of the SMP2 models is decided
upon metrics analysis and the granularity of the Infrastructure Framework is
determined by the number of di�erent contexts where a given library can be
reused. If these two operations converge and if relation between the SMP2 models
and the combination of infrastructure libraries is of the type adapter:adaptee,
then the additional coding of mission speci�c code will increasingly tend to zero
[6].

With a pure model-driven design approach the initial prototype becomes the
simulator after completing the coding task. This enforces the validation of the
design in the earlier stages of the project life cycle [8]. On the contrary, the risk
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of changing the business logic of an hybrid system during development is reduced
since the core tasks of coding are done on top of the Infrastructure Framework.
In such a decoupled system, the SMP2 code skeletons can be regarded as test

code, but there has to be no commitment to an initial high-level design.

4 Conclusion

A single design approach is hardly a one-size-�ts-all solution. An hybrid system
is more pluralistic because it provides the software engineers with a large set of
�building blocks�, which are designed to be useful in di�erent application contexts
and used to build software systems without a fully pre-fabricated structure. In
this line of thought, the design of Spacecraft Simulators supported in the two
distinct development methodologies of MDD and TDD widens the covering of
the software requirements and produces a more complete project speci�cation.
The advantage of an hybrid solution is the opportunity to circumscribe the
technological push of the SMP2 standard and work exclusively on the design
models and evaluate the impact that the modelling breakdown imposes. The
GNU Build System is the enabling technology for an hybrid design solution,
bringing �exibility to the integration of source code derived from the MDD and
TDD development lines.
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Abstract. The measurement of the functional size of applications generated in 
MDA environments is a challenge for the software development industry. This 
paper presents the OO-Method COSMIC Function Points (OOmCFP), a 
measurement procedure that has been designed to measure the functional size of 
object-oriented applications generated from their conceptual models by means 
of model transformations.  
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1   Introduction 

The MDA approach separates application and business logic from the platform 
technology, allowing code generation by means of model transformations. This is the 
case of the OO-Method approach [7], which is an object-oriented method that 
provides the semantic formalization needed to define complete and unambiguous 
conceptual models, allowing the automatic generation of software products using a 
MDA-based technology. 

The adoption of MDA-based technology has presented new challenges, such as 
measuring the size of the generated products. The COSMIC measurement method [5] 
can be used to perform this task. Currently, there are some approaches that apply 
COSMIC to estimate the functional size of future software applications from high-
level specifications [2] [3]. Since the functionality to be measured using these 
proposals is not detailed enough to generate the final application, the definition of an 
FSM procedure that allows the measure of the correct size of applications is needed. 

                                                            
1 This work has been developed with the support of MEC under the project SESAMO 

TIN2007-62894 and co financed by FEDER.  
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In practical settings, it is very important to know the correct size of the conceptual 
models that are built with the MDA-based approaches, since the functional size of the 
models must be known in order to estimate the cost of the software product that is 
generated automatically. This paper presents the OOmCFP proposal, which is a 
procedure based on COSMIC that allows the measurement of the functional size of 
the OO-Method conceptual models from which the applications will be generated.  

The rest of the paper is organized as follows: section 2 presents the design of the 
OOmCFP, and section 3 presents some conclusions and suggestions for further work. 

2   Design of a Measurement Procedure  

According to the process model for software measurement proposed by Jacquet and 
Abran [6], the design phase of a measurement procedure is related to the definition of 
the concept to be measured and the rules to measure this concept. This relevant phase 
is divided into four sub-steps: the definition of the objectives, the characterization of 
the concept to be measured, the selection of the metamodel, and the definition of the 
numerical assignment rules.  

In the sub-step definition of the objectives, the objective of OOmCFP is to design a 
procedure in accordance with the COSMIC functional size measurement method for 
measuring the functional size of software applications that are generated using an 
MDA approach from their conceptual models which are built with OO-Method. 

In the sub-step characterization of the concept to be measured, we define the entity 
and the attribute to be measured. The input artefact used to measure the functional 
size of the OO-Method applications is the Conceptual Model. This model is 
comprised of four models (Object, Dynamic, Functional, and Presentation) that allow 
the generation of a fully working software application. The conceptual model of OO-
Method is described in detail in [7]. Therefore, the entity to be measured by OOmCFP 
will be an OO-Method conceptual model, and the attribute to be measured will be the 
functional size, which is defined by the ISO/IEC 14143-1 standard as the size of 
software derived by quantifying the functional user requirements [4]. 

In the sub-step selection of the metamodel, we have selected the COSMIC standard 
because, in contrast to other FSM standards like IFPG FPA, NESMA FPA or MARK 
II FPA, it allows the functional size measurement of multi-layer applications (like 
OO-Method) from different viewpoints. Figure 1 shows the COSMIC metamodel 
according to the COSMIC measurement manual version 3.0 [1], which illustrates the 
information that should be represented by the software artefact to be measured.  

 

 
 

Fig. 1. Metamodel of COSMIC. 



 Proceedings of CAiSE’08 Forum        35 

The purpose of the measurement in OOmCFP is to measure the functional size of 
the OO-Method conceptual models to estimate the cost of the applications generated 
by the OlivaNova Suite. 

The scope of the measurement in OOmCFP is the OO-Method Conceptual Model 
from which the final software application will be built.  

The granularity level of the measurement is low because all the details in the OO-
Method conceptual model are needed to generate the applications. 

The OO-Method software applications are generated according to a three-tier 
software architecture: the presentation tier (Client layer), the logic tier (Server layer), 
and database tier (Database layer) – see Figure 2. Each tier can be developed for 
different software environments. 

As Figure 2 shows, the human user is a functional user of the client layer of the 
software and is separated from that layer by a boundary. In turn, the client layer of the 
software is a functional user of the server layer and is separated from that layer by a 
boundary. The server layer of the software is both a functional user of the client layer 
and a functional user of the database layer of the software and is separated from these 
layers by a boundary. In addition, the legacy systems are functional users of the 
server layer and are separated from that layer by a boundary.  

The human user carries out the triggering events that occur in the real world. This 
user starts the functional processes that are direct successors of the hierarchy action 
tree (HAT) of the presentation model of OO-Method conceptual model. Each child 
represents a single functional process. The ‘client user’ starts the functional processes, 
which are the actions that the server layer carries out in response to the functional 
processes that occur in the client layer. The ‘server user’ starts the functional 
processes, which are the actions related to the database layer in response to the 
functional processes that occur in the server layer. The ‘legacy user’ starts the 
functional processes, which are the actions that the server layer carries out in response 
to the functional processes that occur in the legacy systems. 

Every functional process has a set of data movements that can be entry data 
movements (E), exit data movements (X), read data movements (R) or write data 
movements (W). In the measurement guide2 we have defined 69 mapping rules for the 
data movements that can occur in the OO-Method applications – see Figure 2. 

 

 
 

Fig. 2. Data movements that could occur in an OO-Method application. 
 

Each single data movement moves one data group. The data groups are the classes 
of the object model of OO-Method that participate in a functional process. Every class 
has a set of attributes that will be the data attributes of a data group.  

                                                            
2 http://oomethod.dsic.upv.es/labs/images/OOmCFP/guide.pdf 
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In the sub-step definition of the numerical assignment rules, we have determined 
the measurement rules for the data movements that can occur in an OO-Method 
application. One size unit, referred to as 1 cfp, will be assigned to each data 
movement. Thus, the functional size of a functional process will be the addition of the 
data movements that occur in that functional process. Next, the functional size of a 
layer will be the addition of the functional sizes of the functional processes that are 
contained in that layer. Last, the functional size of a generated OO-Method 
application will be the addition of the functional size of every layer of the application.  

In terms of the validation of the OOmCFP procedure, we have verified how the 
measurement process works in practice using some predefined OO-Method 
conceptual models. In addition, we can infer that OOmCFP has been theoretically 
validated because the theoretical validation of COSMIC was carried out successfully 
in [2] using the DISTANCE framework. Moreover, an expert3 has validated the 
conformity of the OOmCFP procedure with the COSMIC version 3.0. 

3   Conclusions and Further Work 

In this paper, we have presented OOmCFP, which is an FSM procedure based on 
COSMIC for object-oriented applications generated in MDA environments from their 
conceptual models. The design of OOmCFP was presented using a generic process 
model for software measurement. We consider that OOmCFP specifies the issues that 
must be considered for the development of a tool to automate the measurement of the 
functional size of applications generated in MDA environments. Further work 
includes empirical studies of the reproducibility and the repeatability of OOmCFP, 
and the creation of a tool that automatically implements OOmCFP. 
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Abstract. Modern information systems are considered as collection of
independent units called services that interact with each other through
the exchange of messages. This paper focuses on interactions from a
more centralized or global perspective (i.e. choreography), validates the
underlying approach to model interactions, and discusses how choreogra-
phies can be executed with an established agent-oriented programming
language basing on the principles of model-driven development.

1 Introduction

Service-oriented architectures (SOAs) as an approach to design and implement
modern information systems (ISs) aim to support business process management
within an organization and across organizational borders. At this services are
employed to perform tasks within these processes and processes themselves can
be exposed as services. In these kinds of settings, service interactions are at the
center of attention where two complementary perspectives can be distinguished.

Recently, several approaches have been proposed to describe the interaction
between entities either from a local (e.g. Business Process Execution Language)
or global perspective (e.g. Web Service Choreography Description Language). In
this paper, we propose an agent-based approach as agent systems provide several
built-in features and concepts that allow to execute SOAs in a nice manner (see
[1] for more details).

A lot of effort has been undertaken to identify the most common interac-
tion scenarios from a business perspective, which have been published as service
interaction patterns by Barros et al. [2]. We take these patterns as a base and
demonstrate how a platform independent domain specific modeling language for
multiagent systems called Dsml4Mas fulfills the proposed requirements. Fur-
thermore, we also aim at providing an agent-based model-driven methodology
that allows executing choreographies.

In the remainder of this paper we discuss a selected interaction pattern and
demonstrate how choreographies can be transformed to executable code by ap-
plying principles of model-driven development.
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Fig. 1. Pattern 7: One-to-many send/receive modeled with the graphical editor of
Dsml4Mas.

2 A Platform Independent Modeling Language for
Multiagent Systems

Dsml4Mas defines a graphical language that could be used to define agent sys-
tems independent of any existing agent-oriented programming language (AOPL).
However, model transformations can be applied to generate code with respect
to selected AOPLs.

Dsml4Mas is divided into several viewpoints (e.g. agent, organization, be-
havior, etc,), however, in this paper we mainly focus on the interaction aspect
and demonstrate how to model the proposed service interaction patterns.

In general, an Interaction refers to a set of Messages and Actors that make
use of these Message for the purpose of interaction. The Actor can again refer
to a set of Actors as subactors, meaning that the set of instances performing
the superactor is split into the several subactors. In general, the subactors are
determined at design time, but filled with the particular instances that perform
this kind of role at run-time. Furthermore, a Protocol that should be considered
as a specialization of an Interaction refers to a set of MessageFlows that specify
how the exchange of Messages is proceed.

The MessageFlows again refer to a set of Actors that are active in the current
state, i.e. those instances that send the particular Messages. Furthermore, it
specifies a join and fork operator which are both of the type MessageScope that
defines the Messages and their order how these arrive. In particular, this means
that Messages are connected via a None, Parallel, Loop, Sequence, XOR, or OR
operator. Furthermore, the MessageFlow refers to a TimeOut that specifies the
latest point in time a Message should arrive. Beside Messages that are sent, the
MessageFlow may also refer to Protocols that are initiated at some specific point
in time in the parent Protocol in order to execute nested protocols.
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3 Modeling Service Interaction Patterns using Dsml4Mas

Barros et al. [2] consolidate recurrent scenarios and abstract them in a way
that provides reusable knowledge. They distinguish between four groups of pat-
terns, however, we focus on the single-transmission patterns in which a party in-
volved may send or receive multiple messages but as part of different interaction
threads dedicated to different parties. A specific case is pattern 7: One-to-many
send/receive. Here, a party X sends a request message to several other parties
Y1,...,Yn, which may all be identical or logically related. Responses are expected
within a given timeframe. However, some responses may not arrive within the
timeframe. The interaction may complete successfully or not depending on the
set of responses gathered. Fig. 1 depicts the one-to-many send/receive pattern
using Dsml4Mas. The parties are again modeled as Actors, where the atomic
entities Y1,...,Yn are bound to Actor Y. Sending a Message to an Actor means
that the particular Message is sent to each instance that is bound to the target
Actor. This means that Message M1 is sent to each of the Y1,...,Yn in parallel.
When receiving M1, each of these entities sends the corresponding answer Mes-
sage M2 to Actor X. A TimeOut ensures that the interaction does not end up
in a deadlock.

4 Model-driven Methodology to Generate Executable
Code

In this section, the transformation from the local perspective to the agent-based
execution platform JACK is given. JACK is a process-centric agent-based pro-
gramming language that bases on principle of the belief-desire-intention theory
[3]. We firstly introduce the core concepts of JACK. Due to space restrictions
this is a very rough summary, however, a detailed overview regarding the JACK
metamodel can be found in [4]. The most relevant concept in JACK is the con-
cept of a Team, which can be either an atomic Agent, or a set of required Roles
(i.e. subteams) that all together form the Team. A Role specifies which Events
the role fillers are able to react to and send. How a Team actually reacts to an
incoming request is specified by a set of TeamPlans.

The transformation to the JACK metamodel uses pattern 7 as an input
model. We generate a Team for each Actor that performs a particular role (e.g.
Role X for team X) and requires Roles (e.g. Role Y) to which the Messages
in the Dsml4Mas behavior model are sent (cf. Fig. 2). The Messages of the
Dsml4Mas model are mapped to Events in JACK (e.g. event M1 and M2). For
each Plan in the behavior model, we instantiate a TeamPlan that is used by the
particular Team (e.g. XSendM1 and XReceiveM2). The body of the TeamPlans
is mainly generated in an one-to-one manner from the Plans in Dsml4Mas.
For instance, the XSendM1 TeamPlan (Fig. 2 right-hand side) also includes a
parallel statement that iterates over the various role fillers and sends the event
instance m1 of M1 to the role fillers y. The parallel statement ends if the Event
has been sent to all role fillers. We refer to [4] for more detailed information
regarding the model transformation from Dsml4Mas to JACK.
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Fig. 2. The generated JACK models based on the Dsml4Mas behavior for Pattern 7.

5 Conclusion

This paper discusses an agent-based approach to describe choreography-based
interactions. Therefore, we proposed a modeling language for multiagent systems
called Dsml4Mas and demonstrated that Dsml4Mas supports modeling the
proposed service interaction patterns. The main result of this evaluation is that
each pattern—in contrast to other proposed standards—can nicely be described.

Based on Dsml4Mas, we discussed a model-driven methodology to derive
code based on the choreography description. The Dsml4Mas model that in-
cludes the particular generated behavior model is mapped to an agent-based
programming language JACK that finally executes the choreography descrip-
tion.
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Abstract. This paper shows a rigorous approach based on algebraic
speci�cations and rewriting logic which makes up for the lack of current
transformation languages and o�ers a balanced rigour-versus-intuition
framework for model transformation, focusing on the MDA-QVT stan-
dards. To illustrate this approach, an example and some formal applica-
tions of these speci�cations are sketched.

1 Introduction

In recent years, the profound impact of the Model Driven Architecture (MDA)
proposal [1], promoted by the OMG as architecture for software development,
has meant that the model transformation becomes a very active research and
development direction. Within this scope, OMG also published the QVT stan-
dard [2], a language for the speci�cation of model transformations within the
MDA scope. Since transformations guide the whole software development cycle,
it is crucial to o�er a precise and rigorous infrastructure, in order to help to
verify and guarantee correctness of them. However, current implementations of
transformations languages lack this necessary mathematical underpinning.

The aim of this short paper is: on the one hand, to show how a rigorous
approach based on algebraic speci�cation and rewriting logic [3] can o�er a suit-
able framework for model transformations; and on the other hand, to show how
proving theoretical properties of transformations is possible if the transformation
language or tool has a mathematical underpinning [4]. Maude [5] is the formal
language used in this work. To illustrate this approach, the formal speci�cations
of two metamodels, and a transformation between them, have been created.

2 Model Transformation based on a Rewriting Logic

Approach

The main idea of this work is to specify metamodels through OO Maude mod-
ules, and the transformation rules as rewriting rules that rewrite source model

? Partially �nanced by the Spanish Ministry of Science and Technology, project
DEDALO (Development of Quality Systems based on Models and Requirements)
TIN2006-15175-C05-03
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elements (represented as terms) into other target model elements. In this section,
as well as explaining the main principles of this approach, we will illustrate it by
means of an example of transformation from UML Class diagram to a RDBMS
diagram (extracted from [2]).

2.1 Metamodel Formalization

In QVT, model transformations are de�ned in terms of metamodels, existing
source and target metamodels. Metamodel elements will be speci�ed in Maude

by means of the object oriented modules of Maude. Figure 1 summarizes the
elements that make up the approach. This Figure shows the OMG standards'
elements, the Maude elements and the relationship between them.

Fig. 1. Summary of the approach elements

The �rst metamodel speci�ed is the so-called simple UML metamodel (taken
from annex A of [2]) which represents a simpli�ed version of the UML Class
diagram. Each element of this metamodel is speci�ed by means of aMaude class.
Figure 2 shows an example of a simple UML diagram and how it is expressed
by means of objects in Maude; these objects are instances of Maude classes that
appear in the lefthand side of the �gure, as it was indicated in Figure 1.

Analogously, the textual description of the simple RDBMS metamodel (taken
from annex A of [2]) will be formalized in Maude.

2.2 QVT Relations Features in Maude

In this subsection, we analyze brie�y the basis of QVT Relations and how to
formalize them by means of the strengths o�ered by Maude.

On the one hand, a transformation is expressed in QVT Relations by means
of relations between metamodel elements. A relation declares constraints that
must be satis�ed by the two or more metamodels (or domains) that participate
in the relation. Each domain establishes a pattern that must be matched with
the candidate models in order to execute the transformation, known as object

template expressions that are directly expressed in Maude, since this language
o�ers pattern-matching in the simpli�cation of terms. Regarding the speci�cation
of QVT transformations in Maude, they can be speci�ed as rewriting rules that
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change and create the elements of the target model. Finally, constraints over the
candidate models will be speci�ed as conditions in the rewriting rules.

Fig. 2. Example of UML diagram and their corresponding Maude objects

2.3 Simple UML to Simple RDBMS

In this section, we will study the transformation from UML diagrams to RDBMS
diagrams (taken from [2]). Basically this transformation has three main (top-
level) relations: Package to Schema, Class to Table and Association to Foreign
Keys. Due to lack of space only the �rst relation will be studied.

Package to Schema relation transforms a package of a UML diagram into a
schema of a relational data base diagram. Figure 3 shows this relation expressed
in QVT (a) and how it is speci�ed in Maude (b). In this relation, the object
template expression can be �directly� expressed in Maude. The pattern matching
binds the variable �pn� to a speci�c value that is used to create a new object
which represents a schema in the target model. On the other hand, since a model
is represented by means of objects in Maude, we have to use object identi�ers
in the rules. In the righthand side of the rule appears both the object of the
source model and the new object in the target model. Finally, once we have
speci�ed the metamodels and the QVT Relations in Maude, we can execute the
transformation over any UML model.

3 Applications in Practice

The main advantage of the use of this approach over other non-formal trans-
formation techniques is that some applications can be carried out only de�ning
the rewriting rules. The application shown checks if two models are semantically
equivalent. In general, various models are semantically equivalent if they have
similar meaning. Being more precise, in this work we consider that two models
are semantically equivalent if they hold all the equivalence relationships (de�ned
by means of QVT Relations) which, depending on the metamodels, express the
semantics equivalence of concepts as de�ned by the analyst. In this way, if the
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(a) top relation PackageToSchema { pn: String;

checkonly domain uml p:Package {name=pn};

enforce domain rdbms s:Schema {name=pn}; }

(b)

rl [PackageToSchema] :

< packageOid(p:String) : Package | domain : "uml", name : pn:String,...> =>

< packageOid(p:String) : Package | domain : "uml", name : pn:String,...>

< schemaOid(p:String) : Schema | domain : "rdbms", name : pn:String > .

(c) (search UMLdiagram =>! C:Configuration C2:Configuration

such that (C:Configuration := RDBMSdiagram) .)

Fig. 3. (a) and (b) Package to Schema ((a) adapted from [2]); (c) Maude comand to
check if two models are equivalent

semantic equivalence between two models is expressed as a relation, we can use
Maude to infer if two particular models are equivalent using these rules.

If we de�ne a RDBMS model that is equivalent to the one in Figure 2, Figure
3 (c) shows the Maude command that checks this equivalence. We ask Maude

if it is possible to obtain the �RDBMSdiagram� model from the �UMLdiagram�

model using the speci�ed rules. This execution will �nd a solution since the
models are equivalent.

4 Conclusions

The research presented shows the feasibility of integrating formal techniques
with current software engineering standards (MDA-QVT). This approach may
be particularly useful in model-driven engineering processes to develop critical
or error-prone high quality systems. The metamodel speci�cations made in this
approach o�er a powerful way to verify type properties and the correctness of
the models without losing the legibility and practicality of other transformation
languages. Furthermore, in the formal framework proposed the transformations
are represented as mathematical entities and we can take advantage of all the
power of mathematical inference mechanisms. This allows us to infer information
and to prove properties of the transformations.
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Abstract. Model-driven engineering is at the forefront among recent
attempts to information systems development. Models are gradually re-
fined from domain specific descriptions to more concrete models closer
to implementation. This is particularly relevant to the model transfor-
mation of collaborating business partners down to collaborating (web)
services as they share a common interactional perspective. However, as
requirements constantly evolve model layers change and so they have
to be kept in sync. Model synchronisation keeps track of those changes
and propagates them to other layers. This poster gives a brief introduc-
tion to model synchronisation as devised for the Semantic Object Model
(SOM), a promising approach to model-driven service engineering. SOM
allows for the gradual refinement of model layers through decomposition
of business objects respective their interactional relationships.

1 Introduction

Model-driven development of information systems bares the indispensability of
architectural frameworks. Architectures divide a complex model into several
model layers and perspectives so as to reduce the amount of aspects to be con-
sidered at a point in time. Transformations do not only allow for the gradual
refinement of a given layer but also hold together the whole system as a coherent
architecture. Furthermore, it is the availability of Service-oriented Architecture
(SOA) that increases the attractiveness of model-driven engineering as collabo-
rative aspects gain relevance for both domain modelling (e.g. business process
design) and implementation focus (e.g. compositions of web services). However,
constantly changing requirements enforce changes of model layers. For instance,
changes in the provision of business services (e.g. order processing) must be mir-
rored in terms of changes in the provision of technological services (e.g. automatic
order entry). Models should be kept in sync without violating the consistency of
the overall architecture. In a semi-automatic fashion, users are guided through
all layers to apply dependent changes step-by-step.

The Semantic Object Model (SOM) [1] is an approach to model-driven service
engineering. SOM allows for the deduction of executable process models from
high-level networks of interacting business partners [3]. This poster presents the
enhancement of SOM via change propagations for model synchronisation.
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2 The Semantic Object Model (SOM)

The backbone of the Semantic Object Model (SOM) is an enterprise architec-
ture as shown in Figure 1. The architecture is divided into three main layers.
The enterprise plan defines the business system from an outside view in terms
of its goals, objectives and strategies embedded in a broader socio-cultural con-
text. From an inside view, the business process model implements the enterprise
plan. It is specified as a system of interacting business objects which coordinate
behaviour in purposefully providing and consuming services via transactions.
Once a network of collaborating actors is decomposed down to a sufficient level
of detail, resource assignments embody the system in terms of human actors and
web-enabled software components (implementation support).

Fig. 1. The Semantic Object Model (SOM).

It is the business process model that can be further refined by decomposing
interactions and objects. Interactions between objects are typed according to
the coordination principles negotiation and feedback-control. Negotiation defines
relationships between objects as either initiating (I), e.g. make offer, contracting
(C), e.g. accept order, or enforcing (E), e.g. deliver service. Feedback-control
relates objects through control transactions (R), e.g. give advice, and feedback
transactions (F), e.g. state report. Model layers emerge in gradually refining net-
works of interacting objects. This is done by applying patterns of object-relations
such as ICE, CE, RF or more complex combinations. For instance, consider the
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decomposition of an object Supplier in two objects Sales and Retailer. In replac-
ing Supplier relations between Sales and Retailer require the former to give sales
advices (R) and the latter to confirm sold products (F). Following coordina-
tion principles in this manner new model layers emerge being in relationship
with each other. Hence, transformations between layers constitute the trace of
decomposition steps applied for their creation. However, once an architecture
is modelled, requirements may change. For instance, industrial development of
new products, services or markets may enforce new structures and relationships
between managerial and operational actors. To avoid developing architectures
anew from scratch each time requirements change, model synchronisation keeps
track of changes.

3 Model Synchronisation in SOM

Consider the example of a Buyer- Supplier network. In the initial model layer as
shown on the top-left side in Figure 2, both objects negotiate according to their
needs. In the second model layer, Supplier was decomposed in two objects Sales

Fig. 2. Model Synchronisation in SOM.

and Retailer (see Figure 2 on the bottom-left side). The latter sells the product
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to Buyer from stock according to advice from a salesman. However, in order to
increase the range of products, the management decides to purchase selected
items from external sources. These products must be delivered in order to resell
them to buyers. On the top-right side in Figure 2 a new object Delivery is inserted
according to the changed requirements. This enforces change propagations so as
to keep Layer 1 and Layer 2 in sync. If one compares Layer 2 of the old model
and Layer 1 of the new model, propagations result from both the decompositions
which led to Layer 2 (D2) and the the insertion of Delivery in Layer 1 (∆1).

We devised a complete set of change propagation algorithms keeping track
of insertions, deletions and updates [2].

4 Conclusion and Future Work

The gradual refinement of model layers decreases complexity as systems are di-
vided into manageable parts without loosing track of the whole architecture.
Model-driven service engineering can unfold its full potential when architectures
evolute toward sustainability. Therefore, mechanisms are needed assuring the
propagation of changes on a particular layer to other layers so as to maintain
consistency. SOM’s transformation rules are derived from composable patterns
of coordinations between objects. Having enhanced SOM’s enterprise architec-
ture with change propagations, model synchronisation introduces flexibility and
accounts for evolving requirements. We are working on a SOM tool which is
partly available for presentation.
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Abstract. In this paper, we present an autonomous and scalable WSMO-based 
methodology to describe quality of service (QoS) and geographic features of 
e-services in a peer-to-peer based environment. To fully explore the usability of 
service mining and categorisation, we designed an algorithm to select the most 
appropriate peers to improve effective service composition.  

1. Introduction 

It is problematic that traditional methodologies can not effectively and autonomously 
conduct service discovery and composition in a complex dynamic environment. Even 
though quite a few groups proposed numerous QoS specifications, most of them are 
extremely difficult to clarify the correlation between one another consistently. 

In this context, we present an intelligent, autonomous and scalable ontology-based 
methodology to describe QoS and geographic features of Web services in a P2P-based 
environment. Moreover, semantic Web services selection is a process to automatically 
find appropriate Web services that effectively fulfil the requestor’s requirements. 
Hence, we design and implement an algorithm to reasonably deal with the correlation 
between those requirement specifications, and select the most appropriate peers to 
foster a better service composition. In section 2 we introduce the design steps of 
modelling method. After comparing the related work in Section 3, our conclusions 
will be addressed with future work in Section 4. 

2. Design and Modelling 

In order to evaluate different non-functional properties of e-service peers, there are 
three important concepts in our design: PreferedValueType, Weight, and Unified Value. 
PreferedValueType has two kinds of values: “low” and “high”. With regard to 
“Weight”, it indicates the importance and priority of certain properties during the 
service composition. “Unified Value” indicates the each peer’s overall quality with 
numerically indicating results.  
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If “PreferedValueType” = “high”, then the property ratio (PR) of a peer’s service 
should be calculated by: 
 

nf(min)-nf(max)
nf(min)-j)nf(i,j)PR(i, =                    (1) 

 
“PR(i,j)” presents the ratio value of non-functional Property(j) of Peer(i), and “nf” 

stands for non-functional. nf(min) and nf (max) refer to the minimum and maximum 
value of the Property(j) among all relevant peers. On the contrary, if 
“PreferedValueType” = “low”, then the ratio should be determined according to: 
 

nf(min)-nf(max)
j)nf(i,-nf(max)j)PR(i, =

                     (2) 

 
Our main aim is to scale the value ranges with the maximum and minimum values 

by this means. Hence, any value with different “PreferedValueType” can be converted 
into the standardised value between 0 and 1. Through this approach, every property of 
each peer can be compared and evaluated fairly and also quickly. Subsequently, all 
candidate peers’ non-functional properties would be put in a matrix, looks like (for n 
properties in m peers): 
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“Mnf” refers to matrix of non-functional properties. For uniformity, matrix Mnf 

has to be normalised to map all real values to a relatively small range through 
equations (1) (2), i.e., all elements of the final matrix are real numbers in the closed 
interval [0, 1]. Having Weight (W) values assigned to each property, we apply the 
following equation to generate the “Unified Values (UV)” for each peer: 
 

mijwjiPRiUVeiWMnfUV
n

j

..1,))(),(()(.,.,
1

=×=×= ∑
=

        (3) 

 
w(j) stands for a weight value of different property (jth) for service composition. As 

a result, it is reasonable to indicate which peer (ith) would be able to conduct a specific 
task more effectively, by means of achieving the highest value UV(i), i ranges from 1 
to m. With regard to WSMO [4] extension, based on [6], we define an extensible class 
QoSProperty which aims to extend nonFunctionalProperties class in WSMO for 
P2P-based service selection [7].  
 

Class nonFunctionalProperties 
...other existing properties... 
hasQoSProperty type QoSProperty 

 
Class QoSProperty sub-Class nonFunctionalProperties 
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hasPropertyName type string 
hasPropertyValue type {int, float, long, others} 
hasPreferedValueType type {low, high} 
hasWeight type float 

 
In order to effectively enhance services’ quality regarding accessibility in P2P 

network, we herein consider basic geographic information about a would-be 
task-allocated peer and incorporate it into the QoS profile as an extension of previous 
QoS specification 

 
Class GeoProperty sub-Class QoSProperty 

hasGeoName type string 
hasGeoValue type {int, float, long, others} 
hasPreferedValueType type {low, high} 
hasWeight type float 
isEssential type boolean 

 
For a peer selection process, we designed an algorithm. This algorithm aims to 

address the selection method with multiple peer profile specifications, and facilitate 
the above modelling approach. The algorithm can also be used for service/peer 
matchmaking, since we may set a goal for each QoSProperty if necessary. The 
following is the pseudo code: 
 
Begin Function Mining Peers (P1, P2, … Pm) 

for i=1 to m do 
getQoSProperties(Pi); 
normalise input (Pi) using equation (1)/(2);  
then store the normalised value into array (Mnf); 

end 
getWeight() for the different properties; 
calculate the unified values by using equation (3; 
choose Pi with maximum unified value; 
return (Pi); 

end function 

3. Related Work 

Functionality and non-functional properties are two essential aspects for semantic 
Web service. Functionality is used to measure whether this Web service meets all the 
functional requirements of an anticipated Web service, i.e. Web services matchmaking; 
while non-functional properties are qualified to evaluate the performance of the Web 
service. This has been viewed as a sufficient means to distinguish functionally similar 
Web services. For example, [3] and [1] emphasized a definition of QoS aspects and 
metrics. In [3], all of the possible quality requirements were introduced and divided 
into several categories, including runtime-related, transaction support related, 
configuration management and cost related, and security-related QoS. Both of them 
shortly present their definitions and possible determinants. Unfortunately, they failed 
to present a practical methodology for real applications. In [2] and [6], authors 
focused on the creation of QoS ontology models, which proposed QoS ontology 
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frameworks aiming to formally describe arbitrary QoS parameters. From their 
on-going work, we are aware that they did yet consider QoS-based service selection. 
Additionally, our approach is built by taking considerations of new intuitive 
correlations between various service quality measurements and also testified upon a 
well-founded peer-to-peer e-service workflow system, which the authors have 
developed in the past [5]. 

4. Conclusion and Future Work 

In this paper, we discussed the importance of QoS and spatial specification for 
P2P-based service mining and selection, and presented a comprehensive analysis on 
non-functional properties in WSMO. We augmented WSMO description by involving 
QoS perspectives and geographic profiles. We also designed and implemented an 
effective algorithm to facilitate the peer selection. Within the near future, our service 
peer selection model is expected to be modernized by focusing on concrete and 
detailed geographic features for location-based services, and we will improve our 
prototype for P2P-based workflow under a dynamic circumstance more effectively.  
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Abstract. Despite their importance, Web service business protocols are
not always published with service interfaces, which hinders automatic
management. A solution is to extract them from past executions. One
of the raised issues is the discovery of temporal constraints called timed
transitions, which are not explicitly recorded. In this paper we present
our approach for discovering such transitions. We define a class of pat-
terns called proper timeouts which are equivalent to timed transitions,
and present a polynomial algorithm for extracting these patterns.3

Keywords: Web service, business protocol, knowledge extraction, tem-
poral constraint

1 Introduction

A very important ambition associated with Web services relates to loosely-
coupled integration, which is already partially carried out by the fact that ser-
vices use widespread standards. A good flexibility is possible only if users know
how to interact with a service. This requires to associate with services elaborate
descriptions (such as WSDL) enabling a good understanding of their execution
semantics. However descriptions like WSDL are not sufficient for a sophisticated
and automatic use of services because they provide only static properties [1]. This
is what motivated authors in [1] to define a higher level model, the so-called busi-
ness protocol, which specifies the conversations supported by a service, i.e. all
valid sequences of message exchanges. It is formalized by a deterministic finite-
state machine, where states represent the various service phases; transitions are
triggered when the service sends or receives messages. A timed business protocol
[2] is an enhanced version of the basic model allowing for the definition of timed
transitions, which are not related to the emission of explicit messages but to
temporal constraints (validity period, expiration date, etc); they are triggered
automatically after a time interval is elapsed or after some date is reached.
3 This work is partially funded by the ANR project Service Mozäıc (2007–2009,

JCJC06 134393) and by the EU Framework 7 STREP project COMPAS (215175,
FP7-ICT-2007-1).
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Business protocols offer automatic reasoning mechanisms with many applica-
tions, such as correctness verification, compatibility testing, etc. However they
are not often specified in real life services. Potential reasons include lack of
time during implementation or uncontrolled evolution. A solution is then to
infer this protocol from the conversation logs of a service. Direct applications
are re-engineering issues, such as implementation correctness checking or service
evolution. Once automated this extraction process could be applied in service
discovery architectures [3] for automatic service composition or replacement.

Discovering service protocols includes many technical challenges: cleaning
logs from “noise”, identifying the different conversations, defining assessable
models, developing refining tools for an interactive extraction, etc. The first
contribution to this problem has been proposed in [4], but relates only to un-
timed business protocols. With the importance of temporal aspects in real life
services it becomes crucial to extend this work to timed business protocols, which
contain both explicit and timed transitions.

This paper presents our approach for extracting timed transitions from con-
versation logs.4 We define a class of patterns called proper timeouts which reveal
the presence of timed transitions in the protocol. We propose a characterization
of the set of proper timeouts satisfied by the logs, which leads to a polynomial
extraction algorithm. This work is an extension of [4], and both take part in
ServiceMosaic international project (http://servicemosaic.isima.fr) which aims at
developing a platform for modeling, analysing and managing Web services [6].

2 Associating Patterns with Timed Transitions

We define an episode as a sequence of two message names. Given an episode
α = 〈m,m′〉, an occurrence of α is a sequence of two consecutive occurrences
of m and m′ in the logs. The occurrence duration of an episode occurrence is
the difference between the message timestamps. The minimal (respect. maximal)
occurrence duration of an episode is the smallest (respect. greatest) occurrence
duration of all its occurrences. The occurrence duration interval (ODI) of
an episode is the interval which includes all its occurrence durations. The mini-
mal (respect. maximal) occurrence duration of a set of episodes is the minimum
(respect. maximum) of all the minimal (respect. maximal) occurrence durations
of these episodes. The occurrence duration interval (ODI) of a set of episodes
is the interval which includes all the occurrence durations of these episodes. For
each message m, we denote by Pm the set of episodes whose first message is m.

Given two sets of episodes A and B, we say that A precedes B (denoted by
A ≺ B) if ODI(A) is before ODI(B).5 We say that A and B are not comparable
(denoted by A ‖ B) if A ⊀ B and B ⊀ A. Given A,B ⊂ Pm, we show that:
if there exists a timed transition between the state from which the transitions
corresponding to the elements of A are going out, and the one from which the
4 Technical results are presented in an extended version of this paper [5].
5 ≺ is a strict order relation on sets of episodes.
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transitions corresponding to the elements of B are going out, then A ≺ B.

We define a proper timeout as a triplet PT (m,A,B), where m is a message
and A,B ⊂ Pm. We say that logs L satisfy the proper timeout PT (m,A,B),
which is denoted by L � PT (m,A,B), if:A ≺ B

∀α ∈ Pm \ (A ∪B), {α} ∦ A ∪B
∀Z ∈ {A,B}, ∀X,Y ⊂ Z (X,Y 6= φ), (X ∪ Y = Z) ⇒ (X ⊀ Y ) .

(1)

Given a message m and A,B ⊂ Pm, we show that: if there exists a timed
transition in the protocol, between two states s1 and s2 such that the sets of
transitions going out of s1 and s2 respectively are in bijection with A and B,
then there exist A′ ⊆ A and B′ ⊆ B such that L � PT (m,A′, B′). Since each
timed transition involves the satisfaction of a proper timeout, we can find all
of them. However we can discover more proper timeouts than there are timed
transitions, if some messages always take longer to be sent or received than mes-
sages associated with other transitions of the same state. Thus we will say that:
a satisfied proper timeout reveals the presence of a potential timed transition.

We show that: for practical purposes, proper timeouts are the best possible
representations of timed transitions. That justifies the relevance of the develop-
ment of a timed transition discovery method based on the research of the proper
timeouts satisfied by the logs.

3 Extracting the Proper Timeouts

The complexity of a basic “generate and test” method for extracting proper
timeouts is exponential. Instead, we propose a nice characterization of the set of
satisfied proper timeouts, which leads to a polynomial algorithm. This charac-
terization, formalized by Theorem 1, states that: the proper timeouts satisfied
by the logs and related to message m are exactly given by the pairs of consec-
utive elements of the partition of Pm satisfying (2). Thus, partitioning all sets
Pm gives us all the proper timeouts satisfied by the logs.

Theorem 1. Consider a mesage m, im ∈ IN∗, and {P (1)
m , P

(2)
m , . . . , P

(im)
m } a

partition of Pm. The following assertions are equivalent:{
P

(1)
m ≺ P (2)

m ≺ . . . ≺ P (im)
m

∀ 1 ≤ i ≤ im, ∀X,Y ⊂ P (i)
m (X,Y 6= φ), (X ∪ Y = P

(i)
m ) ⇒ (X ⊀ Y ) .

(2)

{
∀ 1 ≤ i < im, L � PT (m,P (i)

m , P
(i+1)
m )

∀A,B ⊂ Pm, L � PT (m,A,B)⇒ ∃ 1 ≤ i < im, A = P
(i)
m , B = P

(i+1)
m .

(3)

We propose a polynomial algorithm, called partitionPm, for constructing this
partition in an incremental way. The input of algorithm partitionPm comprises
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a message m, the set Pm, and the ODIs of all episodes in Pm. The output is
the partition Π of Pm satisfying (2). Π is constructed by inserting one by one
the elements of Pm in such a way that (2) is satisfied at each step. In order
to describe the general step of the algorithm, let us consider that Π is already
partly constructed. Let α be an episode of Pm not yet considered. A single pass
is made over the partition to determine (i) whether the ODIs of some elements
of Π overlap ODI(α), and (ii) between which sets of Π α is situated according
to ≺. If there is no overlap, a new set containing α is created and inserted into
the partition in compliance with ≺. If the overlap takes place with only one
element of Π, α is simply inserted in this set. If the overlap occurs between α
and several parts of Π, they are necessarily consecutive according to ≺; as such
they are merged and α is inserted into the resulting set. As for each episode
α ∈ Pm only one pass is made over the partition, the complexity is O(|Pm|2).

The global method for extracting all the proper timeouts satisfied by the logs
is divided in two steps. The first one is a preprocessing of the data, performed
in order to obtain the set of messages, the set of episodes, and the ODIs of
all episodes. A single pass is made over the logs, during which the occurrence
duration of each sequence of two consecutive messages is calculated. The second
step consists in constructing all sets Pm, and running algorithm partitionPm for
each of them. The logs’ size being far greater than the number of episodes, the
first step is the most costly in term of running time. Thus the complexity of the
global algorithm is O(|L|).

We have implemented our discovery process to test its scalability. In order
to easily have a big amount of data, we have also implemented a log generator
which creates conversation logs from a given business protocol by mimicking
the behaviour of a service. Results of our experiments confirm the complexity
results we have established formally. The final test will be to run our algorithm
on real-life data in further experiments.
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Abstract. We propose a reorientation of the way the concept of sus-
tainability is dealt with in relation to information systems, positioning
the processing of knowledge at the centre of the concept. The concept
of Sustainability of Knowledge (SoK), referring to processes that gov-
ern knowledge is employed to define Sustainable Information Systems
(SIS). Three knowledge aspects are found to be relevant for the design
of Sustainable Information Systems: adaptability, offloading and knowl-
edge evaluation. The proposed sustainability approach is translated into
requirements needed for SIS, by employing a SOA architecture.
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1 Introduction

Current literature acknowledges that sustainability is a broad, complex concept
[1], involving environmental as well as social issues, and which requires con-
tinuous learning in order to be understood and tackled. However, the issue of
sustainability is still mostly connected to ecological and environmental terms.

The discussion about sustainability and Information Systems (ISs) appears
in different contexts. For instance, models and tools have been developed to
assess corporate sustainability [2] and sustainability of Management Information
Systems [3]. Often, the notion of sustainability of ISs stems from the broader
notion of Sustainable Development and is applied in a specific domain. Also,
contributions concerning sustainability and Information Systems originate from
joining domains, such as sustainability and systems [4].

This article proposes a reorientation of the way the concept of sustainability is
dealt with, positioning human behaviour and the processing of knowledge at the
centre of the concept. The sustainability approach presented in this paper is then
translated into requirements needed for designing an Sustainable Information
System (SIS).

Section 2 sets out our position from a social perspective, where we use the
notions of knowledge, adaptability and offloading. Section 3 discusses the re-
quirements of an IS that conforms with our notion of sustainability, centred
around knowledge aspects. In section 4 we present our conclusions and further
research.
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2 The social perspective on sustainability

The relation between human behaviour and issues of sustainability is conceptu-
alised using the notion of artificial system [5]. An artificial system is defined as a
system that is (i) made by humans and (ii) is operated by humans [1]. Therefore,
an IS is treated as an artificial system, because (i) IS’s are human-made, and
(ii) IS’s are operated by humans. From the definition of the artificial system and
given that human actions follow from an individual’s knowledge, knowledge is
identified to control the artificial system.

The first notion used to approach sustainability is knowledge. Three related
terms are placed in the sequence data - information - knowledge. Data concerns
the signals that humans receive using their senses. One level higher, data is used
to form information, which concerns the interpretation of data. Finally, knowl-
edge is interpreted information, which enables humans to apply the information
in reasoning, decision-making, or performing actions. Knowledge used to operate
an IS needs to be updated continuously. Individuals, who control the IS, have to
cope with the changes of the system to maintain an equilibrium between the sys-
tem and its environment. We call this Sustainability of Knowledge (SoK), which
means that all knowledge processes need to be guided to lead to the development
of new knowledge. Three criteria need to be met by ISs, in order to establish an
appropriate balance of all knowledge processes leading to SoK. An IS should (a)
allow the creation of knowledge, (b) enable the critical evaluation of knowledge,
and (c) ensure the effective integration and application of knowledge.

The second notion used for sustainability is adaptation. Adaptation means
that an organization needs to ensure that its interactions with its environment
fit the demands and possibilities of this environment. In some way, the organi-
zation’s functions need to be aligned with in- and outputs that the environment
provides or allows. Organizational functions are realized by humans in processes
and tasks, thereby supported by machines and all sorts of information systems.
An alignment of organizational functions implies the alteration, reorganization,
and redistribution of the organizations processes and tasks.

The third notion used is offloading. Offloading involves burdening, harming,
destroying or exploiting the economic, ecological and/or social aspects of the
environment [1]. When a unbalance exists between the environment and an or-
ganisation and its supporting IS’s, sustainability can be reached by attempting
to achieve a reduction in offloading, by involving stakeholders. Stakeholders can
be involved in the organizational sense-making, strategy-forming, and decision-
making processes in order to answer the questions how they suffer from the firm’s
offloading and to what extend. Stakeholders are “those groups and individuals
who can affect, or are affected by the achievement of an organization’s purpose”
[6]. Regarding IS’s within organizations, two groups of stakeholders are identi-
fied: (a) stakeholders related to the business system (employees, legislators), and
(b) IS stakeholders, consisting for instance IS-developers or programmers. The
employees of the organization who use the IS also are considered part of the IS
stakeholders.
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3 Requirements for designing an SIS

Summing up, a Sustainable Information System (SIS) is an Information System
which (i) adapts to its environment, (ii) involves relevant stakeholders, and (iii)
supports the knowledge lifecyle, i.e. knowledge creation, knowledge evaluation
and knowledge integration/application.

We illustrate SIS design requirements by using a platform that seems suit-
able to support our approach, namely Service Oriented-based Architecture [7].
Figure 1 shows our SOA-based solution, consisting of four separate layers: the
Business Process layer, the Application layer, the Service layer and what we call
the Knowledge layer. The first three layers are the standard layers of a SOA-
based architecture. The rational of the additional Knowledge layer is to address
specific knowledge aspects. Concerning adaptability, SIS (i) should be equipped
with mechanisms that detect and deal with changes occurring between IS and its
environment, (ii) the IS forms a suitable platform for dealing with changes. The
theory of Complex Adaptive Systems (CAS) seems to provide a suitable frame-
work for dealing with change [8]. CAS theory consider that systems (for instance
organizations made up of human and software agents) self-organize and adapt
to their changing environment. Offloading can be dealt with through additional
services that manage stakeholder inputs. Such services can be an error-reporting
service, which enables stakeholders to report errors they encounter while using
the information system, or a survey service that regularly questions the stake-
holders about the functionality and useability that is offered by the information
system.

Figure 1 shows our SOA-based solution to support the proposed SIS ap-
proach. Concerning adaptability and offloading concerns, the SOA paradigm is
an option for addressing adaptation and offloading problems, because it provides
solutions for enterprise-wide loose coupling, support for service-oriented business
modelling, organisational agility and layers of abstraction [7].

The architecture proposed in figure 1 provides several advantages concerning
adaptation and offloading. First, it allows the decoupling between different lay-
ers: changes occurring in a certain layer are easily mastered within that layer,
by means of the Orchestration Service layer. Second, by incorporating in the
Knowledge layer current organizational knowledge, it allows the detection of
the discrepancies between the (knowledge about) environment and information
system, and enable the solution search.

4 Conclusions and further research

We propose a reorientation of the way the concept of sustainability is dealt
with, positioning knowledge issues at the centre of the concept. The notion of
sustainability in relation to knowledge is employed to define SIS: Sustainability of
Knowledge (SoK), which refers to processes governing knowledge. Three knowl-
edge aspects are relevant regarding SISs: adaptability, offloading and knowledge
lifecycle. We translate these aspects into requirements needed for designing a SIS,
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Fig. 1. SIS proposed architecture

by employing a Service Oriented-based Architecture. An additional Knowledge
layer is added, consisting of a Knowledge Base and a Knowledge Evaluation
layer. The function of this Knowledge layer is to support all three knowledge
aspects relevant to sustainability. As further research, we aim to perform case
studies in different organizations that aim to test the proposed approach.

References

1. Faber, N.R., Jorna, R.J., van Engelen, J.M.: The sustainability of “sustainability”:
a study into the conceptual foundations of the notion of ”sustainability”. Journal
of Environmental Assessment Policy and Management, 7(1), 1–33 (2005)

2. Zwetsloot, G.I., van Marrewijk, M.N.: From Quality to Sustanability. J Bus Ethics,
55, 79–82 (2004)

3. Caldelli, A., Parmigiani, M.L.: Management information system - A tool for corpo-
rate sustainability. J Bus Ethics, 55, 159–171 (2004)

4. Drinan, J. In Frank A. Stowell, Ray L. Ison, e.a., ed.: Systems for Sustainability.
People, Organizations and Environments. Plenum Press (1997)

5. Simon, H.A.: The sciences of the artificial. The MIT Press, Cambridge, Mas-
sachusetts (1969)

6. Amaeshi, K.M., Crane, A.: Stakeholder engagement: A mechanism for sustainable
aviation. C.S.R. & E.M. 13, 245–260 (2006)

7. Erl, T.: Service-Oriented Architecture: Concepts, Technology, and Design. Prentice
Hall PTR (2005)

8. Holland, J.: Hidden Order: How Adaptation Builds Complexity. Reading, MA:
Perseus Books (1995)



 

COMA: A Tool for Collaborative Modeling 

Peter Rittgen 

 
University College of Borås, 501 90 Borås, Sweden 

peter.rittgen@hb.se  

Abstract. Building on earlier empirical work we have designed a prototype that 
supports modeling in groups. The COllaborative Modeling Architecture tool 
(COMA tool) coordinates UML modeling in groups in the form of a negotiated 
creation process. We have employed the tool in two case studies.  

Keywords: Group modeling, model negotiation, collaboration support 

1   Introduction 

The nature of modeling as a collaborative process is widely accepted. Nevertheless, 
most of the tools that support modeling are single-user tools. This is even true for 
tools that explicitly address group modeling (e.g. Compendium [1]). Some notable 
exceptions such as [2] are out of date or do not address consensus building [3, 4]. Our 
objective is to support information synthesis and negotiation as two of the corner-
stones of collaborative modeling [2]. The tool and the architecture are the result of a 
study of modeling behavior [5] and they have been tested in two case studies. Details 
on these cases are currently under review for publication. 

2   Architecture of a Collaborative Modeling Support System 

[2] identifies the cornerstones of collaborative modeling as information gathering, 
synthesis of information and negotiation. According to [6] the primary medium for 
information gathering is natural language and the organizational form is often that of 
a chauffeured session [7]. Tools for this already exist [1]. Information synthesis alone 
is also supported by a large amount of tools, namely by most conventional 
diagramming, modeling or CASE tools. But there is so far no current tool addressing 
the negotiation of models. The COMA tool provides this functionality while also 
allowing for information synthesis. For the latter we have made use of an existing 
UML modeling tool (UML Pad). 
Distributed model negotiation means the coordination of the efforts of a number of 
modelers. The results from the empirical study suggest that such a system must 
provide the following functions: Propose, support, challenge and accept. A proposal 
is a suggestion for the revision of the current version of the model. It implies that the 
modeler posts the content of the local model editor to the group. In building the local 
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or personal version of the model the modeler can make use of bits and pieces of 
existing versions (i.e. group model or other proposals), or even copy a whole version 
and apply changes to it.  

A support is a positive assessment of a proposal. It can be logged by any team 
member after reviewing the respective proposal. It can be complemented by a 
comment that provides a rationale for the decision and perhaps includes suggestions 
for minor changes. 

A challenge is a negative assessment of a proposal. It has to be complemented by a 
justification for the decision as well as constructive comments regarding 
improvements of the proposal. 

COMA offers two rules to decide on the acceptance of proposals: A rules of 
majority and a rule of seniority. When a rule of majority is used, the team operates in 
an unfacilitated mode where each modeler has a vote of the same weight. Acceptance 
only depends on the number of supports and challenges. The rule specifies the 
minimum number of supports required, and the maximum number of challenges 
allowed for a proposal to be accepted. The required number of supports should be at 
least two to avoid that a modeler alone (e.g. the proponent) can make the decision. A 
maximum number of challenges of 0 would force a unanimous decision. When a rule 
of seniority is applied, the team has a facilitator that makes the decision. Other group 
members cannot directly influence the decision, but they can do so indirectly by 
making suitable comments (i.e., supports and challenges). The facilitator can and 
should consider the supports and challenges in the decision. 

3   The COMA Tool 

The COMA tool is divided into three working panes (see Fig. 1). The upper one 
shows the current version of the group model and serves as a point of reference, e.g. 
for copying and pasting stable parts of the model for building a new version locally. 
The contents of this pane cannot be edited, hence the grey background. The lower left 
pane is the editor window where a user can draw the own diagram, possibly with the 
help of parts that have been copied from the group model or proposals by others. If 
the user considers the own local model finished she can save it and make it a proposal 
by right-clicking on the background and choosing “Propose model” from the context 
menu. This makes it available for others to load into their proposal panes. 

The lower right pane represents the said proposal pane. Here the user can load one 
of the proposals made by the other group members or even the own proposal. A right-
click on the background reveals a context menu that allows for logging a support or 
challenge for this proposal. In the same menu the user can also request a negotiation 
window that will pop up and display details on the status of the negotiation. These 
details include the lists of supports and challenges where each entry contains the name 
of the supporter/challenger and the rationale, i.e. the reason for the decision, and in 
the case of a challenge also suggestions for improvement. 

If sufficient support for a proposal is available, the negotiation window can also be 
used to accept the proposal. This turns the proposal into the new version of the group 
model and starts a fresh modeling round. This implies that all the other proposals are 
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deleted. The proponents of the rejected proposals can resubmit them in the new round, 
possibly after applying some changes. 

 

 
Fig. 1. Screenshot of the COMA tool 

Fig. 1 shows a snapshot of the modeling process at a certain stage. This is supposed to 
give the reader an example of how modeling in COMA proceeds. The group was in 
charge of developing a model for the handling of so-called problem goods, i.e. goods 
with an unclear recipient. In a first step they simply wrote down all the activities that 
are involved thus arriving at the first version V001 (upper pane).  

One member, Peter, knows from experience that the activities are performed in a 
certain sequence. He draws the respective diagram by copying all elements from the 
upper pane and simply adding the arrows and rearranging the objects. He proposes 
this diagram and thereby makes it accessible to the other group members who can 
now comment on it or also suggest their own versions. 

 Jenny, the group member from whom the screenshot in Fig. 1 was taken, decides 
to load Peter’s proposal in her proposal pane (the lower right one). She takes a closer 
look at it and agrees with the principle sequence but she is quite sure that the search 
for the recipient is terminated as soon as the recipient is identified and that further 
steps are skipped. She draws the respective diagram in her local editor window (lower 
left pane) and makes a counter-proposal.  

When comparing the two competing proposals the other group members decide 
that Jenny’s proposal is more in line with the actual procedure and they log respective 
supports for her proposal. The new proposal was subsequently adopted by the group 
as version two.  

Although not a business modeling language, we have chosen the UML as the basis 
for the COMA tool. This decision was driven by a number of factors. Firstly, the 
UML is a standardized language with considerable impact in the information systems 
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industry. Secondly, some of the diagrams, e.g. Use Case and Activity Diagrams, are 
often used for business process modeling as companies want to leverage the benefits 
of a common language for both business analysis and IT design. Another reason is the 
ready availability of open-source modeling tools that reduce the investments in tool 
development.  

The tool is implemented in Visual C++ 2005 on Windows based on the UML Pad 
by Luigi Bignami (bignamil@tiscali.it) and with the wxWidgets GUI library 
(http://www.wxwidgets.org/). It is available for download at http://www.COMA.nu. 
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Abstract. The model management operator ModelGen translates a sche-
ma expressed in one modelling language into an equivalent schema ex-
pressed in another modelling language, and in addition produces a map-
ping between those two schemas. AutoModelGen is a generic data level
implementation of ModelGen that meets these desiderata. Our approach
is distinctive in that (i) it takes a generic approach that can be applied
to any modelling language, and (ii) it does not rely on knowing the mod-
elling language in which the source schema is expressed in.

Key words: ModelGen, Model Management, Data Transformation, Data
Integration, Meta Modelling

1 Introduction

ModelGen is a model management [1] operator that translates a schema in a
source data modelling language (DML), for example XML Schema, into
an equivalent schema in a target DML, for example SQL, and also generates
a mapping between the two schemas. To date, no implementation of ModelGen
generates both a target schema and a mapping between the source and target
schemas [2]. In this demonstration we present an implementation of ModelGen
that automatically creates a data level mapping that describes how instances
of the source schema should be translated [3]. Further distinguishing features
of our approach are that (1) the translations are made on a Universal Meta
Model (UMM) that has previously been shown to able to represent schemas
from a large number of data modelling languages, and (2) the mappings created
are bidirectional i.e. we also create a mapping from the target to the source
schema.

Fig. 1 gives an overview of our approach. In step (1) the source schema Ss is
transformed into an equivalent schema, Shdm−s expressed in the UMM. In step
(2), a series of information preserving [4] transformations are applied to Shdm−s

to transform it into Shdm−t, that matches the structure of a schema in the target
DML. In step (3) the constructs in Shdm−t are transformed into their equivalents
in the target DML to create St. We will first discuss the overall architecture of
our system and then discuss the details of the two algorithms used in step (2).
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Fig. 1. Overview of the approach taken

2 Architecture

AutoModelGen is a tool that creates schemas and both-as-view (BAV)
transformations [5] in the AutoMed data integration system [6]. AutoMed
allows for schemas to be stored in both the native modelling language of a
data source (eg XML or SQL/relational) and in AutoMed’s UMM called the
hypergraph data model (HDM) [7].

The HDM uses three modellings constructs (nodes, edges and constraints)
to represent the constructs of a high level DML [8]. HDM nodes and edges have
associated data values (called their extent). Constraints place restrictions on
the data values that may appear in the extent. Each variant of a high level DML
construct has a particular representation in the HDM. For example, the set of
HDM constraints generated by a nullable SQL column will be different those
generated by a not null column. This is important when it comes to identifying
whether a group of HDM constructs matches a particular construct in the target
DML.

A BAV information preserving [4] mapping is made up of a sequence of trans-
formations called a pathway, where each transformation either adds, deletes or
renames a single schema object (such as a single SQL column, SQL primary key
definition, XML element, etc), thereby incrementally generating a new schema
from an old schema. The extent of the schema object being added or deleted is
defined as a query on the extents of the existing schema objects.

BAV transformations can be grouped into information preserving compos-
ite transformations (CT), that act as templates of a fragment of a path-
way, describing common patterns of transformation steps. For example the CT
id node expand is useful when the target DML has explicit keys (such as a key
attribute in ER or SQL models) but the source model has implicit keys (such as
in XML Schema).

3 Algorithms

AutoMatch inspects a given HDM schema Shdm−x and determines which of
the nodes, edges and constraints match a construct in the target DML.
AutoTransform searches for a schema in which all the HDM schema objects
match the structure of the target DML by repeatedly applying CTs to the schema
objects in Shdm−x that AutoMatch identifies as not matching constructs in the
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target DML. The set of possible schemas created in this way is called the world
space [9] of the problem. It can be represented as a graph whose nodes are indi-
vidual HDM schemas and whose edges are the CTs needed to get from one node
in the graph to the next. To limit the number of possible CTs that have to be
performed at each node of the world space graph, CTs must satisfy certain pre-
conditions before they can be executed. In our algorithm the preconditions rely
on the structure of the HDM schema, in particular the constraints, surrounding
the schema object that the CT is to be applied to.

Fig. 2. An example world space graph

The world space graph for the example in the demonstration is shown in
Fig. 2. Each node is labelled with a schema name (S, S′, . . .) and a list of the
unidentified schema objects e1,e2,. . . in that schema, or the word Solution. All
the constructs in a Solution node match those of the target model. Above each
node is a list of CTs that meet the preconditions for the unidentified schema
objects in that schema. Those CTs that meet the preconditions most closely are
sorted to the top of the list and executed first. AutoTransform performs a
depth first search on the world space graph starting from the initial state, by
executing the CT at the head of the list, until a solution or a dead end is reached.
If a dead end is reached the algorithm back tracks to the last node in the world
space graph where an untried CT/edge combination exists, and executes the
next CT in the list for that node. If all the edges on all the nodes have been
tried without finding Solution then AutoTransform has failed.

4 Execution of the Tool

The current prototype of the tool is capable of translating between schemas
represented in the XML, ER and SQL DMLs, and of materialising the data
instances of a schema in one DML as instances of a second DML. In a typical
execution of the tool the following steps are performed:

1. A Source schema is imported into AutoMed, and then translated into the
HDM.

2. The AutoMatch and AutoTransform algorithms are run on the newly
generated HDM schema, hdm, to generate a new schema hdm′, where the
hdm′ schema is one that matches the structure of the target DML.
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3. The hdm′ schema is translated into a schema in target DML.
4. This target schema along with its data is then materialised.

Fig. 3. Equivalent ER, SQL and XML Schemas created by AutoModelGen

Since the result of the tool’s output is a set of schemas and BAV mappings
held in AutoMed, the standard AutoMedtoolkit may be used to view results
of the tool’s execution. Fig. 3 shows a screen shot from the AutoMed GUI
featuring an ER schema and then in an anti-clockwise direction, the SQL and
XML equivalents of the schema generated automatically by AutoModelGen.
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Abstract. This paper describes our REDEPEND tool for i* modelling and analy-
sis, and its features designed to make it more usable and useful in industrial pro-
jects. We present usability features, pattern-based techniques that generate text re-
quirements statements from i* models, an extension to i* means-end links using 
satisfaction arguments, and an approach to integrate i* with an existing in-house 
requirements process. 

1 Introduction  

Whilst the i* approach [1] has been developed and applied to case studies for some 
time, it has not been applied widely in industrial requirements projects. This is despite 
the undoubted strengths of i*, which include a simple but formal and stable seman-
tics, a graphical modelling notation that is simple to use, models that are amenable to 
computational analysis, and applicability in both agent-oriented and goal-oriented 
requirements methods. We believe this lack of industrial uptake is due to: (i) the lack 
of robust, useful and usable tools for developing and analysing i* models; (ii) inade-
quate semantics to express i* means-end links; and (iii) poor integration with in-
house requirements processes. These points form the basis of one of main research 
objectives – to deliver a usable and useful i* modelling tool along with new tech-
niques to integrate the i* approach successfully in large-scale industrial requirements 
projects. 

The remainder of this paper presents our i* modelling tool, REDEPEND, and a 
summary of our research results over the past 6 years. 

2 The REDEPEND i* Modelling Tool 

The REDEPEND tool provides systems engineers with i* modelling and analysis 
functions, coupled with additional functionality and reliability of Microsoft Visio. It 
provides a graphical palette from which systems engineers can drag-and-drop i* con-
cepts to develop Strategic Dependency (SD) and Rationale (SR) models. REDEPEND 
also provides systems engineers with simple functions to assist modelling, such as 
providing a verification alert if a model change violates i* modelling constraints. 

We have successfully applied i* and REDEPEND to model requirements for major 
air traffic management systems [2, 3, 4]. These projects have provided valuable rec-
ommendations from analysts to enable us to improve the usability of REDEPEND, 
and to extend its features to better integrate i* with in-house requirements processes. 
We believe that these new features and approaches are essential to the successful 
uptake of i* in industrial projects. The following sections describe these features. 
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3 Usability Features of REDEPEND 

REDEPEND has been developed to contain features that make it more usable when 
handling larger i* models. For example, the user can link corresponding actors in 
related models to facilitate simple navigation and rapid access to different parts of a 
modelled system according to viewpoints – commonly between SD and SR models. 
This link feature also provides the user with change synchronization options to enable 
model consistency, e.g. changing an actor name in one model can be propagated 
through to another. REDEPEND also provides colour-coding and check features to 
highlight and shade-out model elements using layers, to partition and mark up models 
during analysis and review tasks. Some of these features can be seen in Figure 1(a). 

4 Productivity Features of REDEPEND 

To make REDEPEND more useful to requirements analysts we designed simple pat-
terns – recurring syntactic and semantic structures in i*– that are applied automati-
cally to any SD model expressed in REDEPEND to generate textual requirement 
statements. Each pattern defines one or more desired properties (requirements) on the 
future system that must be satisfied for the SD model dependency to hold for the 
future system. As such, the SD model, which has been signed off as complete and 
correct, informs further discovery and specification of requirements statements. The 
concepts and patterns underlying this approach are described at length in [4]. 
 

 
Figure 1 The three stages of requirements generation in REDEPEND 

Figure 1 demonstrates how REDEPEND generates requirements from an analyst’s 
perspective: (a) the analyst accesses the requirements generation function from the 
REDEPEND pull-down menu. (b) REDEPEND delivers the candidate requirements 
into tailored MS Excel sheets. The analyst can tick and un-tick selected requirement 
statements prior to generating structured VOLERE [5] shells in MS Word, as de-
picted in (c). Each requirement in the document is structured using and expressed 
with a partially complete VOLERE shell specifying: a unique id; the requirement 
type; the requirement description; a rationale of canned text describing how the re-
quirement was generated; and the source dependency in the SD model. 

a b 

c 
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5 Requirements Process Integration Using REDEPEND 

We extended REDEPEND to support the specification of satisfaction arguments 
from REVEAL [6] to provide additional information to i* means-end links by associ-
ating them with important properties of the problem domain. REDEPEND automati-
cally generates a new satisfaction argument sheet for the selected goal or soft goal as 
shown in Figure 2a. The selected goal or soft goal is the default end-element, and 
each element that is a means to the goal or soft goal is a means-element. Means-
elements from within the same actor boundary as the end-element are documented in 
the internal tab, with the external tab displaying means-elements from other actors. 
Changes made by the analyst to the satisfaction argument sheet and model are propa-
gated automatically to both, thus keeping each model and its arguments consistent. 
The analyst manually completes each satisfaction argument by selecting an existing 
property from the database or adding a new one to it. The domain properties are 
stored in a global database (see Figure 2b) associated with the SR model to ensure 
effective reuse of properties that, we believe, can improve the specification of satis-
faction arguments. 

 

 
Figure 2 Satisfaction arguments (a) and domain properties management (b) in REDEPEND 

We also implemented a procedure to analyse the impact of software requirements 
on system-wide goals and soft goals using an embedded functional requirement-SR 
matrix, as shown in Figure 3. An analyst copies functional requirements into the left 
column, then REDEPEND automatically generates the other columns with tasks and 
resources from the selected software actor in the SR model. The analyst then com-
pletes the matrix by adding a simple + or – to indicate whether the task or resource is 
enhanced or detracted by the functional requirement. The analyst can then use the tool 
to propagate this mapping through to goals and soft goals in the model. To aid this 
task REDEPEND supports 2-way navigation between elements in the SR model and 
the matrix. We consider such model navigation is essential to support the analysis of 
large systems. Full details of this work can be found in [3] 

a b 
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Figure 3 Mapping software requirements from the matrix to i* model elements in REDEPEND 

6 Future Research 

We continue our research to develop and refine the use, and hence effectiveness, of 
REDEPEND through its application in industrial projects. Work is already under way 
in the following areas: 
• Incorporating the SR model in the pattern-based requirements generation facil-

ity. 
• Automatically generating a first cut SR model from a complete SD model. 
• Exploration into the new functionality of Visio 2007, such as improved external 

data linking and presentation capabilities. 
• Collapsing actor boundaries for improved model scalability. 
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Abstract. The paper presents a prototype1 aiming to widen user participation in 
requirement engineering for an open source ERP software company. The 
prototype utilizes a set of templates in a wiki system to allow community 
participation, and yet maintain necessary processes and models in the software 
development. The prototype informs developers about the ongoing work of 
others, in part to avoid conflicts. An XML-based infrastructure is being 
developed to improve interoperability with other tools such as discussion 
forums, issue tracking and documentation systems, to further utilize community 
efforts in software development. 

Keywords: requirement engineering, participatory, community, collaboration. 

1   Introduction 

Participatory and collaborative software engineering has drawn much attention in 
recent years [1]. In fact, requirement engineering is participatory by its nature. 
Requirements engineering consists of the cohesive collection of all tasks performed 
by various stakeholders related to the identification, analysis, specification, and 
management of requirements [2]. Requirements engineering is the key bridge between 
users, system analysts, developers and other stakeholders of a software system. As 
software becomes the core of business processes, and software development becomes 
an integral part of the global economy, the roles of users, system analysts and other 
stakeholders are continuously blended. 

With the increasing use of packaged software and industry acceptance of inter-
organizational collaboration, the “participatory” need of requirement engineering has 
to be stressed. Compared to proprietary systems, off-the-shelf software packages have 
much larger stakeholder communities. Information sharing, reuse and web 
collaboration have gained industry acceptance and even become part of the industry 
culture, as evident from active user groups and discussion forums in many 
commercial software communities and the success of open source software. However, 
the existing collaboration tools for requirement engineering do not always scale to 
support larger stakeholder communities. The rapid advance of technology (such as 

                                                            
1 Supported in part by the United States National Science Foundation, Award No. 0725277. 
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Unified Modeling Lanugage) and the deployment cost of software tools often raise 
the barrier of entry for participation.  

This paper presents a prototype developed to support participatory requirement 
engineering for an open source ERP software company. The prototype aims to widen 
and utilize community participation. In the following sections, I first review a 
research roadmap for collaboration in software engineering, which will be used as a 
framework in subsequent discussion. Then I describe the software company and its 
needs for collaboration tools when trying to widen community participation in 
requirement engineering. I will present the prototype and preliminary results. The 
paper is concluded with a discussion of the next steps. 

2   A Roadmap for Collaboration in Software Engineering 

In a seminal roadmap [1] outlined at the recent “Future of Software Engineering” 
conference, tools developed specifically to support collaboration in software 
engineering fall into four broad categories: model-based, process oriented, awareness 
support, and infrastructure. Table 1 provides a summary of this roadmap. 
 
Table 1. Four categories of collaboration tools for software engineering 

 
Tools Support 
Model-based Allow engineers to collaborate in the context of a specific representation 

of the software, such as a UML diagram. 
Process 
support 

Represent all or part of a software development process. Systems using 
explicit process representations permit software process modeling and 
enactment. In contrast, tools using an implicit representation of software 
process embed a specific tool-centric work process, such as the check-out, 
edit, or check-in process of most SCM tools. 

Awareness Inform developers about the ongoing work of others, in part to avoid 
conflicts. 

Infrastructure Improve interoperability among collaboration tools, and focuses primarily 
on their data and control integration 

3   Requirement Engineering Challenges to an Open Source 
Software Company 

xTuple is an Enterprise Software company, author of the open source ERP solution 
Postbooks (http://sourceforge.net/projects/postbooks). The company gains revenue by 
selling training and support for Postbooks implementations. xTuple also sells 
OpenMFG, a manufacturing-enhanced ERP solution with a community code model 
built on the same open source code base. In 2007 xTuple was a finalist in eWeek 
Excellence awards and received a 5 star rating from the Channel Web Network 
(crn.com). 

xTuple receives requirements for its software through two online communities. 
The Postbooks project ranks in the top 10 on sourceforge.net, had over 100,000 
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downloads in the past six months and has about a dozen regular voluntary 
contributors. The commercial OpenMFG community (openmfg.com) has around 
twenty implementation partners and a hundred licensed customers. xTuple product 
support and development teams discuss requirements with users in both communities 
mainly through emails and discussion forum threads, often hundreds of them a day. 
xTuple hopes to utilize community efforts in capturing, reviewing, organizing, 
prioritizing, negotiating, cleansing and documenting the requirements using Web 2.0 
concepts. To support requirement engineering among a large, diverse software 
community, xTuple has a number of needs summarized in Table 2:  
 
Table 2. xTuple’s needs for collaboration tools in requirement engineering 

 
Tools Needs and Challenges 
Model-based As an enterprise software company, xTuple needs diagramming tools and 

structured documents to support modeling of complex enterprise business 
processes. However, the tool should not require advanced technical 
knowledge or commercial software licenses. 

Process 
support 

As a commercial software company with a sizable base of paying 
customers, xTuple needs a rigorous process to manage how requirements 
are prioritized, priced, negotiated, approved and implemented. However, 
the cyclic and the parallel nature of its software development and the 
blurred role definitions (users versus developers) render most workflow 
tools too restrictive. 

Awareness With a large number of users involved in creating, modifying or 
discussing the requirements, xTuple needs to be aware, and also keep its 
community informed, of the constant requirement changes coming from 
both open source and commercial software communities. Furthermore, it 
needs requirement provenance, i.e. to figure out why a certain 
requirement was added or modified. 

Infrastructure Improve interoperability among collaboration tools, including the existing 
forum, bug tracker and documentation tools 

4   Prototype 

The prototype builds upon a number of open source tools (Figure 1) to fulfill the 
needs in Table 2. It also attempts to keep the current tools used by the community 
intact. The center component is MoinMoin, a popular wiki system. Besides wysiwyg 
editing, MoinMoin supports editing of diagrams, section editing and conversion of 
documents into/from XML. Templates for a growing set of requirement categories are 
being developed, including new module requests, enhancement requests, and bug 
fixes. The templates are further refined such as by client/server (user interface or 
application logic) and functional modules (accounting, customer relationship, etc). 
Users can create a wiki document by answering a simple questionnaire. Or, users can 
create a new wiki document through a link from the discussion forum (phpBB), and 
the discussion will be copied to the new wiki document. Various checks are 
performed to prevent duplication of the same requirement. Once a requirement 
document is created, it can be re-cast to other templates. The whole requirement 
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workflow including requirement creation, negotiation, pricing and approval is carried 
out through fleshing out of the templates by different stakeholders. Different 
templates result in different workflows. Awareness is supported by email notifications 
to stakeholders based on the template. Users can register for notifications by 
modifying the Notifications section of the document. Users can trace the requirements 
by inspecting the revisions and various metadata on the wiki document/template. The 
wiki system is integrated with Joomla!, a popular content management system, which 
provides single sign-on and access to a mysql database. XML is used for moving 
content in and out of MoinMoin. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Overview of the prototype. 

5   Preliminary Results and Next Steps 

The prototype has learned from the wiki tool in [3]. The wiki approach has gained 
initial organizational acceptance by xTuple, which is a considerable feat given that 
several key developers had doubts about using wiki to manage requirements. The 
effectiveness of the prototype will be assessed by examining the quality and quantity 
of requirements created, negotiated, cleansed or organized in the system. The 
prototype is being integrated with several existing tools supporting the xTuple 
community. The immediate enhancement tasks include classification and tagging for 
requirement reuse, dynamic translation (using Google), and requirement prioritization 
(using Mantis).  
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Abstract. This paper contains a brief description of the R2M (Role and Request 
Modeling) method and its supporting visual modeling CASE (Computer 
Assisted Software Engineering) tool. R2M is a modeling method for creating 
Conceptual Models of work systems using a combination of ontological and 
object-oriented concepts. Ontological principles serve to define the meaning of 
modeling constructs in terms of domain semantics, and to derive rules guiding 
the modeling process. The CASE tool is a graphical software tool that supports 
the creation of models according to the R2M method. Guided by the principles 
of R2M, the tool helps assure the semantic integrity of models, and enables 
management of complex models via decomposition (i.e. more details at 
decreasing abstraction levels). The tool can help ensure consistency between 
different modelers and completeness of models. 

Keywords: conceptual modeling, business analysis, CASE tool 

 
A Conceptual Model - in the context of information systems analysis - can be 

described in simple terms as a formal representation of the organizational domain for 
which an information system is being developed. The importance of Conceptual 
Modeling as a tool in systems analysis and requirements determination has been 
widely recognized.  Four purposes have been identified for conceptual models: 
supporting an analyst’s understanding of an application domain, communicating with 
stakeholders, communicating with implementers, and documenting system rationale 
for future needs.  

The object-oriented approach is arguably the most common software design and 
implementation paradigm now in use. This is evidenced by the popularity of UML 
(the Unified Modeling Language)[1]. However, the use of object-concepts in 
Conceptual Modeling has not been widely adapted. A main reason is that there are no 
generally accepted semantics of these concepts as conceptual modeling elements. 

To address the issue of assigning domain semantics to object-oriented constructs 
we have used ontological concepts and principles [2,3]. The ontological concepts can 
be used to define the meaning of object-oriented concepts and the principles can serve 
to suggest rules to guide ontologically-sound modeling.  Specifically, we propose that 
objects represent active things (actors) in an application domain and object classes 
represent organizational roles. The dynamics of a modeled domain can then be 
represented in terms of state changes of individual actors and of interactions between 
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actors that assume certain roles. This view led us to develop a set of modeling rules 
which address two issues: first - the mapping of domain phenomena to a model; and 
second - semantic integrity constraints that can be applied to constructed models. 
Based on these rules, we developed a modeling procedure that assures the ontological 
validity of constructed models. The procedure can identify situations where the 
modeler needs to clarify domain aspects with stakeholders. 

The modeling approach – termed Role and Request Modeling (R2M) – has been 
implemented in a CASE Tool. This tool embeds data structures that reflect the 
fundamental ontological concepts and principles (that in turn guide the semantic 
integrity rules).  As well, the tool provides checks for the adherence of constructed 
models to the modeling rules.  

R2M is graphic notation-independent. However, the user interface of the R2M 
software (shown in Figure 1 below) uses an intuitive representation of the modeled 
domain. The information about the model appears in several visible panes: 
• The Role Explorer (left side) displays all roles in the model for easy navigation. 
• The Modeling Canvas (main portion) in which the model is created by the user. 
• The Property Details (lower portion) where details about the role currently 

selected in the Modeling Canvas are displayed and manipulated. 
• An additional pane showing errors in the model (the Semantic Errors pane, 

described below) can be visible or hidden. 
 

 
Fig. 1. The R2M CASE Tool user interface 

To enable construction of models of a complex environment R2M supports a well-
formalized method of and rules for decomposition. The rules assure that models at 
any level will be ontologically and syntactically consistent with higher and lower 
level models of the same domain. 
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As an example of decomposition using R2M, Figure 2 shows part of a domain 
model within the Modeling Canvas. The view shown is the top level model – i.e. the 
highest level of abstraction. At this level in the example, both the “Customer” and the 
“Office Clerk” roles communicate with the “Warehouse” role. 

 

 
Fig. 2. Sample model – top level 

Figure 3 shows part of the decomposition model of the “Warehouse” role of the 
same domain. This view shows roles and communications that are internal to the 
“Warehouse” (i.e. the “Warehouse Manager” and “Warehouse Worker” roles, and the 
communications between them) as well as the communications between these and the 
roles that – at the top level – appear to communicate with the “Warehouse” role. As 
can be seen in this example, the “Office Clerk” communicates with “Warehouse 
Manager” and the “Customer” communicates with the “Warehouse Worker”. R2M 
supports decomposition to any level and ensures consistency between the levels. 

Figure 4 presents an example of the Semantic Errors pane (lower part of the 
figure). This pane lists all errors present in the model and can be hidden or visible as 
required. When visible, items on the Modeling Canvas relating to the listed errors are 
highlighted (in red). Clicking on an error brings the item in error into view on the 
Modeling Canvas. As the model is corrected, the Semantic Errors pane is 
automatically updated to reflect the current error state of the model. 

 
We have experimented with the R2M method and tool both in teaching situations 

and in practical (and realistic size) cases.  The results have shown that the use of the 
method led to consistency of models across modelers. Furthermore, semantic errors 
identified by the tool were often an indication for the analysts to seek additional 
information about the modeled domain, thus leading to more complete and accurate 
models. 
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Fig. 3. Sample model – decomposition of the “Warehouse” role 

 
Fig. 4. Semantic checking 
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Abstract. Effective business processes must be able to accommodate
changes in the environment in which they operate. Many approaches
have been proposed in literature and some of these approaches have
been implemented in flexible workflow management systems. However,
a comprehensive classification of the various approaches has been miss-
ing. In this paper, we take a first step towards a taxonomy of process
flexibility by distinguishing four types of process flexibility based on an
extensive literature study. An evaluation shows that each of the types
can be found in contemporary offerings.
Keywords: taxonomy, flexibility, design, change, deviation, underspec-
ification

1 Introduction

The need for process flexibility has long been recognised [8, 15] in the workflow
and process technology communities as a critical quality of effective business pro-
cesses to adapt to changing business circumstances, e.g., new business strategies.
The notion of flexibility is often viewed in terms of the ability of an organisa-
tion’s processes and supporting technologies to adapt to these changes [7, 16].
Others [12] consider flexibility from the opposite perspective, i.e., they focus on
the part of the process which remain unchanged, rather than focusing on which
parts have to be changed. Indeed, a process can only be considered to be flexible
if it is possible to change it without needing to replace it completely [13].

There have been a series of proposals for classifying flexibility [2, 6, 8, 13],
both in terms of the factors which motivate it and the ways in which it can be
achieved within business processes. The individual flexibility types discussed in
this paper are informed by a multitude of research initiatives in the workflow
and BPM fields. Nevertheless, a comprehensive overview of distinct approaches
has been missing.

Based on an extensive literature study [9], in Section 2 we identify four dis-
tinct types of process flexibility that improve the ability of business processes
to respond to changes in their operating environment without necessitating a
complete redesign of the underlying process specification. Then in Section 3, we
explore the support of the flexibility types and show that each of them exists in
contemporary offerings. Finally, the conclusion and future work are presented in
Section 4.
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2 Flexibility types

First, we present four distinct types of process flexibility and describe how each
of the flexibility types operates [9].

Flexibility by design: for handling anticipated changes in the operating en-
vironment, where supporting strategies can be defined at design-time.

Flexibility by deviation: for handling occasional unforeseen behaviour, where
differences with the expected behaviour are minimal.

Flexibility by underspecification: for handling anticipated changes in the
operating environment, where strategies cannot be defined at design-time,
because the final strategy is not known in advance or is not generally appli-
cable.

Flexibility by change: either for handling occasional unforeseen behaviour,
where differences require process adaptations, or for handling permanent
unforeseen behaviour.

Figure 1 illustrates the distinction between the flexibility types in isolation, in
terms of the time at which the specific flexibility options need to be configured (1)
at design-time, as part of the process definition, or (2) at run-time via facilities
in the process execution environment. It also shows the relative completeness of
the process definition for each flexibility type at run-time.

Flexibility by underspecification works on the basis of an incomplete process
definition. Combined with late binding only, it just offers design-time configu-
ration options, i.e., only the fragments that have been defined during design-
time can be selected at run-time. However, when combined with late modelling,
also run-time configuration options are offered by providing means to define
and select fragments at run-time. In the spectrum of options, flexibility by de-
sign distinguishes itself by being the flexibility type that is only configurable
at design-time, i.e., at design-time the set of possible execution paths is fixed.
Hence increasing flexibility corresponds to making this set bigger. Both flexibility
by deviation and change work with complete process definitions. For both types,
the configuration options are only available at run-time. Although very similar,
only flexibility by change affects the process definition both at instance and type
level, whereas flexibility by deviation does not affect the process definition at all,
i.e., the model and the reality no longer match after deviation.

3 Evaluation of Contemporary Offerings

To validate the flexibility types, we investigate the degree of support of them in
different Process Aware Information Systems (PAISs) [9]. We consider ADEPT1
[14], YAWL1 (version 8.2b) [1, 4, 5], FLOWer (version 3.0) [3] and DECLARE
(version 1.0) [10,11]. The selection of these PAISs has been based on the criterion
of supporting process flexibility, which excludes classical workflow systems and
1 The evaluation of YAWL includes the so-called Worklet Service [4, 5].
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Fig. 2. Evaluation results

most commercial systems. Moreover, the selected systems cover distinct areas
of the PAIS technology spectrum, such as adaptive workflow (ADEPT1), case
handling (FLOWer) and declarative workflow (DECLARE).

The evaluation results are summarized in Figure 2, which shows whether
the PAIS supports (+) or does not support (–) the respective flexibility type.
A detailed evaluation can be found in [9]. None of the evaluated systems pro-
vides the full range of flexibility alternatives. Flexibility by design is (to some
degree) supported by all offerings. YAWL excels in flexibility by underspecifica-
tion, ADEPT1 in flexibility by change, FLOWer in flexibility by deviation and
DECLARE excels in two areas, namely deviation and change.

4 Conclusion

In this paper we have identified four distinct types of process flexibility. These
types are based on a wide variety of proposals for process flexibility found in lit-
erature and in practice. The distinction is based on the flexibility configuration
(i.e., design-time vs. run-time), the completeness of the process definition and
whether it be done without changing the process definition, or not. Our evalua-
tion shows that each of the types exists in contemporary offerings. Interestingly,
none of these offerings supports all flexibility types. As future work, we plan to
formalise the identified flexibility types in a taxonomy of process flexibility.
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Abstract. While today’s workflow languages have sophisticated con-
structs for specifying flow of control and data, facilities for associating
tasks in a workflow with humans are largely missing. This paper presents
SoftAlloc, a workflow allocation language with soft constraints, and
explains the requirements that lead to its design—in particular what soft
constraints are and how they enable workflows to capture best practices
and organizational goals without rendering the workflows too strict.
SoftAlloc is parameterized over external data access functions and
takes a user-database query sublanguage as a parameter, thus allowing
SoftAlloc to be used with virtually any process language (such as
WS-BPEL or the π-calculus based language SMAWL [1]).

1 Introduction

Computer-orchestrated business processes are increasingly playing a direct role
in how companies organize work. Computer-orchestrated processes now com-
monly involve both human resources and computer resources. Tasks can often
be handled by many different resources. Therefore the process orchestration en-
gine must decide in negotiation with the human resources who of the eligible
resources ultimately carries out the task. Assigning a task to a resource is re-
ferred to as allocation. Allocating tasks to humans is inherently more complex
than allocating to computer resources: in addition to having multiple, changing
attributes that decide what they can, may or should do, humans have personal
preferences and may choose to override the allocation rules at runtime, e.g. be-
cause they possess domain knowledge not captured in the system or because
they make conscious, reflected violations to speed up processing in cases where
where the process description focuses too narrowly on perfect compliance. For a
treatise of these issues and soft constraints see Stefansen and Borch [2].

Consider the example workflow given in Fig. 1. In this workflow we might
wish to say that the task Pack and ship should be carried out by someone
with the role Packing, i.e. someone who is assigned to the packing unit. We can
imagine specifying this by attaching a rule to the task saying:

role = "Packing"
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Fig. 1 Order process (Petri net-style notation; || is a shorthand for parallel split)
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Similarly, we may wish to assign the task Receive order to a resource with the
role Sales who resides in the same locale as what is registered on the order.
Additionally, we accept anyone with the role “Global sales”. We then write:

role = "Sales" and location = process.order.location
or role = "Global sales"

Notice that we compose small building blocks of rules into larger rules. Now
imagine that we want the steps Invoice and Receive payment to be carried out
by the same person to retain familiarity. We would then attach a rule saying
role = "Finance" to the task Invoice and then add

role = "Finance"
and user = #whoDid ("Invoice", process.id)

as a rule to Receive payment.
But something is awry here. While we would certainly prefer the task Receive

payment to be done by the same person who did the invoicing, this is only a
preference—certainly not a strict rule that should be allowed to stand in the way
of timely workflow completion if the designated person happens to be busy or
temporarily absent. We have just committed one of the most common mistakes
in workflow specification: we have promoted a soft goal to a strict rule and
thereby created an inflexible system!

Alternatively, we might have removed the rule and only have said role =
"Finance", but that would have left out useful intentional information about
our best practice. So just specifying fewer constraints is not attractive either.

This example illustrates that allocation constraints can represent a wide spec-
trum of specifications: some rules are best kept strict (e.g. Expense approval must
be done by a Manager) while other rules are simply guidelines (e.g. Replenish
printer cartridges should be allocated on a rotation basis (round robin)). The
latter allocation strategy represents an organizational soft goal, which might
have been “rotate tedious tasks between qualified workers to achieve a sense of
fairness and variation and keep workers happy”. This is undeniably a laudable
goal, but if the company is experiencing peak load, this goal must temporarily
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yield to more mission-critical business goals (e.g. response time vis-à-vis our
customers). Therefore, it cannot be written as a hard constraint, but leaving it
out entirely renders the system unable to suggest the preferred person.

Going back to our example what we probably mean could be written as

role = "Finance"
prefer [10] user = #whoDid("Invoice", process.id)

which states that we require a finance person to handle the activity under all cir-
cumstances, but we prefer the person who did the invoicing in that process. The
number 10 represents a number of points to indicate how strong a preference this
is. This becomes more interesting, when more preferences are in play. Consider
the following rule for allocating the Credit approval step in the workflow:

role = "Manager" or role = "Finance"
prefer [10] role = "Manager"

[-#queueItems(user)]

The rule states that either Manager or Finance should handle the Credit ap-
proval task. A manager is preferred, but the number of items in the manager’s
queue is deducted from the preference level; i.e. someone with a short queue
is preferred. Indeed, if all managers have more than 10 items in their queues,
someone from Finance will be preferred in the interest of time. This shows how
soft constraints in conjunction with hard constraints can be used to express soft
goals and performance heuristics. Other typical soft constraints that we can then
model are round robin, prefer least loaded resource, and prefer shortest queue.

Conceptually we can think of soft constraints being attached not just to a
tasks, but also to a scope, a set of activities, a process or a resource itself—or they
can be inserted on several levels to compose generic rules and policies with more
specific ones. Soft constraints can also be used to express overall policies in the
workflow engine. In this way the allocation rule language is really a hierarchical
scheduler programming language.

2 Evaluation/Experience

The prototype has been tested and preliminarily evaluated with Infosys’ PEAS
platform and the language is slated for inclusion in the PEAS platform. Sev-
eral prototype workflows have been tested with the allocation language, includ-
ing a CRM (Customer Relations Management) workflow, a sales process, a ap-
proval/review process, and a bank transaction process.

Discussions have been held with domain experts from various industries,
such as transportation, finance, insurance, call centers, etc. [3] The language
overlaps with the delegating responsibilities of a call center floor manager. It
would be a valuable tool to support floor managers in their decisions; if not
render them entirely superfluous just yet. The insurance industry (in particular,
claims processing) in many cases already has tailored systems, but those typically
have a subset of the functionality here, and our language will become increasingly
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relevant as companies change to SOA. The transportation industry has different
demands, in particular relating to scheduling with time and location, which
is future work to add to SoftAlloc. The financial sector focuses mostly on
transactions so the language is sufficient, if not slightly more than what is needed.

A patterns-based evaluation in the style of Russell et al. [4] was considered,
but found unsuitable. It is essential to note that only the patterns that specify
who is ultimately allowed to perform a task are included; our language did not set
out to specify runtime negotiation protocols, which we consider an orthogonal
concern and have handled more elegantly elsewhere in the architecture. While the
language does indeed cover all the patterns intended, a patterns-based analysis
inadequately captures the expressive power of our language. E.g. soft constraints
represent an idea that could easily be expanded to comprise an entire suite of
patterns in its own right, but the patterns-based analysis did not anticipate soft
constraints and therefore does not cover them. Similarly, the patterns work does
not mention if patterns can be combined and if so with what constraints.

3 Conclusion and Future Work

The language SoftAlloc can express all patterns for which it was designed and
all examples that were deemed necessary. The use of soft constraints has proven
extremely beneficial, and as intended the language integrates with any system we
have seen. A GUI for the language is being developed in the production setting
where the language is to be used. Based on the discussion of resource patterns,
it would be interesting to construct a collection of soft constraint patterns.

Some benefits are yet to be reaped: the language is a small non-recursive
DSL and this means that allocation rules are not only expressions that can be
evaluated, but also pieces of data that can be used to perform static analysis.
Performance simulation can be used to identify bottlenecks, estimate capacity
requirements, and suggest what resources to add. This is an important improve-
ment over previous systems, where the lack of integration made performance
analysis a non-routine job requiring specialized skills.
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Abstract. Business-driven development favors the construction of process mod-
els at different abstraction levels and by different people. As a consequence, there
is a demand for consolidating different versions of process models by merging
them. In this paper, we study a basic scenario, derive requirements and present a
prototype for detecting and resolving changes between process models.

1 Introduction

The field of business process modeling has a long standing tradition. Recently, new re-
quirements and opportunities have been identified which allow the tighter coupling of
business process models to its underlying IT implementation: In Business-Driven De-
velopment (BDD) [1], business process models are iteratively refined, from high-level
business process models into models that can be directly implemented. As a conse-
quence, business process models are a key artifact in BDD and advanced techniques for
consolidating different versions of a process model are needed.

In general, such techniques for consolidating and merging process models have to
provide means for identifying differences between versions of process models and re-
solving these by merging parts of process models. Specific techniques for process merg-
ing heavily depend on the underlying modeling environment. Existing work on process
change management has focused mainly on the question of dynamic process changes
where changes are made on already running processes [2, 3]. Solutions include tech-
niques for migrating process instances to a new process schema and for identifying
those cases where this is not possible. In these approaches, process changes are usually
captured in a change log which is maintained by the process-aware information sys-
tem [4]. Recent work by Weber et al. [5] introduces the concept of compound change
operations (change patterns) for process models and compares existing workflow tools
with regards to their support for process change management.

In contrast to existing work, our approach addresses the situation where no change
log describing process model changes exists. This is a common situation in process
modeling tools such as the IBM WebSphere Business Modeler [6] and also occurs in
scenarios where process models are exchanged across tool boundaries.

In this paper, we first discuss a basic scenario for process merging and then derive
important requirements for a solution. We then present key concepts of a prototype for
process merging realized as a plug-in for IBM WebSphere Business Modeler.
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2 Requirements for Process Merging and Tool Overview

Within business-driven development, process models are the central modeling artifacts.
In this context, business process models are manipulated in a team environment and
multiple versions of a shared process model need to be consolidated at some point in
time. A basic scenario is obtained when a process model V1 is copied and then changed
into a process model V2, possibly by another person. After completion, only some of
the changes shall be applied to the original model V1 to create a consolidated process
model. Figure 1 shows an example process model V1 that has been changed into a
process model V2.

Both models describe the handling of a claim request by an insurance company. V1

starts with an InitialNode followed by the actions ”Check Claim” and ”Record Claim”.
Then, in the Decision, it is decided whether the claim is covered by the insurance con-
tract or not. In the case of a positive result the claim is settled. In the other case the claim
is rejected and closed, represented by the actions ”Reject Claim” and ”Close Claim”.

initial
node

Check
Claim

Record
Claim

Settle
Claim

Reject
Claim

Close
Claim

action
decision

merge final
node

Record
Claim

Check
Claim

Settle
Claim

Reject
Claim

fork join
Pay
Out

Send
Letter

V1

V2

Fig. 1. Versions V1 and V2 of a business process model

Although process models V1 and V2 are similar at the first sight, there are some
differences between the versions. The following differences can be detected:

– The positions of the actions ”Record Claim” and ”Check Claim” are changed.
– Action ”Close Claim” does not exist in V2.
– A new parallel structure (Fork and Join) is inserted in V2 together with two actions

”Pay Out” and ”Send Letter”.

Process merging typically depends on the modeling language as well as on con-
straints of the modeling environment. In our case, the modeling language is given by
the WebSphere Business Modeler which provides a language similar to UML 2.0 Ac-
tivity Diagrams [7]. In our modeling environment, no syntax-directed editing of process
models is performed and, as a consequence, also no change log is available. As such,
in contrast to databases and existing approaches in process-aware information systems,
there is no information about the performed changes on a process model. In the fol-
lowing, we describe the key requirements that a solution to process merging should
fulfill:



Proceedings of CAiSE’08 Forum 91

– The solution must provide a technique to re-construct one possible change log
which represents the transformation steps for transforming one process model into
the other process model.

– The user should have the opportunity to select only some of the changes and apply it
to the original model in order to obtain a new third model which can be considered
as the merged process model.

– When applying changes, the user should not be restricted by prescribing a certain
order whenever possible.

– Dependencies between change operations should be made explicit and taken into
account when applying the changes. For example, when inserting a Fork, the cor-
responding Join should also be inserted in order to obtain a correct process model.

– The solution should provide user-friendly resolution of changes in the way that it
reconnects inserted elements whenever possible and offers a possibility to perform
related changes together at one time.

Fig. 2. Business Process Merging Prototype in the IBM WebSphere Business Modeler

Motivated by the requirements, we have developed an approach [8] for process
merging which is divided into three steps. In the first step, we detect differences be-
tween the two process models using correspondences between model elements and the
technique of Single-Entry-Single-Exit fragments (SESE fragments) [9]. In the second
step, each detected difference is visualized according to the structure of the process
models that is affected by it. The third step is then to resolve differences between the
process models in an iterative way, based on the modeler’s preferences. Here, for each
difference, a resolution transformation is generated which resolves the difference be-
tween the two models and (if necessary) automatically reconnects the control flow.

The prototype has been implemented as an extension to the IBM WebSphere Busi-
ness Modeler (see Fig. 2). It currently supports the following functionality [10]: copying
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of business process models, initial creation and update of correspondences, decomposi-
tion of process models into SESE fragments and detection of differences between two
versions of a process model. In addition, the prototype provides several views that allow
to visualize and resolve differences as well as to manipulate correspondences.

Fig. 2 shows versions V1 and V2 of the business process model introduced earlier
in this paper. The lower third of Fig. 2 illustrates the Difference View, which is divided
into three columns. The left and right hand columns show versions V1 and V2 of the
process model in a tree view, which abstracts from control flow details of the process
and focuses only on model elements of the process. The middle column of the difference
view displays the differences between the two versions, which are arranged according
to the structure of the process models and visualizes dependencies between differences.
Using this view, the differences can be iteratively resolved with our prototype.

3 Conclusion

User-friendly process merging is a key technique for practical business-driven develop-
ment. In this paper, we have first studied a basic scenario of process merging in BDD
and established key requirements. We have presented our prototype, which visualizes
differences between versions of process models and enables the resolution of differ-
ences, by applying change operations in an iterative way that automatically reconnect
the control flow. Future work will include the elaboration of our approach for merging
process models in a distributed environment. In those scenarios, the concept of conflict
becomes important because one resolution can turn the other resolution non-applicable.
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Abstract. Business Process (BP) meta-models allow partial views of the 
processes. There may be adequate for some processes but not others. Situational 
engineering has proved its effectiveness in many engineering domains such as 
software and information system development. Reasoning on a situational 
approach for BP meta-modelling is a challenging research issue which can 
contribute to increase flexibility of meta-models and their adaptability to 
different organisation settings.  

Keywords: Business Process meta-modelling, Flexibility, Adaptability. 

1   Introduction 

Current researches on business process (BP) modelling stress the importance of 
the flexibility and the adaptability of BP [2], [5] [7]. Reasoning on variability in 
modelling artifacts can meet the flexibility and context-awareness requirements by 
offering alternative solutions depending on the context and on the point-of-views of 
the decision-makers. A BP model is often formalized, at the type level, using a meta-
model which captures the concepts supported by this model. We promote the idea that 
a single BP meta-model is still insufficient. A promising idea is to propose an 
approach for adapting and configuring existing meta-models according the 
organisation settings and users’ objectives, rather than to advice for a single model 
which can be too complex for some requirements and simple for others. Accordingly, 
we focus on the flexibility at the type (meta-model) level of the BP which 
corresponds to the level 2 of the OMG four-level-architecture for the processes [1].  
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BPs are of various kinds and are defined in different levels of abstraction using 
various artifacts depending on the organisation settings and the purpose of the 
modelling. For instance, in mechanistic or production organisations, they are often 
prescribed in a detailed level since they shall be executed. On contrary, in adhocracies 
organisation, more freedom can be left to business actors for choosing how to perform 
the underlying business objectives. Therefore, the meta-models can be different and 
capture only some aspects of processes, however, sometimes their interrelationships 
could or should be taken into consideration and their complimentarily needs to be 
expressed. That is, in some situations, activity-oriented and product-oriented ones 
may need to be matched in order to determine which activity influences on which 
product and on which moment of the process. Also, strategy-oriented process meta-
models require to be made operational using activity-oriented meta-models [3]. As 
well, [8] combines intention-oriented and state-based process modelling. Therefore, 
mechanisms for adapting existing models to specific requirements need to be 
developed. Our aim in this paper is to propose such mechanisms. Our motivation 
behind this proposal is that: (i) a BP meta-model which is designed for a specific 
organisation setting is not necessarily adequate for others; (ii) since several meta-
models have proved their effectiveness in many business areas, it does not seem 
required to create new models. 

In the information systems development (ISD) community, method engineering 
(ME) has been introduced as a response to the need for methods adapted to specific 
ISD project situations, and to the failure of the methods known as "universal" [9]. 
One area of ME is Situational Method Engineering (SME). SME is based on four 
principles: meta-modelling, flexibility, reuse and modularity [10]. We can highlight 
that the ISD requirements on flexibility and adaptability that are behind the ME 
emergence in the ISD field were similar to those currently observed in the BPM field, 
we thus base our reasoning on SME mechanisms. The paper is structured as follows. 
Section 2 introduces an overview of the proposed approach with illustrative examples. 
Section 3 concludes the paper. 

2 Overview of the proposed approach with examples 

Building the adequate meta-model can be done following several manners, for 
instance, by assembling relevant concepts, by constructing a core meta-model and 
enhancing it with required concepts, etc. With analogy to the method in the ISD field, 
we introduce the concept of business method which consists of a set of reusable 
components that we identify as BP meta-model chunks. In the remainder of the paper, 
we simply denote them by BPM-chunk. BPM-chunks are independent and stored in a 
chunk repository. They can be reused in order to build new meta-models or to 
enhance existing ones. The can be simple (e.g. a concept) or compound (e.g. a set of 
concepts, properties and relationships between them). In the reminder, we introduce 
some examples of BPM-chunks that constitute a partial vision of the repository. We 
underline the use of some operators for managing them. We are inspired from 
operators defined in [4]. Fig. 1 shows an example of meta-model (M0) which can be 
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extended, according to the situation, by independent chunks (C0, C1, C2) resulting on 
the meta-models shown in Fig. 1 (right). 
PM0 and PM1. PM0 (Fig. 1 (left)) keeps a minimal set of features. It may be suitable 
for some organisation settings, e.g. stable organisations with minor changes and few 
operations. Otherwise, defining operations in a finer granularity, and in frequently 
changing organisations, may involve a cumbersome work. In such situation, PM0 can 
be extended with C0 (Fig. 2) in order to construct PM1. C0 serves, in PM1, as a link 
between roles and operations, BPs are relied to functions rather than operations. PM1 
is discussed in detail in [5]. Extending PM0 requires updating the relationships can-
hold and comprises and defining a new one: satisfies. Let CONCEPTS the set of 
concepts of the chunk repository. A relationship can associate many concepts. 
Formula (1) represents the mapping of a relationship r onto a set of concepts. Let 
create-relationships, update-relationships and delete-relationships three operators 
allowing respectively creating, updating and deleting relationships between entities. 
These operators can be applied so that the relationship can-hold between the entities 
Role and Operation -in PM0- is removed, and the same is created in PM1. As well the 
relationship Comprises between the entities Business-Process and Operation, in PM0, 
are removed and those between Business-Process and Function are created in PM1. 
Finally, the relationship Satisfies between Operational-Goal and Operation is created.  

2):( CONCEPTSRSrconceptiprelationsh →− , CONCEPTSrconceptiprelationsh i ⊆− )(  (1) 

 
 
 
 
 
 
 

 

 

Fig.1  The Meta-model of PM0 (left) and a set of BP meta-models and their relationships (right) 

                                       
   

Fig.2  Examples of BPM-chunks representing respectively C0, C1 and C2.     

CxPM. CxPM0 and CxPM1 extend PM0 and PM1 with chunk C1 (Context) (Fig. 2). 
C1 can be added to an existing meta-model for capturing context knowledge which 
can impact the assignments relationships of a process model (e.g. the ability of actors 
for playing roles according to a given context [6]. CxPM0 is constructed by extending 
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PM0 with C1. The integration of PM0 and C1 requires the use of the operator update-
relationships so that the relationships can-play, can-hold, implies and comprises 
defined in PM0 are related also to C1. The same logic can be applied for CxPM1.  

CPM. In some situations, organisation policies need to be enforced impacting 
assignments decisions, for instance, separation of duties (see [5] for more details 
about constraints). Building CPM0 (resp. CPM1) requires extending PM0 (resp. PM1) 
with C2 (Fig. 2). This practice needs using the operator update-relationships so that 
the constrained binary relationships assignment (e.g., can-play) in PM0 (resp. in PM1) 
are related to C2 in CPM0 (resp. CPM1). The same reasoning can be applied for CxPM1. 

4   Conclusion and Future Work 

This paper provides a start points for the definition of a methodology allowing the 
design of adaptive and flexible BP meta-models according to the situation at hand. 
We have introduced the concepts of BPM-chunk and business method as well as 
example of chunks and meta-models in order to illustrate our proposal. We promote 
the fact that the final business process model has to be created from the set of 
proposed chunks in order to suit to a particular situation. This approach aims to make 
easier the definition of flexible and customised meta-models. Dealing with situation-
awareness raises many issues which need further research such as: the context 
influencing the selection of adequate chunks and the adaptation process. 
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Abstract. The concept of Enterprise Application Integration (EAI) is widely
used for integrating heterogeneous applications and systems via message-based
communication. Typically, EAI servers provide a huge set of specific inbound
and outbound adapters used for interacting with the external systems and for con-
verting proprietary message formats. However, the main problems in currently
available products are the monolithic design of these adapters and performance
deficits caused by the need for data independence. First, we classify and discuss
these open problems. Second, we introduce our model-driven DIEFOS (data in-
dependence, efficiency and functional flexibility using feature-oriented software
engineering) approach and show how the feature-based generation of dynamic
adapters can improve data independence, efficiency and functional flexibility. Fi-
nally, we analyze open research challenges we see in this context.

Keywords: Enterprise Integration Platform, Application Integration, Adapter Ar-
chitecture, Dynamic Adapters, DIEFOS Approach

1 Introduction

The trend towards heterogeneous environments comes with an increase in importance
of Enterprise Application Integration (EAI). Such an integration platform consists of a
set of inbound adapters, a core message broker and a set of outbound adapters. The
large number of supported external system types results in the need for data inde-
pendence (independent-system-type data representations for internal processing) and,
simultaneously, for efficient integration task processing (minimum overhead for data
independence). These requirements—but particularly the first one—typically result in
very generic inbound and outbound adapter architectures. There, the architecture of
such adapters is quite monolithic, which results in low functional flexibility of such
software components. This means that for each external system type, a single adapter
is needed, though specific functional modules could be reused. An example for this
is a TCP connection handler which sends the specific messages to the physical target
systems—it might be reused by several adapters like HL7 and B2MML adapters.
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In order to solve this problem of monolithic adapters (which affects the functionality
as well as the performance), we describe the problem characteristics in Section 2 from
a pragmatic perspective, influenced by the commercial enterprise integration platform
TransConnect R©. Further, we propose our DIEFOS approach and explain its core phases
in Section 3. In general, one of the main questions in this context is whether or not
model-driven approaches can be applied in the field of application integration. Finally,
in Section 4, we conclude our paper and highlight open research challenges we see.

Although there is a lot of related work concerning MDA techniques [1] and MDA
tools (e.g., AndoMDA, MOFLON [2] and Fujuba), only a very low support for model-
driven development can be recognized in application integration platforms (e.g., SQL
GmbH TransConnect, SAP XI, BEA Integration, MS Biztalk and IBM Message Bro-
ker). In this context, the so-called RADES approach [3] tries to give an abstract view on
EAI solutions using technology-independent and multi-vendor-capable model-driven
engineering methodologies. Unfortunately, this approach does not focus the problems
considered here (data independence, efficiency and functional flexibility). Further, also
approaches for automatic generation of Web service adapters [4–6] and BPEL adapters
[7]. These techniques are too specific to the integration technology used. In addition, the
semi-automated generation of adapters for legacy applications is addressed in [8]. How-
ever, such a semi-automated approach is not suitable. The dynamic adapter generation
approach [9] addresses the dynamic adding of new data sources and their invocation
rather than the functional flexibility of adapter generation.

2 Problem Description

Here, we introduce a gener- proprietary message formats
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Fig. 1. Generalized EAI Server Architecture

alized EAI server architecture and
describe the addressed problems.
As illustrated in Figure 1, an EAI
server consists of typical com-
ponents. There is a set of Inbound
Adapters, which listen passively
to incoming messages and con-
vert these into internal represen-
tations. Further, the internal messages are processed by the runtime environment. This
environment uses a set of Outbound Adapters to actively interact with external
systems. According to the layers of transformations [10], the adapters realize the layers
transport and data representation. The main problem is the monolithic adapter archi-
tecture with very generic message interfaces, which cause the use of uniform message
representations (e.g., XML messages). This also causes the problem of P1: Poor Per-
formance. Further problems include P2: Functional Restrictions (chosen technology),
P3: Development Effort (redundant functionality) and P4: Data Independence (depen-
dencies between adapter interactions). To overcome these problems, message represen-
tations (alternative representations, schemas) as well as adapter architectures (generic
adapters, adapter generation) have to be reconsidered. We follow an adapter generation
approach that allows different alternative message representations.
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3 DIEFOS Approach

The DIEFOS approach (Data Independence, Efficiency and functional flexibility using
a Feature-Oriented Software-development) solves the problems described in Section
2. Basically, this framework—whose macro-architecture is illustrated in Figure 2—
comprises the three phases 1: Specification, 2: Generation & Compilation and 3: Con-
figuration & Instantiation.

First, an informal problem specification (CIM) is provided. It is manually trans-
formed into a setup choice (the applicable alternatives are given by feature diagrams
similar to Figure 3), which represents the platform-independent model (PIM). This
choice—in conjunction with available functional properties and dependencies—is used
in order to create the formal adapter type specification (PSM) using an XML model
representation. Second, within the generation step, a java class (CODE) is generated
from the adapter type specification input, using specific code templates. Finally, this
class is compiled and loaded into the JVM. Third, the created instance of the generated
adapter as well as the linked functional modules have to be configured. We use an ap-
proach where specific functionality can be reused in function modules almost without
any overhead. So, during runtime, these hard-coded modules are used as a library.
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4 Summary and Open Challenges

The overall motivation for this work was the existence of the four pragmatical prob-
lems: (1) poor performance, (2) functional restrictions, (3) development effort and (4)
need for data independence. The goal was to realize an adapter architecture which en-
sures data independence with minimal overhead concerning the processing efficiency.
Further, the functional flexibility should also be maximized while minimizing the de-
velopment effort at the same time using model-driven development.

In order to solve the given problems, we first observed the adapter problem charac-
teristic of real-world integration platforms. Second, we proposed the DIEFOS approach,
which overcomes the given problems using a model-driven generation approach. This
allows for dynamic composition of adapters and comprises the three phases: 1: Speci-
fication, 2: Generation & Compilation and 3: Configuration & Instantiation. The goal
is to generate adapter types in a feature-oriented manner. The dynamic combinations of
format converters, protocol handlers and physical connectors make it possible to ensure
the data independence, functional flexibility and even the efficiency can be ensured.
However, there are open problems and challenges. Those include but are not limited
to: (1) a conceptual adapter specification model, (2) the debugging and testing of gen-
erated dynamic adapters, (3) the use of a configuration history for consistent recovery
processing, (4) the self-configuration for the generation of adapter specifications based
on workflow descriptions and (5) the separation of data and meta data for functional
correctness and avoidance of runtime errors. Due to the practical relevance, we want to
invite interested research groups and industry vendors to participate in the discussion
on this approach and open challenges.
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Abstract. The purpose of validating a conceptual schema is to check whether it 
specifies what the designer intended. Our approach to validation consists in 
translating the schema into logic in such a way that any reasoning method can be 
used to perform the validation tests defined by the designer. An important 
contribution of this work is that it takes into account the operations defined in the 
schema.  

1. Introduction 

In software quality assurance, the purpose of the validation process is to answer to the 
question Am I building the right system?. In the context of conceptual modeling, 
validation can be used to assure the quality of a conceptual schema instead of a piece of 
code. To this end, it is desirable to provide the designer with some assistance, so that 
he can check whether the conceptual schema properly specifies what he intended.  

A conceptual schema consists of a structural schema, which defines the relevant 
static aspects of the domain, and a behavioral schema, which defines the only changes 
that can be performed on the information. It includes a set of system operations, which 
view the system as a black box and are not assigned to classes [4].  

Fig. 1 shows the structural schema of an on-line auction site that we will use as an 
example. The system stores information about users, and each user is the owner of a set 
of products. Users bid for products by specifying the amount they offer. Additionally, 
this structural schema includes some textual integrity constraints that must be satisfied.  

A test that the designer can perform to validate the schema is to check whether it 
accepts at least one instance satisfying all the constraints. For example, the following 
instantiation of the schema: "Mick is a user who owns a book, and bids 200$ for a 
bicycle, owned by Angie, who had set a starting price of 180$" satisfies all the 
graphical and textual constraints. However, the fact that the structural part of a schema 
is satisfiable does not necessarily imply that the whole conceptual schema also is. That 
is, when we take into account that the only changes admitted are those specified by the 
operations, it may happen that the properties fulfilled by the structural schema alone 
are no longer satisfied. For instance, if the schema does not contain any operation that 
successfully populates the class User¸ it will not be possible to populate any other class 
(instances of product will neither exist, since each Product needs an owner and, in turn, 
bids need products and users). 

                                                            
* This work has been partly supported by the Ministerio de Ciencia y Tecnología under projects 

TIN2005-06053 and TIN2005-05406 
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Fig. 1. The structural schema of an on-line auction site 

This means that our conceptual schema must include, for example, an operation 
registerUser that a designer could define by means of the following operation contract:   

Op: registerUser(id:String, e-mail:String) 
Pre:  
Post: User.allInstances()->exists(u | u.oclIsNew() and 

u.id=id and u.e-mail=e-mail) 

We assume a strict interpretation of the contracts [7], which prevents the application 
of an operation if a constraint is violated by the state satisfying the postcondition. 

In this work we propose an approach to validate a UML conceptual schema, with its 
constraints and operations specified in OCL1. To do this, we translate the schema into a 
set of logic formulas. The result of this translation ensures that the only changes 
allowed are those specified in the behavioral schema, and can be validated using any 
reasoning method or tool that is capable of dealing with negation of derived predicates. 

2. Translation of a Conceptual Schema into Logic 

When considering the behavioral schema in the validation, it must be taken into 
account that the population of classes and associations at a certain time t is just the 
result of all the operations that have been executed before t. For instance, Angie may 
only be an instance of User at a time t if the operation registerUser has created it at 
some time before t and no other operation has removed it between its creation and t. 

For this reason, it must be guaranteed that the population of classes and associations 
at a certain time depends on the operations executed up to that moment. To do this, we 
propose that operations are the basic predicates of our logic formalization. Classes and 
associations will be represented by means of derived predicates, and their derivation 
rules will ensure that their instances are precisely given by the operations executed. 

Then, an instance of a predicate p representing a class or association exists at time t 
if it has been added by an operation at some time t2 before t, and has not been deleted 
by any operation between t2 and t. Formally, the general derivation rule is:  

p([P,],P1,...,Pn,T) ← addP([P,]P1,...,Pn,T2) ∧ ¬deletedP(Pi,...Pj,T2,T) ∧ T2≤T 
deletedP(Pi,...,Pj,T1,T2) ← delP(Pi,..,Pj,T) ∧ T>T1 ∧ T≤T2 

where P is the OID (object identifier), which is included if p is a class. Pi,...,Pj are the 
terms of p that suffice to identify an instance of p. In particular, if p is a class or 
association class, P=Pi=Pj. Predicates addP and delP are also derived predicates that 
hold if some operation has created or deleted an instance of p at time T, respectively.  

                                                            
1 The subset of OCL considered consists of all the OCL operations that result in a boolean value, 

including select and size, which can also be handled by our method. 

Integrity constraints: 

- Users and Products are identified by 
their id 

- The amount of a bid must be greater 
than the starting price of the product 

- The owner of a product cannot bid for it 
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Let op-addPi be an operation, with parameters Par1,...,Parn and precondition prei 
such that its postcondition specifies the creation of an instance of a derived predicate p. 
For each such operation we define the following rule:  

addP([P,]Pari,...,ParkT) ← op-addPi([P,]Par1,...,Parm,T) ∧ prei(Tpre) ∧ Tpre=T-1 
where Pari,..,Park are those parameters of the operation that indicate the information 
required by the predicate p, and T is the time in which the operation occurs. The literal 
prei(Tpre) is the translation of the precondition of the operation [6].  

Similarly, for each operation op-delPi(Par1,...,Parn,T) with precondition prei that 
deletes an instance of p we define the derivation rule: 

delP(Pari,...Parj,T) ← op-delPi(Par1,...,Parn,T) ∧ prei(Tpre) ∧ Tpre=T-1 
where Pari,...,Parj are those parameters that identify the instance to be deleted. 

For instance, the class User of our example will be represented by:  
user(U,Id,Email,T) ← addUser(U,Id,Email,T2) 
addUser(U,Id,Email,T) ← registerUser(U,Id,Email,T) 

where U corresponds to the unique OID. In turn, addUser is a derived predicate whose 
definition depends on the operations of the behavioral schema that create instances of 
User. In particular, it will hold if the operation registerUser has been executed.  

Since our schema does not include any operation to remove users, the derived 
predicate deletedUser must not be defined in this case.  

Additionally, a set of constraints must be added to the translation to ensure the 
correct occurrence of the operations. In particular, since two operations cannot occur at 
the same time, for each operation O with parameters p1,...,pn we define the following 
constraint for each parameter pi: ← o(P11,...,Pn1,T) ∧ o(P12,...,Pn2,T) ∧ Pi1 <> Pi2. 

And for each pair O, O2 of operations:  ←o(P1,...,Pn,T) ∧ o2(Q1,...,Qm,T). 
Moreover, all constraints of the UML structural schema are also translated into 

formulas in denial form according to [6], but now they are defined in terms of derived 
predicates instead of basic ones.  

3. Our Approach to Validation 

Our approach to validation is aimed at providing the designer with the ability to define 
his own tests to see how the schema behaves in a particular situation, and then compare 
the results obtained with the ones expected according to the requirements. This will be 
done taking into account both the structural and the behavioral parts of the schema. 

Our method consists in reducing the problem to checking the satisfiability of a 
derived predicate. In this way, a derived predicate that formalizes the desired test is 
defined. With this input, together with the translated schema itself, any satisfiability 
checking method that is able to deal with derived predicates can be used to validate the 
schema. For instance, an interesting question could be “Can all the classes of the 
schema be populated?". The following derived predicate formalizes this test:  

populated←user(U,Uid,Em,T) ∧ product(P,Pid,Price,Own,T) ∧ bid(B,Pr,Us,Amt,T)  
It can easily be seen that the schema of our example does not satisfy this property, 

since its behavioral schema does not allow creating an instance of User owning at least 
one Product, as required by the cardinality constraint in Offered by. This means that the 
conceptual schema is not correct and the designer must solve this situation either by 
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making the operation registerUser responsible of creating instances of the association 
Offered by, or by changing the cardinality constraint from 1..* to *.  

By studying the results of the tests, and with his knowledge about the requirements, 
the designer will be able to decide if the schema is correct, and modify it if necessary. 

4. Related Work 

We briefly summarize the work related to the validation of conceptual schemas with a 
behavioral part. One of the first methods to do this belongs to the area of deductive 
databases [2], and proposes a framework to validate a schema using planning methods.  

In the context of UML, there is an approach that combines two methods: UML-B [8] 
to translate a UML schema into B, and ProB [5], to validate it. However, UML-B only 
accepts a subset of the UML, and does not admit OCL. Moreover, ProB requires that 
the possible values of types are enumerated, which does not guarantee completeness.  

The rest of existing UML/OCL approaches that somehow consider the behavioral 
part may report as valid a state satisfying all the constraints but that is impossible to 
construct using the operations defined in the schema [1, 3].  

5. Conclusions  

We have proposed a new approach to validate a complete UML conceptual schema, 
with its textual constraints and operations expressed in OCL. Our approach helps the 
designer to check that the schema defined correctly specifies the requirements. 

This is achieved by translating the conceptual schema, including its behavioral part, 
into a logic representation such that any satisfiability checking method able to deal 
with derived predicates can be used to validate the schema. 
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Abstract. In today's world with companies operating in a global business 
environment. Most enterprises, and especially the SMEs, lack the necessary 
business culture, technical and non-technical infrastructure and economic 
flexibility in order to efficiently adjust to the environment of a B2B integration 
framework. This paper proposes an Enterprise Integration Assessment 
Framework (EIAF) and its support software system that aims to aid enterprises 
in adopting a multienterprise (B2B) integration approach by evaluating its 
situational status and by estimating the expected integration impact based on 
the evaluation results.  

Keywords: B2B integration, readiness assessment, interoperability, impact 
assessment, performance indicators. 

1   Introduction 

In today’s competitive business environment, companies are seeking ways to perform 
transactions efficiently and effectively. The Internet has created a flexible platform 
for the buying and selling of products and services. As businesses recognize the need 
for employing efficient methods for the vertical exchange of goods and services, they 
are considering the adoption of functional business-to-business (B2B) applications 
and technologies that allow transactions in "real time.” [2]. The purpose of B2B 
integration is to improve profitability through establishing relationships with other 
organizations that will allow supply-chain planning, collaboration, product pricing, 
logistics and distribution management, and procurement efficiencies [1]. 

Modern B2B technologies, have solved major technical issues of traditional EDI 
but due to a vast number of non-technical adoption barriers, the efforts for business-
to-business integration are still enormous [10]. Although there are some approaches 
and guidelines available that address the adoption phase, most Enterprises, especially 
the SMEs, struggle to overwhelming the existing hurdles due to the following key-
barriers.To solve the current issues, we present a comprehensive framework that 
measures the readiness of an enterprise to adopt a multienterprise (B2B) integration 
approach and, based on the findings, provides thereafter guided support to the SMEs 
with a view to overcoming the related barriers. 
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2   Methodology 

2.1 Framework Overview 

The Enterprise Integration Assessment Framework (EIAF) presents a research 
framework and a web-based platform with an aim to aid the Enterprises, and 
especially the SMEs transition to a B2B integration environment. The EIAF will 
provide insight for the B2B integration adoption phase by: 

 Recognizing and classifying common integration patterns and styles  
 Identifying key technical and non-technical factors that affect the 

transition 
 Presenting a comprehensive methodology for the assessment of an 

Enterprise’s readiness to integrate with other Enterprises 
 Identifying aspects that affect the integration impact 
 Developing  a “knowledge framework” which can support the enterprises 

in their brainstorming for B2B integration 

2.2 Framework’s Design Scheme 

2.2.1 Modelling an abstract B2B integration framework 
 
Τhe first step in the conception of the EIAF framework is the abstraction of existing 
and upcoming B2B integration architectures and solutions. The abstraction process 
involves the study and analysis of the most important both dominant and promising 
integration technologies, solutions and standards. This analysis will lead to a 
categorization and classification of the involved patterns based on both technical and 
non-technical aspects of a B2B integration solution. Then, a generic model will be 
produced for each possible abstraction of two or more categories.  

 The output of this procedure will be a set of generic enterprise application 
integration models covering a broad range of integration styles and technologies.  

2.2.2 Specification of the Αssessment Ιndicators  

In order to specify practical and appropriate evaluation indicators measurable 
objectives must be first identified clearly. Based on the prototype B2B integration 
framework model, a number of goals can be realized through discourse and 
negotiation with representative enterprises, such as seamless data exchange in 
automated transactions between suppliers and partners that is characterized by 
maintainability, trust and confidentiality, strong security, low 
implementation/integration cost/effort, low operational cost/effort, value-added 
functionality, high quality of service aspects, such as speed and availability.For each 
section and integration level the appropriate indicators are conceived on the basis of 
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that they are related to one or more of the defined goals. Since hundred of 
combinations can occur, the number of indicators must be set to the minimum 
possible by eliminating indicators that coincide with each other or indicators that are 
expected to offer  the lowest visibility of the objectives. 

2.2.3 Design and development of the evaluation methodology 

EIAF’s evaluation methodology will be based on one thorough questionnaire that will 
contain all the questions depending on the business sector of the enterprise. In both 
cases, questions represent one or more assessment indicators. A basic question for 
example could be “What is the number of (major) internal IT control breaches during 
this year?” Since most questions refer to intangible assets, a normalized performance 
scale must be defined, and all answers (belonging to different measures - percentage, 
numeric, pre-defined choices) must be transformed to values in the common 
normalized scale. In order to achieve this, for each question different quality points Li 
should be defined that have corresponding points to the normalized performance 
scale. The performance indicators FID are conflated with given weights wi in a 
similar way in order to produce a performance value for each Indicator Category. 
Then intermediate tables are used that contain the indicator value thresholds with the 
corresponding performance score descriptions (Excellent, Good, Fair, Poor, and Very 
Poor) for translating these values into graspable scores. 

2.2.5 Performance Impact estimation design 

 
Enterprise integration has been found to lead to improved enterprise performance 

[7][8][9]. In the context of EIAF’s assessment framework performance impact means 
that a B2B integration solution when used in the enterprise and interdependencies 
environment will improve some unit level performance measure. EIAF’s will provide 
a rough impact estimation that depends closely to a vast number of input parameters 
provided by the stakeholders in combination with the B2B integration readiness 
results. These parameters are organized to macroeconomics,legal and statutory 
framework,pricing,integration effort,the exchange’s technology vendor 
relationships,the exchange’s partnerships and members. 

2.2.6. Design and development of the support software system  

In the context of the EIAF project, a modern technological platform is developed to 
support the application of the EIAF methodology in a cost-effective and easy manner. 
This platform is an intelligent web based system which will evaluate the situational 
status of a member Enterprise. More specifically , it will provide the level of 
readiness to adopt a B2B integration solution, detailed analysis of the evaluation 
results and an  n depth examination of the weak points that diminish the worth of the 
B2B integration 
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3 Conclusions and Future Work 
 

The primary contribution of this paper was to propose a research methodology that 
evaluates the readiness of an enterprise to adopt a B2B integration solution. Future 
work includes collecting the complete set of the assessment indicators, adjusting the 
evaluation method and proving the framework’s merits by collecting data and 
performing statistical analysis to validate each of the proposed methodologies. Work 
is going forward on using the research framework to understand SMEs B2B 
integration in the Greece. Additional findings and results are expected during the 
EIAF system’s pilot operation that will be circulated through further dissemination 
activities. 
  
Acknowledgments. The authors of this paper gratefully acknowledge the financial 
support from Greece General Secretariat of Research and Technology, Ministry of 
Development, under the program “Business models and technologies for automated 
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