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Abstract  
Although the current draft of the AI Act contains explicit provisions and general exclusions 

that create significant innovation opportunities for SMEs, these companies will still need to 

comply with most provisions of the Act. After surveying these opportunities, this position 

paper recommends concrete steps how SMEs can overcome the challenges associated with the 

operationalization of the AI Act through work processes that evidence compliance and aim to 

create responsible and trustworthy AI. These steps include risk and impact assessments 

methods and best practice approaches to embed them in company procedures.  

 

Keywords  1 
AI Act, SME compliance, innovation-friendly, risk assessment, impact assessment, 

operationalization of AI Act 

1. Introduction 

Already at the time of adoption in 2021, the AI Act proposal triggered concerns of “overburdening” 

companies with excessive regulation among various actors [1]. Regulators voiced the desire to learn 

from the “mistakes of the GDPR” and aim for a very “innovation-friendly” AI regulation instead. 

Especially SMEs with moderate capacities might struggle to understand and consistently follow 

growing regulatory requirements. First, this short position paper sheds light on the provisions of the AI 

Act that are particularly innovation friendly for SMEs, followed by an overview of general AI Act 

exceptions that create innovation opportunities for SMEs. Nonetheless, SMEs will be required to create 

a compliance governance structure to comply with most of the AI Act’s provisions. Therefore, Section 

4 explains the value of, as well as recommends, concrete work processes for SMEs to set up, or integrate 

into their already existing processes, such as a compliance governance structure. These 

recommendations are based on best practice methods in place at a selected SME based in UK and 

Ireland that creates ethical AI products and services. The main objective of this guidance is to help 

SMEs to operationalize the AI Act and use it to their advantage. 

2. How innovation-friendly is the AI Act for SMEs? 

As a first step to operationalizing the AI Act, SMEs should understand how the Act addresses them 

specifically. The following paragraphs shed light on the aspects of the AI Act Council General 

Approach of 6 December 2022 [2], that aim at making the Act less burdensome and innovation-friendly 

for SMEs. The more recent amendments to the AI Act proposed by the European Parliament (EP) in 

May 2023 [3] are also taken into consideration in this paper, should they fundamentally change the 

contents of the provisions of the AI Act of 6 December 2022 that are subsequently mentioned.  
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In comparison to the initial proposal, the current version of the AI Act now includes obligations for 

general-purpose AI systems (e.g., ChatGPT) which may be used as high-risk AI systems or as 

components of high-risk AI systems [2, Art. 4b]. However, micro, small and medium-sized enterprises 

are exempted from the requirements and obligations for such general-purpose AI systems [2, Art. 

55a(3)]. SMEs would enjoy nearly unchecked opportunities when it comes to the development and 

deployment of general-purpose AI systems. Furthermore, SMEs are subject to less strict requirements 

regarding the technical documentation of high-risk AI systems. While other organizations that do not 

fall within the SME category have to comply, at a minimum, with the elements set out in Annex IV of 

the AI Act for their technical documentation, SMEs may submit documentation meeting the same 

objectives [2, Art. 11(1)] and have thus a slightly lesser administrative burden in terms of the format of 

documentation.  

Title V of the AI Act specifically focuses on ‘Measures in Support of Innovation’, including AI 

regulatory sandboxes [2, Art. 53] and testing of high-risk AI systems in real world conditions outside 

AI regulatory sandboxes [2, Art. 54a]. The industry and regulators alike have identified the sandboxes 

as crucial for innovation and have suggested that there should be reduced or even no liability for 

solutions put through the sandboxes at the Member State level, thus resulting in a more lenient approach 
overall [4]. This suggestion is aimed in particular to assist SMEs and start-ups, who are considered to 

be the main innovators in this field. The main value of regulatory sandboxes lies with the possibility to 

test new ideas that are at a breakthrough but still face regulatory uncertainty, or test compliance with 

already existing rules and mitigate outstanding risks before market uptake. Serving as a good example, 

the British Information Commissioner’s Office (ICO) adopts a multi-agency approach for its 

Regulatory Sandbox where regulators and experts work with industry through providing clear and quick 

guidance and bridging potential trust gaps between regulators and providers of AI tools [5]. However, 

regulatory sandboxes also come with a risk of being misused or abused and thus need the appropriate 

legal framework to succeed [6]. The AI Act aims at providing such a framework, including eligibility 

and selection criteria for participation in the AI regulatory sandbox, procedures for the application, 

participation, monitoring and exiting from and terminations of the sandbox, as well as the terms and 

conditions applicable to the participants [2, Art. 53]. The specifics will be determined with or after the 

entry into force of the AI Act. 

Title V also includes special support measures for operators, in particular SMEs, including start-ups 

[2, Art. 55]. These measures refer to priority access to the AI regulatory sandboxes for SMEs, dedicated 

communication channels between SMEs and Member States, as well as specific awareness raising and 

training about the application of the AI Act, tailored to the needs of SMEs, provided at the Member 

State level and/or by the European Commission. Under the AI Act, the European Artificial Intelligence 

Board (AI Board) will be tasked to establish a sub-group composed of various stakeholders, including 

SMEs, to advise the AI Board on issues related to the Act’s implementation [2, Art. 56(3)]. In addition 

to the AI Act’s innovation-friendly provisions that are directly beneficial to SMEs, the Act also includes 

a few general exceptions that are potentially innovation-relevant and beneficial for SMEs.  

3. What other innovation-relevant AI Act exceptions are potentially beneficial 
for SMEs? 

While the AI Act is not supposed to become a regulatory monster but, instead, be innovation friendly 

as the examples in the previous section demonstrate, the AI Act provides for a few other prominent 

exceptions that could further become relevant for AI innovation. Research-focused and/or tech-

developing SMEs should be aware of these exceptions that will not be regulated, or only in a limited 

manner, as these exempted AI systems can be immediately excluded from the risk assessment 

obligations under the Act. As such, a lesser burden and more freedom with regard to their development 

will be attached to them – within the bounds of the AI Act and without prejudice to other existing 

legislation that may fill these gaps. 

First, in its current state, the AI Act will not apply to AI systems, including their output, that are 

specifically developed and put into service for the sole purpose of scientific research and development, 

as well as any research and development activity regarding AI systems [2, Art. 2(6)-(7)]. Secondly, 

although a very niche and controlled sector, the AI Act will not apply to AI systems for activities 



concerning military, defense or national security [2, Art. 2(3)]. Thirdly, general-purpose AI systems 

where the provider has explicitly excluded all high-risk uses in the instructions of use or information 

accompanying the general-purpose AI system will be exempted from any risk assessment under the AI 

Act [2, Art. 4c]. Finally, some AI systems for law enforcement purposes are no longer included in the 

list of high-risk AI systems in the current version of the Act and would thus be exempted from the risk 

assessment requirements for high-risk AI systems. The concerned systems include, for example, AI 

systems for the detection of deepfakes and AI systems for crime analytics regarding natural persons, 

the latter allowing law enforcement agencies to search complex related and unrelated large data sets 

available in different data sources or in different data formats to identify unknown patterns or discover 

hidden relationships. 

Having pointed out the aspects of the AI Act that make it more innovation friendly or at least speak 

to less burdensome innovation potential for SMEs, SMEs will still need to comply with most 

requirements of the Act. The following section talks about how.  

4. SME compliance under the AI Act  

Having identified the special conditions and innovation support that SMEs will enjoy under the AI 

Act, as well as exemptions under the Act that may be more easily exploited for innovation, SMEs will 

still need to obey the usual compliance requirements under the AI Act most of the time. Already, SMEs 

should think about how to operationalize the AI risk assessment procedure that will be required by the 

Act. These considerations include: how to embed the risk assessment procedure in organizational 

processes and structures or outsource them, how to conduct efficient checks to understand whether the 

SME benefits from exemption or less burdensome procedures regarding their line of business and the 

innovation opportunities that come with them, and even how best to collaborate and potentially 

influence Member State authorities and the forthcoming AI Board when it comes to issuing harmonized 

guidance on the implementation of, and compliance with, the AI Act.  

Regarding the latter, SMEs’ involvement in the AI Board’s sub-group mentioned in Section 2 above 

seems to be a goal-oriented opportunity. Prior to the adoption of the AI Act and the subsequent 

establishment of the AI Board, SMEs can forego the Board and issue recommendations on matters 

related to the implementation of the AI Act and, especially, the operationalization of risk assessments 

under the compliance procedures of the Act. The creation of internally developed conformity 

assessment methodologies and, for example, corresponding templates for self-assessment, will help 

SMEs to position themselves early and firmly with their AI products as soon as the Act enters into 

force.  

4.1. Operationalizing the AI Act: Work processes and evidence of compliance 

One recommended approach to operationalizing the AI Act is the involvement in standards 

development (e.g., with a company standards expert or team) in response to the European Commission’s 

standards request to the European standards organizations in support of safe and trustworthy AI. This 

request involves the standards bodies CEN, CENELEC and ETSI and asks them to create standards 

around requirements for design and development of high-risk AI systems, AI provider’s quality 

management systems, conformity assessments and auditing of AI systems, robustness specifications or 

where appropriate, to adopt standards in these areas developed by ISO and IEC. 

In addition to following and adhering to standards, a recommended approach to operationalizing the 

principles of the AI Act includes conducting, and embedding the processes corresponding to, an impact 

assessment. An impact assessment helps the company to clearly define its ethical framework and 

ensures compliance with current and future regulations like the AI Act. An impact assessment must be 

an ongoing and iterative process because ethical concerns arise and require attention at different stages 

of the AI lifecycle: before development, during development and after deployment [7]. An impact 

assessment includes a focus on the risks that a particular technology poses to individual and societal 
wellbeing, individual and group rights, and to a sustainable environment. However, the objectives of 

impact assessments can go beyond the identification and mitigation of risk [8]. Whereas risk 

assessments tend to be motivated by the desire to reduce the possibility of harms or wrongs occurring, 



the aim of impact assessments is to evaluate the full range of impact that a technology could have. This 

wider perspective can include benefit to individuals, society or the environment as well as the protection 

and promotion of the fundamental rights of individuals and groups. The AI Act itself adopts a risk-

based approach and requires the establishment of a risk management system [2, Art. 9] but, for the 

described reasons, a broader impact assessment can be a source of competitive advantage for private 

companies and is thus a more desirable approach for SMEs. 

The literature focused on justifying the use of impact assessments before a new technology is 

developed or deployed is well-documented [9]. As a result, it is not the intention of the authors to repeat 

these justifications at present. The purpose of this section is to provide a blueprint for operationalizing 

in an SME the processes corresponding to an impact assessment in order to facilitate compliance with 

the principles of the AI Act, particularly the requirements for high-risk AI systems in Title III, Chapter 

2 of the Act. With a particular focus on human rights, these requirements include: data protection, 

documentation and traceability, provision of information, transparency and explainability, diversity, 

non-discrimination and fairness, human oversight, technical robustness, accuracy, societal and 

environmental well-being and accountability. The following processes have been embedded in product 

design at a selected SME based in UK and Ireland that creates ethical AI products.  
Before operationalizing ethical principles, an SME or product team might be tempted to start with 

ethical theories and then attempt to apply them to particular AI tools or their corresponding use cases 

[10]. This approach seems logical since ethical theories explain the nature and justification of particular 

ethical values and principles. When referring to ethical theories, most ethicists (at least those in the 

West) will refer to consequentialism, deontology, or virtue theory.  

Consequentialism states that the right thing to do is whatever brings about the best consequences 

overall [11]. This approach clearly aligns with the importance of risk assessments since risks are 

potential consequences of our decisions or actions. Deontology states that an act is right or wrong 

independently of its consequences. Instead, an act is right or wrong if it adheres to a set of rules or 

principles. Traditionally, these rules or principles are grounded in the imperative to respect a person’s 

dignity [12]. Philosophers have drawn a straight line from deontological theories to rights-based 

theories [13], whereby we see the direct relevance of deontology to certain rights-based principles in 

the AI Act and other EU policies, such as the GDPR. Virtue ethics states that the right thing to do is 

that which the virtuous person does. One ought to ask oneself, what would the generous or courageous 

person do, and attempt to follow this course of action. Although this theory might appear less directly 

applicable to the development of new technologies, scholars have shown the relevance of a virtue theory 

to understanding the ethical issues embedded in the development and use of new and emerging 

technologies [14]. 

Despite many attempts to apply these theories to operational activities to the development of new 

technologies, including AI tools [15], it is not necessary to do so, and can in fact lead to confusion 

among product developers [16]. Building an AI tool requires thinking about consequences and rights, 

and yet, the corresponding ethical theories are incompatible with one another. Asking a development 

team to pause to engage in discussions about ethical theory (as interesting as these discussions may be) 

can be an unhelpful distraction. Moreover, these theories help explain why one might consider certain 

actions to be right and wrong, but they do not always provide clear decision-making procedures. They 

provide a general principle, which one ought to follow. However, applying these general principles to 

the nuanced processes involved in developing and using AI is not straightforward. To address the 

complex ethical issues concerning AI development and use, and to operationalize concrete steps that 

result in compliance with the AI Act, more practical processes can be adopted.  

4.2. Recommendations  

As stated above, the following recommendations for SMEs to operationalize the AI Act are derived 

in large part by processes embedded at a selected SME based in the UK and Ireland. Each 

recommendation reflects concrete steps that SMEs can take. Simultaneously, the recommendations are 

interrelated, meaning that pursuing and achieving a single recommendation may require pursuing and 

achieving the others. Taken together, these recommendations provide the means for compliance with 

the AI Act, but also reach beyond compliance to constitute a set of best practices for SMEs to adopt.  



• Accountability: Owing to both the less burdensome regulations facing SMEs as well as their 

opportunities to influence and issue recommendations on matters related to the implementation 

of the AI Act (both of which were detailed in Sections 2 and 3), accountability is paramount for 

SMEs. Generally speaking, “accountability” refers to an ethical expectation that individuals or 

organisations take ownership of their actions or conduct, and they explain reasons for which 

decisions and actions were taken. When mistakes or errors are made, it also implies taking 

action to ensure a better outcome in the future. To achieve these ends, SMEs ought to establish 

mechanisms and procedures to ensure responsibility and accountability for AI systems during 

development and in use. Putting clear lines of accountability in place helps promote 

transparency and trust as both clients and the public can feel confident that AI products and 

services are planned and monitored, that someone is responsible for the ethical development of 

the tools, and that one can request an explanation for why the organization made particular 

development choices. In these ways, accountability helps SMEs achieve many other ethical 

principles mandated in the AI Act including transparency, explainability and redress.  

• Organizational support: To help establish lines of accountability and to further institutionally 

embed the processes of an impact assessment into product development, SMEs ought to have 

organizational support for AI compliance and responsible AI from the C-suite on down. 

Company executives ought to embrace the steps needed to operationalize the AI Act including 

implementing ethics and ethics discussions into regular meetings. For example, organizing a 

weekly “ethics meeting” where employees can discuss ethical issues, stories taken from the 

news about ethical and unethical AI, or concrete issues they are confronting in the development 

of a new product helps place the AI Act’s ethical principles at the forefront of an SME’s 

approach to product development. Furthermore, employees ought to have a clear understanding 

of their responsibilities and the shared responsibilities of clients during co-design or after 

products have been deployed. It is integral to establish feedback mechanisms so that any 

employee can communicate their opinions and ask questions. Additionally, empowering 

employees to make decisions and be accountable to them can facilitate a sense of ownership in 

the technical solutions that they are building.  

• Company values/pledges: Defining company values, and making a pledge to adhere to them, 

can have a real and significant effect on employee uptake of those values [17]. Adopting 

responsible and trustworthy AI, as it is defined by the EU AI-HLEG and embodied in the AI 

Act principles, as company values communicates both to clients and to employees their 

importance to the SME. It is a simple, but effective, way of facilitating understanding among 

employees of the company’s objectives and motivating them to help advance them. When 

seeking guidance concerning how to make decisions to achieve company objectives, employees 

can refer to these company values and the company’s pledge to adhere to them. By internalizing 

responsible and trustworthy AI, the corresponding values become goals rather than compliance-

related hindrances to innovation.  

• Sociotech Approach: AI devices influence and impact our lives in numerous ways. From 

receiving automated recommendations from movie or music streaming services and unlocking 

mobile phones with facial images or fingerprints, to diagnosing cancer as well as decision 

making and information gathering in the areas such as employment, bank loans, marking 

student’s tests, policing and safeguarding, defense and security, AI devices are pervasive in 

human society and individual lives. 

These technologies are not value neutral. For example, when a company decides to design, 

develop and sell a product because it is more efficient, it has valued efficiency. Or if a country 

installs technology at its border to improve security and accuracy of identity verification, then 

it has valued security and accuracy. Furthermore, because, ethical values can conflict with one 

another, when an individual or organization chooses to pursue a particular value, it often 

chooses to pursue it at the cost of another value. In a streaming platform people might choose 

(or allow the choice of) entertainment over privacy, or in the field of border security, security 

over inclusivity [18]. Furthermore, AI devices do not always function individually, or in silos. 

They often interact with one another such as in smart home systems, vehicular communication 

systems and “the “internet of military things”.  



This interaction creates a socio-technological complexity. Technology impacts society and 

social relations, and society and social relations influence which technologies are developed, 

marketed and used [19]. This intermingling of the social and the technological requires SMEs 

to adopt a sociotechnical approach to understanding their AI products. This approach requires 

data scientists, ethics experts, philosophers, lawyers, and subject matter experts to be 

incorporated into product design and development. Including these individuals in product 

design and development facilitates a robust and efficient due diligence process. 

• Structure/Content Distinction: Companies may not know precisely how to begin adopting 

and operationalizing its principles. A crucial distinction for understanding and operationalizing 

responsible and trustworthy AI as its described in the AI Act, is structure versus content [20]. 

Policies, procedures, and role-determined responsibilities that identify and mitigate AI ethical 

risks in the design, development, and procurement of AI constitute the structure a company has 

established to comply with the AI Act or otherwise promote responsible and trustworthy AI. 

These processes and procedures are the formal components that have been endorsed by the 

company’s C-suite, reflect the company’s values, and provide practical means for achieving AI 

Act compliance.  

On the other hand, the ethical risks or benefits that a company aims to address are the content 

of its approach. For example, prioritizing the identification and minimization of bias in an AI 

model reflects the content of a company’s responsible AI program.  

Recognizing this distinction between structure and content is a useful method for organizations 

to adopt to be able to advance the operationalization of the AI Act. Establishing an explicit 

distinction between how a company approaches ethical issues and what those issues are, can 

help demystify the AI Act and provide clear steps to operationalize its principles. 

• Content workshops: After the structure has been established, validated, and endorsed 

internally, the product development team—which includes ethics experts, lawyers, and subject 

matter experts in addition to data scientists—ought to hold regular internal workshops 

corresponding to the different ethical principles listed in the AI Act. For example, bias. While 

the overall aim of the principles in the AI Act is to protect society from the risks of AI, its 

mandatory requirements speak loudly to safeguarding against bias; organizations must clearly 

evidence the steps that they have taken to safeguard against bias and other associated risks at 

each stage of the AI lifecycle. Bias occurs where results or outputs from an AI system are 

disproportionately and unfairly in favor of or against an idea, group or person. Bias can occur 

at any point in the AI life cycle. To identify and mitigate bias in an AI tool, product development 

teams ought to map out all of the potential kinds of bias and how they can arise from the 

planning and assessment phase to data collection and processing, model training and validation, 

and deployment of the tool. By holding content workshops for each of the AI Act ethical 

principles—transparency, explainability, human oversight, etc.—organizations embed 

compliance into their structure.  

• AI ethics expertise: The AI Act is a complex piece of legislation and understanding ethics, 

conflicts among values, and how to evaluate value trade-offs requires specialization in these 

areas. Just as the arrival of the GDPR resulted in company’s hiring DPOs or outsourcing their 

GDPR compliance work to certified professionals, companies are advised to seek comparable 

expertise to ensure compliance with the AI Act. If company resources permit, they could either 

hire an internal AI ethics and/or compliance officer, form an AI ethics board or outsource their 

compliance needs to SMEs providing consultancy and client services in the AI assurance 

ecosystem. These experts can establish the structure, identify the content, and carry out the risk 

assessments needed for AI Act compliance.  

4.3. Frameworks and Best Practices 

In addition to the recommendations made in the preceding subsection, SMEs may require additional 

guidance to operationalize the AI Act’s ethical principles. Importantly, these principles must be 

addressed throughout the AI lifecycle as risks to their fulfilment can arise repeatedly and in different 

ways for the duration of product development.  



 

AI Lifecycle Phases Examples 

Assessment and 

planning 

• AI impact assessments [9] – a diverse field of methods for identifying 

positive and negative impacts to safeguard benefits and avoid 

downsides. Can be based on data protection, fundamental rights, ethics, 

or other perspectives, and shall be conducted throughout the AI 

lifecycle. 

• Funding constraints – The EU’s Horizon Europe innovation research 

funding programme makes technical robustness an evaluation criterion 

for AI projects.  

Design 

• Value-sensitive design, privacy-by-design, Ethics-by-Design – various 

methods for including principles into design processes (IEEE ethical-

aligned design [21]) 

• Methods for raising awareness of ethical issues for designers, e.g., ODI 

data ethics canvas [22] 

• Participatory design approaches (e.g., NESTA Participatory AI for 

humanitarian innovation [23]) that bring in principles via involving 

impacted stakeholders 

Development and 

procurement 

 

• UK government, Office of AI, Guidelines for AI procurement [24]– a 

summary of best practices addressing specific challenges of acquiring 

Artificial Intelligence technologies in government. 

• World Economic Forum, AI Procurement in a Box [25] 

• Data sheets for data sets [26]– a process for documenting datasets used 

for ML tools intended for high-risk environments. 

• Security guidance (e.g., German BSI Security of AI systems [27])  

• Test infrastructure (e.g., NIST Facial recognition vendor test [28]) 

Deployment, 

Monitoring and 

Control 

 

• AI Audits, either bespoke Trustworthiness auditing or general audits 

that refer to principles. E.g., ICO AI audit [29]. 

• UK government Central Digital and Data Office and Centre for Data 

Ethics and Innovation’s Algorithmic transparency reporting standard 

[30].  

• AI Incident databases – databases [31] aiming to collect incidents of 

harm or near harm from AI systems to help researchers and developers 

avoid repeated unwanted outcomes.  

Decommissioning/ 

Retirement 

• There is limited stand-alone guidance for this phase, which is 

sometimes part of full-lifecycle guidance.  

• ICO guidance on personal data storage limitation and retention policies 

[32] 
Table 1: Frameworks and tools to operationalize the AI Act’s ethical principles  

 

SMEs may encounter challenges implementing risk assessment practices and operationalizing 

ethical principles in product development. Nevertheless, these tools and frameworks can provide the 

means and the practical steps to achieve these goals. Given the complexity involved with understanding 

and applying ethical principles and risk assessment practices, the application of these frameworks ought 

to be combined with the ethics expertise described in the preceding subsection.  

5. Conclusion 

To avoid overburdening SMEs with excessive regulation which could hinder innovation, the AI Act 

contains explicit provisions as well as purposeful exclusions intended to foster innovation among these 

companies. Although these provisions and exclusions create significant innovation opportunities for 

SMEs, they are still required to create a compliance governance structure to comply with most of the 

requirements of the Act. Moreover, given the Act’s comparative leniency towards SMEs, these 



companies confront a heightened need for self-accountability to ensure their processes and products 

produce responsible and trustworthy AI. To align with the AI Act’s risk-based approach, and to 

operationalize the Act’s principles and provisions, SME’s will need to conduct risk assessments at 

minimum, and impact assessments as best practice and to identify ethical benefits and commercial 

opportunities. However, putting these assessments into action, embedding their objectives into 

company procedures, and successfully aligning their methods with product development are significant 

challenges. Accordingly, this paper has described a preliminary position recommending concrete steps 

for SMEs to operationalize the AI Act.  
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