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Abstract

In my PhD thesis, the concept of Cognitive Agents with extended Learning capabilities for Autonomous
Mobility on Demand (AMoD) scenarios is investigated. Specifically, the focus is set on the Ride-hailing
concept with a fleet of autonomously driving vehicles. The Agent-based approach provides the possibil-
ity to consider cognitive agent architectures for different types of agents in the given scenario. In this
regard, the vehicle agents are built up based on the Belief-Desire-Intention (BDI) architecture. My disser-
tation combines two paradigms that are considered significant research areas, namely Machine learning
(ML) and Agent-oriented Programming (AOP). Therefore, a structured overview of the research made so
far is provided pointing out significant areas in the AMoD application scenario which are worthwhile to
work on. For each of the areas, I describe why the setting and combination of MAS and ML are relevant
and interesting for in-depth investigation.
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1. Introduction

The basis of my dissertation relates to work in Multi-Agent system (MAS) research, which
has been studied over the last decades [1]. Advances in Deep Learning have made remarkable
progress in data-driven learning approaches. Using extensive computational processing for
Reinforcement Learning, it is likewise possible to make achievements in different applications.
Due to the proliferation of ML techniques in multi-agent scenarios, which have appeared
especially recently [2], the concept of MAS is particularly prominent in ML research, where
multiple agents are interacting with each other to accomplish a common goal. In this work,
a MAS consisting of autonomous Software Agents is considered with explicitly programmed
capabilities. A Software Agent is an entity that interacts with its environment by sensing
information and producing actions. In the field of Agent-Oriented Programming, the most
predominant agent architecture is the Belief-Desire-Intention architecture, in short BDI, which
is based on the Sense-Think-Act cycle of cognitive Agents. The main characteristic of cognitive
Software Agents is that the capabilities which the human calls intelligent behavior have to
be hard coded into the agent architecture. In ML, the intelligent behavior of the considered
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learning agent emerges during the learning phase. In the underlying scenario of AMoD, certain
challenges are investigated and extended with ML methods. This dissertation aims to address
the issue of extending cognitive agent models with ML capabilities and provides initial results
considering the mentioned application scenario. Integrating ML techniques is a recent and
open issue in Agent-Oriented Programming [3, 1, 4]. For example, one of the key limitations
of the BDI architecture is the lack of generating new plans during processing [5]. In a traffic
simulation environment, the learning procedure of the agent is then evaluated. The results of
this dissertation will provide insight into different approaches to integrating learning capabilities
into the BDI agents interacting in a MAS. Moreover, a novel approach to learning in a MAS
with BDI agents is presented investigating the potential and limitations of the framework.

2. Problem formulation and Related work

The underlying problem formulation is based on the Dynamic Pickup and Delivery problem
(DPDP) [6], which is a variation of the Vehicle Routing Problem (VRP). Given is a trip request d;
with a passenger, a potential set of trip requests R and a complete and directed graph G = (V, A)
with anode set V = {0} U {i" | i € R} U{i™ | i € R}, which means that V contains the
origin and destination of all trip requests and moreover, the vertex 0 which represents the
depot. Furthermore, an edge set A = {(i,j) : ¢,j € V,i # j} is considered, where each edge
(,7) € A has a non-negative length or cost ¢;; and a non-negative travel time ¢;;. At each time
step t, each vehicle k € K is either serving a node, waiting at a node, or moving towards a node.
The vehicles can decide to accept or reject a trip request [6]. Solving VRP and DPDP is already
tackled with ML approaches [7, 8]. In [8], the problem of fleet management is formulated
as a Multi-agent Reinforcement Learning problem. Here, the MAS is learning as a whole to
dispatch and reposition vehicles. In the work of [9], different assignment strategies with flexible
parameters for a variation of vehicle allocation are investigated and compared with each other.
In [10], an overview of fleet management problems and approaches is presented containing
optimization approaches for different scenarios, but neglecting learning approaches. Finally,
[11] presents a mixed-integer program for optimizing vehicle-sharing systems. The approach
in my work differs from the works mentioned since I consider the BDI agent architecture and
integrate ML into the agent reasoning cycle.

3. Current state

So far, I investigated the representation of the considered application scenario as well as concrete
research questions. The addressed research questions in my work are focused on the interaction
between the cognitive BDI architecture which is enhanced with learning capabilities and its
effects to the AMoD simulation environment. The primary question of my research is: To what
extent can cognitive BDI agents benefit from learned behaviors? This question addresses the issue
described in the previous chapter. More specifically, I consider Deep Learning algorithms to
influence the decision-making of the BDI agents. Thus, I analyze the effects of learning by
investigating the BDI reasoning steps, like goal selection as well as the effects in the simulation
environment.



« How can Neural Networks enhance the decision-making of BDI agents?
« Which tasks are suitable for ML in Mobility on Demand?
« What are the effects of multiple cognitive BDI agents learning in an MAS?

In my first work, I tackled the fleet positioning of vehicle agents with cluster analysis using
generated GPS coordinates and open-source customer trip requests from a bike-sharing fleet
[12]. In the second work, I worked on the application scenario representation considering the
BDI agent architecture and a trip request negotiation process [13]. Furthermore, I covered the
relevant literature on the considered research question of integrating ML into BDI Agents as a
survey [14]. Due to the mentioned requirements, extensive research has been done to investigate
development platforms for Software Agents as well as Mobility on-demand simulation platforms.
Here, I picked out JadeX [15] as an agent development platform and MATSim [16] as the traffic
simulation environment. The main characteristic of JadeX is that Goals and Plans are formulated
explicitly. Therefore, I currently investigate the learning behavior on a goal level for BDI agents
which addresses the decision-making step. MATSim and JadeX are implemented in Java. The
integration of ML algorithms is therefore also considered in Java. The libraries DL47 ' and DL
? provide Deep Learning and Reinforcement Learning algorithms that will be applied to the
BDI agent cycle.

4. Planned contributions

The core contribution of my thesis is the investigation of the BDI architecture connected with
learning capabilities. As an application scenario, the ride-hailing application is considered.
The subject of my research is therefore an agent architecture, where different capabilities
and concepts are investigated with a focus on learning algorithms as extensions. The research
environment is the development of a fleet management system with high-level learning strategies
for cooperating autonomous vehicles in Mobility on Demand scenarios. In the following, the
specific contributions are described.

4.1. Fleet Management

The first task considers the whole vehicle fleet and its utilization starting with the positioning
and rebalancing of the vehicle agents. In general, a fleet coordination challenge is addressed.
This problem is tackled using spatiotemporal data and self-organizing and communicating
agents. One research direction is focusing on challenges that arise during the processing of
the fleet. Since the vehicle agents contain a cognitive thinking phase, a travel time prediction
component will be integrated into the agent’s thinking phase leading to more informed decisions
and actions. Finally, the battery charging behavior of a fleet is investigated which also influences
the decision-making of the vehicle agents. Here, the avoidance of running out of battery power
is one central question. This challenge will be tackled with Reinforcement Learning by training
the BDI agents to learn battery management.
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4.2. Decision making

The second task contains multiple contributions and represents the main part of my thesis
concerning the cognitive part, where learning capability is employed in the BDI cycle to decide
about committing to customer trip requests. Similar to the work of [3], I consider the question
of integrating Reinforcement Learning methods in the BDI architecture for the decision-making
of vehicle agents. Considering different agent capabilities, I compare different agent types
including learning agents. Starting with a single vehicle agent and its decision-making, the
question is extended to the whole fleet representing a MAS with cognitive learning agents. The
certain task is the trip assignment step. In this case, a utility-based negotiation is considered as
well as a learned utility function with Deep Reinforcement Learning (DRL), where the decision
is based on the corresponding reward function.

The communication of agents in MAS is significant for coordination. In the BDI architecture, a
common method to realize communication is using standardized predefined speech acts. The
messaging process requires an extensive engineering process, where each messaging type and
direction has to be considered in order to provide communication to the MAS. Learning when to
communicate with other agents is crucial for efficient problem-solving. Furthermore, learning
on a fleet level is a novel approach for cognitive BDI agents which has to be investigated since
nearly all of the works published in this intersection, focus on the single-agent setting.

Since the decision-making steps inside the typical BDI agent is predefined, some steps are
suitable for specific ML algorithms. During Goal selection, the agent decides, which Goal(s) it
should pursue and thus which plans it should process. Learning which goal to pursue is a novel
approach in BDI and ML integration. This approach will be investigated with decision trees
and neural networks as well as evaluated in the AMoD simulation environment.

5. Conclusion

This dissertation focuses on a variety of integration methods for cognitive agent architecture and
ML methods in a Mobility on Demand application. The presented areas are tackled in current
research with a variety of approaches. Fundamentally, my approach considers AOP for ML as
well as the given application scenario of ride-hailing and therefore differs from the majority
of current work in this area. The contribution of my dissertation delivers cognitive Software
Agents enhanced with ML techniques processing in a BDI manner. The mentioned open issues
in the previous section lead to a need for a thorough investigation of cognitive agents that are
capable to learn. Since they are used for industrial applications, this research intersection of
considering cognitive agents for AMoD enables the investigation for novel research insights
with respect to autonomy in MAS and fleet applications.
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