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Abstract. Automated modeling of appropriate and valid document de-
scriptions is a central issue for the benefit and success of an ontology-
based personal document management system. One of the more practi-
cal problems is the deduction of knowledge from partly large but vary-
ing, ambiguous, or domain specific information sources (metadata, at-
tributes, features, etc.). The generation process, which requires transfor-
mation and reasoning techniques, primarily depends on the application
context and should be customized accordingly. Furthermore, automati-
cally generated and deduced information needs appropriate cleaning and
consolidation to maintain a certain level of data quality. Therefore, this
paper presents a stepwise knowledge modeling approach based on consec-
utive stages and separated, configurable rule sets. Following the principle
of divide-and-conquer, the suggested approach separately addresses the
problems of general translation of diverse information sources, syntax
check, normalization, and duplication and conflict handling.

1 Introduction

Today’s users are facing an increasing amount of digital items, in particular
multimedia documents. Managing document collections involves administration
efforts and certain strategies for ordering and arrangement to keep track of con-
tent and structure of the archive. The problem is intensified by the complex and
partly high-dimensional (temporal, spatial) characteristics of multimedia ob-
jects. The result is an increasing disorientation within heterogeneous document
collections regarding origin, context, and interrelation of digital items. Thus, for
the user, a mere syntactical description and storage is not sufficient. However,
common document management systems and applications today are typically
limited to hierarchical navigation and storage of information. Problems and bar-
riers which typically appear when users deal with search and management tasks
within personal document collections mainly result from lacking expressiveness
and flexibility of the traditional data models to represent individual knowledge.

The challenging questions are: How can we create a rich knowledge model
for sophisticated information retrieval, based on the content of a collection of
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multimedia documents and their context? How can we generate the required
formal representation with a minimum of user interaction, but convincing quality
and significance?

The aim of the K-IMM project1 is the development of a concept for semantic-
based management of personal multimedia document collections, which allows
the user to apply semantic knowledge models and paths with preferably little
effort. Therefore, by applying Semantic Web technologies to ensure machine-
processability and interchangeability, a document collection is no longer an ag-
gregation of separate items, but forms an individual knowledge base.

In this paper we present the process of automated and semi-automated knowl-
edge modeling and consolidation within our Semantic Web-based multimedia
document management system. Section 2 gives a brief introduction to the sub-
ject of personal multimedia document management, supported by content anal-
ysis and knowledge modeling techniques. The resulting problem of data quality
and cleansing is addressed at the end of this section (2.3, 2.4). In Section 3 we
introduce our ontology-based multimedia document management system and its
basic architecture, followed by the introduction of our stepwise knowledge model-
ing approach (3.2), the proposed consolidation component (3.3), and a practical
application (3.4). Finally, a conclusion and outline of future work is given in
Section 4.

2 Towards Knowledge Modeling for Personal Multimedia
Document Management

Expressive metadata can ensure that a multimedia archive is well-organized and
retrieval jobs are performed with convincing precision. Of course, it is necessary
to motivate users to create appropriate annotations. But especially for casual
users this is a tedious work, and for most of them it does not seem to be worth-
while at first glance. Thus, unguided manual annotations are often fragmentary,
and mostly biased and subjective, so that notes of two users hardly ever match.
On the other hand, automated techniques to extract information from hetero-
geneous content often generate unexpected or even improper results. It appears
to be advisable to combine manual annotation with automated extraction and
information modeling techniques in such a way that user interaction is reduced
to a minimum.

2.1 Content Analysis

Typically, one distinguishes between three abstraction levels of multimedia con-
tent analysis: The first level concerns structural data (low-level features), like
color, texture, and shapes in visual media, or acoustic features like loudness
and pitch in audio material, and does not depend on any user feedback. The
descriptors of those features are typically multidimensional vectors providing

1 http://mmt.inf.tu-dresden.de/K-IMM
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comparable and scalable measures. The second level comprises pattern recog-
nition and classification techniques and involves certain user participation e.g.
to train classifiers. Thus, objects, people, or sceneries can be identified in digi-
tal images if the system knows prototype features to compare with. The third
level refers to the subjective and emotional contexts of multimedia content. It is
highly abstract and requires background information and semantics only human
users can give (e.g. ”funny picture...”).

Furthermore, it is commonly understood that even more information can
be obtained if one regards the whole life cycle of a document, especially its
creation. In the context of a traditional file management system, the primarily
available information is provided by file attributes. These attributes serve as
basic metadata, but usually lack information about context and circumstances of
a document’s creation. As common file formats allocate certain space for header
data, documents often bring along useful information about their origin. For
example, photos taken with a digital camera are typically labeled with EXIF2

metadata, comprising information about camera settings (e.g. aperture, shutter
speed, focal length, flash usage, etc.) and even location information (by means
of GPS information) at creation time. With the Extensible Metadata Platform
(XMP)3 Adobe also introduced an open standard to integrate metadata into
documents and ”retain context when passed across [...] applications”, designed
for a couple of file formats and based on RDF.

Hence, extracted features and attributes from content analysis occur in vari-
ous formats and with diverse identifiers. Some documents could provide multiple
metadata information (e.g. a photo with both EXIF and IPTC fields) with se-
mantically similar or equivalent identifiers. Special keywords or Named Entities
found in text documents [1], comments, or visual content (with the help of OCR
methods) [2] might represent a specific type of information (location, person,
etc.). The extracted “raw data” must therefore be evaluated, i.e. standardized,
filtered, and mapped to a capable schema to create a valuable data set. The
population of a given ontology with instance data includes the decision about
the semantic value and interpretation of the source and/or its context.

2.2 Modeling Multimedia Semantics

Features and context information of documents need to be described and stored
in a suitable and efficient way. With the help of Semantic Web technologies, in-
teroperable and machine-processable descriptions can be created and exchanged
between applications. Suitable ontology models form the basis for the interpre-
tation and processing of the specified statements. At the same time, optimal
ontology engineering is a crucial factor for a semantic application. As for per-
sonal document management, two approaches for the ontology model design can
be distinguished: document-centric and knowledge-centric. In document-centric

2 http://www.exif.org/Exif2-2.PDF
3 http://www.adobe.com/devnet/xmp/pdfs/xmp_specification.pdf
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description models, information only exists in connection with the according doc-
ument instances. This design concept is mainly intended for immediate access to
collections of distinct and independent items. In the context of personal multi-
media document management, the user’s view and apperception of a document
is usually tied to background knowledge. In this case it is more reasonable to
integrate documents and their description into a knowledge-centric model. Thus,
knowledge entities (like actors, locations, events, etc.) can exist independently
of corresponding documents and build a specification of the user’s context.

The generation of document descriptions from content and context, and the
forming of an appropriate knowledge base is the central issue but also a weak
point of semantic-based document management applications. As already men-
tioned above, for optimal descriptions available content and context information
should be applied. However, nature and complexity of available information dif-
fers as much as application environments, file and metadata formats. Generally,
there are variations in naming, semantics, availability, or accessibility of prop-
erties or attributes. Moreover, some information might be redundant or only
relevant when seen in context. A commonly used technique is the application
of wrapper components for the variety of possible data sources. The NEPO-
MUK project4 [3] for instance, deals with the development of a standardized,
conceptual framework for Semantic Desktops, which includes information extrac-
tion and wrapping from heterogeneous data sources, based on the Open Source
project Aperture5. A reference implementation is Gnowsis [4].

A comprehensive survey of the state of the art of semantic annotation for
knowledge management, including existing tools for automatic annotation, is
presented in [5]. Automated extraction of information from a set of documents
with the help of dedicated wrapper components typically leads to duplicated
or inconsistent data. The quality of initially generated document descriptions
is very important for motivating the user to use or further refine the database.
Thus, concepts for modeling multimedia semantics in a personal document man-
agement system should take account of data quality and consolidation. However,
most of the existing tools for automatic annotation (cf. [5]) are not focused on
these issues.

2.3 Data Quality

In the most common sense the notion of data quality can be defined as the degree
to which data is free of errors. However, there are various approaches trying to
define different quality dimensions or criteria more specifically [6]. Many of the
existing criteria need some kind of “gold standard” for evaluation. Additionally,
there is a group of quality dimensions that cannot be assessed automatically
but rather have to be judged manually by the user of the data. These criteria
evaluate highly subjective aspects of data like relevancy or reliability.

4 http://nepomuk.semanticdesktop.org
5 http://aperture.sourceforge.net
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Concerning the quality of ontologies, a much smaller amount of approaches
can be found. Most of this work is related to the area of ontology evaluation.
Quality of ontologies has to be defined on different levels. Important features
at the concept level are for instance the quality of the used terms and their
meanings as well as the usefulness of the comprised concepts for the user. At the
instance level, it is hard to find appropriate measures. Often they provide rather
a characterization of the ontology than an assessment of its quality. For example,
all the instances of a concept could be counted, determining the importance of
this concept compared to the other concepts of the ontology. Most of these
criteria are either subjective or fairly simple measures with a wide scope of
interpretation (e.g. assuming that an ontology is useful when it is of a certain
size).

One of the typical ontology-specific quality problems is that of semantic
conflicts. The most basic forms of these conflicts, like disjoint concepts or car-
dinality constraints, can be resolved by current reasoning functionality. Special
treatment is necessary when conflicts arise, which go beyond the expressiveness
of the ontology language.

2.4 Data Cleansing

The task of data cleansing comprises the detection and resolution of errors and
inconsistencies from a data collection. Typical tasks are normalization and stan-
dardization, error correction and duplicate detection.

Consolidating the instances of an ontology is still a problem of ongoing re-
search. Promising approaches for duplicate detection can be found in the fields of
ontology alignment and ontology matching. These works focus on finding all cor-
responding entities inside two different ontologies which share the same meaning.
[7] presents a comprehensive approach for the alignment of ontologies, which can
be adapted to duplicate detection in a single knowledge base as well. The pro-
cess incorporates the typical steps of “deduplication”: First of all, the features
to compare are selected and the search space is limited to reduce the amount of
comparison operations. Secondly, the similarity values for the different features
are computed and aggregated before the results are interpreted. If the similarity
of two entities is higher than a specific threshold, they are considered to be du-
plicates. The approach differs from the traditional duplicate detection process
in its definition of similarity at different layers. At the data layer, only raw data
values are compared, the ontology layer considers the semantic relations between
the entities (e.g. the graph structure) and the context layer comprises the usage
of the entities in an external context (e.g. the application context).

A project that faces the problem of consolidating extracted data in a semantic
knowledge base is Artequakt [8] [9]. The main purpose of the system is the
generation of artist biographies by extracting information from the Web and
instantiating an ontology. The process of consolidation in Artequakt is based
on heuristics and reasoning methods, which are used to identify conflicts and
resolve duplicates automatically. However, as the main focus of the system lies



on narrative generation, the consolidation process is kept fairly simple and is
rather based on a collection of assumptions than on a well-defined methodology.

3 Knowledge Modeling within the K-IMM System

We developed our approach for the knowledge modeling process within the K-
IMM (Knowledge through Intelligent Media Management) project, which pro-
vides a system-architecture for personal document management [10]. A concep-
tual overview of the system is depicted in Figure 1 on the left-hand side. The
corresponding data flow is presented accordingly on the right-hand side and will
be described in more detail in Section 3.2.

3.1 System Architecture

The overall architecture of the K-IMM System is realized in Java based on the
OSGi [11] execution environment Equinox 6. The diverse system components are
implemented as OSGi service bundles, which makes it possible to install and
start services (e.g. for multimedia analysis, user interface components, etc.) at
run-time and on demand. Therefore, it is possible to run the system e.g. just for
image management (starting only image analyzing components).

The document analyzing components (I), presently realized for image, audio,
and text documents, extract specific properties and features. The extracted data
is passed to the central aggregation and evaluation component (II). This compo-
nent provides subcomponents for information instantiation and propagation, as
well as for schema mapping and consolidation. Its substructure and functionality
are described in more detail later on in Section 3.2. The result of this modelling
process is transferred to the system’s knowledge base (III), where information is
processed and stored using the Jena Semantic Web Framework [12] in a persis-
tent RDF/OWL repository. The topmost component (DataAccess) provides the
access to the modelled information for miscellaneous front-end applications (e.g.
a collaboration scenario based on this system is described in [13]).

According to its scope, use, and simplicity, we decided to adopt the ABC on-
tology [14] as fundamental core ontology. As the ABC model has been specifically
designed to model the creation, evolution and transition of objects over time, we
found it most suitable to describe the whole life cycle of a multimedia document.
As Hunter describes in [15], elements for multimedia document description are
added as derivations of ABC entities to make sure that all classes are rooted in
a common conceptualization. Furthermore, we added specializations to describe
various personal information contexts (e.g. spatial and temporal concepts). This
ontology model7 is the target of the information instantiation process which
will be described in the following. The prevalent uncertainty and ambiguity of
mapping and interrelation of information sources and the various application
scenarios led us to the concept of a stepwise information instantiation process.
6 http://www.eclipse.org/equinox
7 An automatically generated OWLdoc can be found at http://www-mmt.inf.

tu-dresden.de/Forschung/Projekte/K-IMM/owldoc/
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Fig. 1. The overall K-IMM System architecture (left), and the corresponding
data flow of the instantiation and consolidation tasks (right).

3.2 Stepwise Information Instantiation and Integration

Our knowledge generation concept is a pipeline-based process subdivided into
consecutive stages. Figure 2 broadly depicts the generation process, showing a
sequence of distinguishable stages of data modeling.

The subdivision of the knowledge modeling has several advantages over non-
modular generation. As we can not predict extent and quality of the available
information about multimedia documents, direct inference from these sources
would be quite mighty and monolithic. By dividing the generation process, we
split the required rule base used for data transformation into more lightweight
and manageable sets. Thus, separate rule sets can be configured and customized
individually and independently, according to the application context, the input
data, and the target schema.

Raw Data
Regarding the available and conceivable metadata of multimedia documents (file
attributes, header data, status, etc.) the starting point of the process is a list
of attribute-value pairs (name and value of features or properties, like creator,
modification date, but also color layout, sound intensity, etc.). Interpreting the
structured list of properties as a collection of statements (”the value for attribute
X is Y”), we obtain a set of independent RDF triples (cf. Figure 2). A reduction
to minimum structure (loose statements) allows uniform conception and process-
ing of different sources and schemes. Most of the available document attributes
are already specified this way (e.g. EXIF, IPTC, ID3).

Initialization
Applying a set of Instantiation Rules to the statements, we obtain a Temporary
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Fig. 2. The knowledge modeling process within the K-IMM System.

Model, which is a concatenated graph of the given information. Thus, these In-
stantiation Rules serve three purposes: (1) They determine how existing external
information (from outside the system) should be filtered and combined for in-
ternal use, (2) they specify how the input data should be interpreted according
to data types and concepts of the Temporary Model, and (3) they perform the
above-mentioned (Section 2.4) process of syntax consolidation and normaliza-
tion to produce a syntactically valid and processable Temporary Model.

Syntax Check and Normalization
As our knowledge model API (KIMMModel) and persistence is based on the Jena
Semantic Web Framework, we use Jena 2 inference support8 for the application of
rules and reasoning services. Particularly, we employ Jena’s general purpose rule-
based reasoner and the Jena rule syntax. An illustrating example can be found in
[16]. Syntax correction and normalization are implemented using Jena’s Builtin
primitives concept to pass data to corresponding Java modules for evaluation
and appropriate formatting. The according data flow is depicted in Figure 3.

We distinguish between detecting components (left) and resolving compo-
nents (right) to allow easy substitution of implemented methods. Thus, auto-
mated resolving methods can be replaced with methods which use feedback
from the user (see Section 3.4 for a practical application scenario), and vice
versa. First of all, the Syntactic Error Detector checks for data type and lit-
eral errors, which is often the case if the analyzing components extract faulty
data because of coding errors or problems with character sets. Subsequently, the
data is normalized according to the target data type. The following example
illustrates this procedure for an extracted date string from a text document:

8 http://jena.sourceforge.net/inference/#rules
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Extracted raw data: “18th Decmber 2006”
Syntax error detection: “18th Decmber 2006”
Syntax error resolving: “18th December 2006”
Check normal form: “18’th’ December 2006” (dd ’th’ MMMMM yyyy)
Normalization: “2006-12-18” (yyyy-MM-dd)

For error handling on syntax level, we focused on three important informa-
tion types: time data (using regular expressions as above), location data (using
the GeoNames-Webservice9), and personal data (list-based). Needless to say,
data type and error handling is implemented in a modular way, so that used
algorithms, sources and result format can be substituted easily. The current re-
alization is intended for proof-of-concept purposes and uses a couple of manually
defined normalization rules for each information type. The resulting Temporary
Model is assumed to only contain data in normal form.

Normal Form ResolverNormal Form DetectorSyntactic Error Detector
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Detect data type error

Found?

Syntactic Error Resolver

Automated 
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Fig. 3. Process of syntax correction and normalization.

The Temporary Model might be extended with data from current context
information, e.g. about the user (provided by an optional Context Modelling
Component), and information found on the WWW, e.g. copyright information
(provided by an optional Web Search Component [17]).

Mapping
During the next step a collection of Mapping Rules is applied to the resulting
Extended Model to transform this temporary data set to a model, which con-
forms to the internal ontology model of the system. Of course, this mapping is
an optional step, which can be omitted if the temporary model already complies

9 http://www.geonames.org/export
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with the target ontology model of the system’s metadata repository. Generally,
this additional step allows to change either the schema of the temporary model
or the schema of the system’s ontology model.

Finally, the resulting Target Model can be inserted into the system’s RDF
repository. However, due to the unsupervised analysis and extraction of doc-
ument descriptions and context information, the inserted data is likely to be
of inferior quality in terms of semantic consistency, accuracy and redundancy
(see Section 2.3). Furthermore, some information might already exist within the
knowledge base. In the next section, we describe the following consolidation step,
encapsulated within the Consolidation Component depicted in Figure 2, in more
detail.

3.3 Consolidation Component

Unlike the process of syntax error correction, the semantic consolidation process
considers data in the context of the whole knowledge base. Our Consolidation
Component is composed of two modules: one for semantic error handling and
one for duplicate handling (see Figure 4).
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correctionno

Automated correction
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yes

Automated? Manual 
merging
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Fig. 4. Process of semantic error handling and duplication handling within the
Consolidation Component.

Semantic Error Handling
Semantic errors are detected and resolved based on existing axioms and accord-
ing rules. Of course, their range and scope depends on the system ontology model
and the application context. A simple example of a relevant axiom could be:

If a person, born on BirthEvent E1, is author of a document, created
on AuthoringEvent E2, then E1 must have happened before E2.



Depending on the complexity of the detected conflict it might be necessary to
demand user feedback for manual correction.

Duplicate Detection
Of course, the search domain for duplicate detection is limited to the selected
information type (e.g. Person, City, etc.) and its superclasses (e.g. Agent, Place,
etc.). As described in Section 3.2 we use customized Jena Builtins to delegate
comparison of two instances to according similarity measuring modules. The
following code snippet gives an example for the comparison of two instances of
type Person in Jena rule syntax:

[rule1: (?p1 rdf:type person:Person), (?p2 rdf:type person:Person),
similar(?p1, ?p2)
-> markduplicates(?p1, ?p2)]

The Builtin similar encapsulates the process of type-specific similarity met-
rics and returns true or false based on the calculated similarity value and the
defined threshold. With the Builtin markduplicates, the two instances are la-
beled as duplicates for the following process of “deduplication”.

Semantic similarity of two instances is calculated based on the syntactic sim-
ilarity of Datatype Properties and the semantic similarity of Object Properties.
First of all, we limit the set of possible duplicate pairs by checking syntactical
similarity of significant attributes. The “significance” of attributes should be
defined manually in a configuration file. In case of persons, the Datatype Prop-
erties givenName and familyName are of course the most significant attributes
and are compared using an implementation10 of the Jaro-Winkler-Distance [18].
Certainly, the decision would be easier, if there was available and matching in-
formation about e.g. date and place of birth. However, this can not be assumed
in our application scenario.

The identified possible duplicates are compared based on their entire set of
properties. The example in Table 1 of two possible person instances should help
to illustrate the procedure.

Table 1. Example of two possible duplicate entities.

Instance A Instance B

givenName ’John’ ’J.’
familyName ’Smith’ ’Smith’
bornIn Town(’London’)
livesIn Town(’Vancouver’) Town(’Vancouver’)

Town(’Seattle’)
authorOf Document(’SmithM95.pdf’)

10 SimMetrics Java library: http://sourceforge.net/projects/simmetrics
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We assume that duplicates within the set of related instances have already
been resolved in a previous iteration step (e.g. Town(’Vancouver’) is a unique
instance). To limit the chain of assumptions, decisions about similarity are not
reconsidered within this processing step. For both entities we define a binary
vector, its elements representing the available property-value-pairs:
{(givenName, ’John’); (givenName, ’J.’); (familyName, ’Smith’); (bornIn,
Town(’London’)); (livesIn, Town(’Vancouver’)); (livesIn, Town(’Seattle’));
(authorOf, Document(’SmithM95.pdf’))}. Thus, the two vectors v1 and v2 for
this example would be: v1 = {1, 0, 1, 1, 1, 1, 0}, v2 = {0, 1, 1, 0, 1, 0, 1}. To calcu-
late the similarity of both vectors we use the Jaccard-Similarity-Coefficient:

Jacc(v1, v2) =
p

p + q + r
(1)

p represents the total number of attributes where v1 and v2 both have a value of
1, q represents the total number of attributes where the attribute of v1 is 0 and
the attribute of v2 is 1, and r represents the total number of attributes where
the attribute of v1 is 1 and the attribute of v2 is 0. In this example the result of
the Jaccard-Similarity-Coefficient is

Jacc(v1, v2) =
2

2 + 2 + 3
= 0.29 (2)

In our case, the absence of values is due to a lack of information (open world)
which should be taken into account by a weighting factor f (f < 1) to reduce
the influence of missing elements:

Jaccweighted(v1, v2) =
p

p + f(q + r)
(3)

For instance, a factor of 0.5 would result in a similarity coefficient of 0.44. De-
pending on the selected threshold, this entity pair might be labeled as a pair of
possible duplicates and presented to the user to decide about semantic identi-
calness. We are still in a stage of testing suitable weighting factors depending on
data types and contexts to improve the efficiency of this preselection for prac-
tical application (see Section 3.4). Of course, in case of a complete match of all
existing attributes (Jacc(v1, v2) = 1) the decision is quite clear and the resolving
can definitely be done automatically.

Merging
Two instances can be merged automatically in case of exact and complete match-
ing of all attributes, or if only attributes allowing multiple values differ. Oth-
erwise, the user should be consulted to decide which information should be de-
tached or changed to allow merging.

If the model has changed due to merging processes, the previous step of se-
mantic conflict detection should be run again (as depicted in Figure 4) to check
for violation of existing axioms caused by these changes.



Logging
Traceability and transparency of the performed modifications are very important
for practical applications. The user requires facilities to prevent or reverse opera-
tions. For this purpose, the Consolidation Component contains logging facilities
to record the performed operations. On the one hand, this allows the realization
of appropriate “undo” functionality. On the other hand, learning techniques can
be applied to train the component regarding typical merging decisions.

3.4 Application

Based on the K-IMM System and its described components, we implemented
an ontology-based multimedia document management application with graphi-
cal user interface (based on Eclipe Rich Client Platform11). A screenshot of the
application is presented in Figure 5. In the course of an indexing process, docu-
ments on the local file system are analyzed and extracted information is modeled
successively as described in Section 3.2. Until recently, the indexing procedure
of the K-IMM System had been a self-contained, unsupervised background op-
eration. The resulting information modeled in the knowledge base tended to be
of low quality, especially regarding connectivity of information. Hence, as we
extended the indexing process with syntax check and our implementation of the
Consolidation Component described in Section 3.3, we integrated techniques to
identify syntactical and semantical errors and similarity between extracted infor-
mation resources. If a decision for conflict or duplication resolving can be made
automatically (e.g. similarity coefficient is 1), the user does not need to inter-
vene. If a clear decision cannot be assured, but a certain threshold is exceeded,
the user is prompted appropriately for case-related judging (see the dialog on
the right in Figure 5). This feedback prompt pauses the indexing procedure to
await the decision.

Of course, in case of related documents extracted information resources (like
persons and locations) are very likely to be similar. Thus, depending on available
context information about information resources, the user might be prompted
too frequently. On the other hand, we learned from the practical application
that a low threshold for automatical decisions leads to undesirable merging. As
a matter of fact, this emphasizes the benefit of our approach: the separation of
transformation steps, each allowing for user interaction as depicted in Figure 3
and 4, facilitates a fine-grained configuration of the instantiation process. Thus,
we are able to adjust the portion of automatism without difficulty, and with the
help of configuration files even at run-time.

4 Conclusion and Future Work

In this paper we presented a knowledge modeling and consolidation approach for
multimedia document semantics. The stepwise modeling process allows the inclu-
sion of various information sources, such as file attributes, header information,
11 http://www.eclipse.org/rcp
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Fig. 5. Screenshot of the K-IMM based document management application.

context information, etc. The extracted raw data is filtered and transformed
successively to comply with the internal description model of our multimedia
document management system. Separated, self-contained rule sets form the gen-
eration logic and are supposed to be customized for application needs. Finally,
the result of this modeling process is consolidated regarding occurring duplicates
(redundancies) and semantic inconsistencies with the help of a configurable Con-
solidation Component. As a proof-of-concept we implemented the idea within the
K-IMM multimedia document management system, which uses content analyz-
ing components for images, text, and audio documents as information sources.
Although the indexing and information instantiation procedure is designed to be
automatic, the proposed approach allows to integrate and configure facilities to
ask the user to make a contribution. This is particularly reasonable with regard
to semantic errors or similarity decisions.

As we have so far only considered the information instantiation process
(adding documents to the system), the target of our future work will be to re-
gard the document’s whole life cycle (particularly modification and deletion) and
the resulting metadata. Furthermore, in the course of a comprehensive empirical
evaluation, we are going to test our approach in detail with more heterogeneous
and more error-prone real-life data.
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