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Abstract
Appearance Manipulation enables to change the perceptual color, texture, and shape with illumination projection. However, it is
still unclear how to apply the manipulation for each object independently, not unique manipulation for the whole scene. This
paper proposes a method to independently apply appearance manipulation to foreground and background with the layer in a
scene which can detect from the pixel correspondence among two projector-camera systems. Furthermore, our method removes
cast-shadow-like illumination unevenness created by the foreground from its layer detection.
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1. Introduction
The Shader Lamps, which enabled color manipulation
of the buildings by texture mapping on white walls [1],
presented the potential of spatial augmented reality (SAR)
through light projection. Since then, various techniques
have been proposed for SAR applications [2].

Unlike conventional projection mapping, Amano et al.
proposed an alternative projection technique to manipulate
apparent object color with illumination projection in a
projector-camera feedback manner [3]. It has another
potential to hack an appearance of the real world and
our visual perception. Currently, many applications of
appearance manipulation are proposed [4, 5, 6].

However, they apply uniform appearance manipulation
for the whole area of the scene. The object-wise indi-
vidual manipulation pushes the boundary of appearance
control and potentially other applications ever attempted.
This study aims to extend the concept of appearance ma-
nipulation to enables object-wise individual appearance
manipulations. This paper specifically focused on the de-
tection of each object region of in the scene which consists
of multiple objects and exploring techniques to manipu-
late object appearance for each object individually. For
instance, this technique could be applied to illumination
in theaters, amusement parks, photography, etc.

Semantic segmentation [7] is a key technology for com-
puter vision, enabling the precise detection of each object
with a label. However, it is not guaranteed to work cor-
rectly under the illumination projection, which changes
the apparent color or texture. Meanwhile, the appear-
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ance manipulation system owns a pixel correspondence
between the camera and projector which can validate the
assumptions of placement of the object in which layer.

When a foreground object exists in a scene, cast-shadows
occur on the background object. Solving this problem has
been investigated as a longstanding research challenge in
SAR. Sukthankar et al. [8] proposed a method that can
remove shadows caused by occluding objects by using
two projectors in overlap projection. Audet et al. [9]
achieved it with tracking for dynamic scenes, and Flagg et
al. [10] proposed another adaptive technique with an IR
camera. However, these methods aim to display a given
video source on the screen and do not involve appearance
manipulation.

This paper proposes a method that discriminates be-
tween foreground and background objects by indepen-
dently working two projector–camera systems and achiev-
ing separate appearance manipulations for each object.
Since Appearance Manipulation comprises projectors and
cameras, its system owns pixel correspondings among
cameras and projectors. This paper attempt to identify the
shadow areas caused by the foreground. Furthermore, we
address adjusting the light intensity in the superimposed
regions to eliminate the brightness difference without
unaffected by changes in appearance.

2. Related Work
Amano et al. achieved appearance manipulation of objects
by using a projector-camera feedback. In this method, a
refrectance estimation is introduced to generate control
reference for Model Predictive Control (MPC) [3]. Figure
1 illustrates the block diagram of appearance manipulation.
The main processing step involves firstly creating an esti-
mated appearance image𝐶𝑒𝑠𝑡 under white projection from
the captured image 𝐶 and the previous step’s projected
image P. Next, the desired image processing is applied
to 𝐶𝑒𝑠𝑡 to create the target image 𝑅. Then, the latest
projected image 𝑃 is adjusted by the difference between 𝐶
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Figure 1: Feedback control of a projector-camera system.

and 𝑅 in consideration of robustness with the MPC con-
troller. Finally, appearance manipulation is realized with
the illumination projection from the projector after the
geometrical deformation based on pixel correspondence.

This study aims to achieve independent appearance ma-
nipulation for both the foreground and background objects
using layers in the scene that can be detected from the
pixel correspondence between the two projector-camera
systems. Additionally, we aim to remove brightness varia-
tions caused by cast shadows created by foreground objects
in the projection.

3. Proposed method
We assume a foreground object is positioned in front of the
background within a two pairs of projectors (Prj1, Prj2)
and cameras (Cam1, Cam2), as shown in Figure 2. In this
situation, we have three projection states: Region I, where
the foreground obstructs one projection without affecting
the other. For this region, the conventional method can be
applied. In RegionII, overlapping projection causes over-
illumination requiring novel compensation techniques, and
in RegionIII, where no projection can reach and cast shad-
ows can not be removed. In this paper, we focus on region
discrimination and illumination suppression in RegionII
to address cast-shadow-like projection unevenness.

3.1. Layer-based Discrimination
To identify the aforementioned regions (I, II, and III) as
well as foreground or background in the Cam1 and Cam2
images, this study uses pre-acquired pixel mapping with
both the foreground and background planes. The pixel
mapping is stored with a look-up table that describing the
pixel correspondings between camera and projector.

When the captured pixel coordinates are (𝑥𝑐 , 𝑦𝑐) and the
projected pixel coordinates are (𝑥𝑝 , 𝑦𝑝), pixel mapping
from the camera to the projector is denoted as

(𝑥𝑝 , 𝑦𝑝) = 𝑓𝐶2𝑃 (𝑥𝑐 , 𝑦𝑐), (1)

and those obtained in the foreground and background
planes are denoted as 𝑓 𝑓 𝐶2𝑃 and 𝑓𝑏𝐶2𝑃 respectively, as
shown in Fig. 2.

In this study, foreground and background are discrimi-
nated by comparing the geometric calibration results of
the actual scene with the intermediate value

(𝑥𝑚, 𝑦𝑚) = { 𝑓 𝑓 𝐶2𝑃 (𝑥𝑐 , 𝑦𝑐) + 𝑓𝑏𝐶2𝑃 (𝑥𝑐 , 𝑦𝑐)}/2 (2)

foreground

background

Shadow by Prj2Shadow by Prj1

Prj1Cam1
Un
it2Prj

2

Ca
m2

Region Ⅰ Region Ⅱ Region Ⅲ

𝑓!"#$

𝑓%"#$

Figure 2: Scene placement and some projection regions.
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Figure 3: Pixel mapping showing with x and y coordinate
values visualized in R and G.

of these pixel mapping as a threshold value.
Figure 3 shows the pixel mapping 𝑓𝐶12𝑃2 obtained

from Cam1 with Prj2. Region B in Cam1 has a shadow of
projection caused by a foreground object. With another
pixel map 𝑓𝐶12𝑃1 obtained with Prj1, we can distinguish
the nature of each region (𝑥𝑐 , 𝑦𝑐) as follows:

• Region I: One of pixel map has corresponding.
• Region II: Both pixel maps have corresponding.
• Region III: Neither of the pixel maps has corre-

sponding.

It should be noted the pixel mapping is acquired by gray
code projection.

3.2. Illumination Suppression
In this section, we briefly present an illumination suppres-
sion method proposed by Uesaka et al.[11], specifically
designed to address the illumination overlapping region
denoted as Region II in Section 3.1. Given a captured
image C1 from Cam1, ambient light C0, and projected
light P1, the reflectance 𝐾 of the object surface can be
estimated to be

�̂� = 𝑑𝑖𝑎𝑔[C1./(𝑀P1 + C0)], (3)

where 𝑀 ∈ R3×3 denotes the color mixing matrix between
projector and camera, ./ denotes component-wise division.
However, in the overlapping regions, the reflectance 𝐾
is overestimated due to the projected light from the two
units, resulting in overprojection. Therefore, considering
the projection P2 from Prj2, C1 can be estimated as

C1 = cos(𝜃1)𝐾𝑀P1 + cos(𝜃2)𝐾𝑀P2 + 𝐾C0 (4)
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Figure 4: Arrangement of experimental setup.

(a) Captured image 𝐶1 (b) Captured image 𝐶2

(c) Cam1 perspective (d) Cam2 perspective

(e) Cam1 perspective (f) Cam2 perspective

Figure 5: (a)(b)Captured images taken from cameras,
(c)(d)Red is the foreground, blue is the background,
(e)(f)Region I, II, and III and corresponding color in Fig. 2.

where 𝜃1 and 𝜃2 are the angles between the camera and the
surface normal respectively, accounting for the attenuation
based on Lambert’s cosine law. In this case, the relation

𝐾𝑀P2 =
cos(𝜃1)
cos(𝜃2)

𝐾𝑀P1 (5)

can be established because we know that P1 = P2 when
𝜃1 = 𝜃2 in the study by Shimana et al. [5]. Based on this,
the reflectance 𝐾 can be estimated as

�̂� =
cos(𝜃1)

cos(𝜃1) + cos(𝜃2)
𝑑𝑖𝑎𝑔[C1./(𝑀P1 + C0)] . (6)

Similarly, by utilizing the captured image C2 from Cam2,
our calculation process enables the accurate estimation
of reflectance using only own unit information. A key
advantage of our approach is that the reflectance estimation
in each unit is performed solely using its own captured
image and projection image. In this study, for simplicity,
we approximate 𝜃1 = 𝜃2 and suppress overprojection by
estimating reflectance in each system and correcting for it.

4. Results
4.1. Experimental setup
Figure 4 shows that styrofoam board coated with white
paper regarded as object with Lambert reflection was
placed to get pixel mapping of foreground and background.
The distance between their plane was 150mm. The unit is
composed so that the shooting and projection directions
of the camera and projector are aligned. Afterward, we
performed an experiment on matte photo paper printed
illustration to validate the proposed method.

We performed foreground and shadow region identifica-
tion. Figure 5 demonstrated that foreground or background
and shadow regions were correctly discriminated.

4.2. Manipulation results
From the results of the previous section, we controlled the
projection in region II and performed separate appearance
manipulation for the foreground and background. The
results are shown in Figure 6. From the manipulation
results of the color chart (matte photo paper) shown in
upper row, we confirmed that independent image pro-
cessing as bright saturation, monolize and color phase
applied to the foreground and background. As shown in
middle row, the results have potential applications in stage
effects. Moreover, we verified that an object like origami
with specular reflection shown in bottom row can be cor-
rectly manipulated when it doesn’t reflect to the camera or
viewer’s perspective. The brightness difference problem
is improved compared to that under white illumination,
but it has not been fully eliminated.

5. Discussions
5.1. Over illumination supression
To evaluate the effectiveness of our illumination suppres-
sion in overlapping areas, we compared our method using
Equation (6) with the conventional method (Figure 7).
Observing the boundary between regions I and II, we can
see that the boundary between the regions is clearly visible
in Fig. 7c, while the brightness difference is improved
in Fig. 7d. However, Fig. 7b still shows a marked color
difference. Because this is due to the fact 𝜃1 = 𝜃2 was
assumed for simplicity in Eq. (6), the change in radiance
due to Lambert’s cosine law was not considered. In ad-
dition, the individual color difference of projector is not
considered, which leads colored shadow. Future research
will be addressing these issues and finding solutions.

5.2. Adaptive foreground detection
In the current calibration phase, the discrimination between
the foreground and background is determined. However,
this static scene assumption becomes insufficient when
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Figure 6: Appearance Manipulation results by the proposed method (fg:foreground, bg:background).Over illumination is not
suppressed during white illumination.
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(d) A-A’ in (b)

Figure 7: Comparing lightness transition with white projec-
tion.

(a) Estimated image 𝐶𝑒𝑠𝑡1 𝑓 (b) Estimated image 𝐶𝑒𝑠𝑡1𝑏

Figure 8: Comparison of images obtained using 𝑓𝐶22𝐶1 of
each plane.

foreground objects are in motion during operation. There-
fore, our next step involves the development of an adaptive
discrimination. If the foreground and background objects
can be assumed to be planar, a possible solution is to com-
pare 𝐶2, which is deformed using 𝑓 𝑓 𝐶22𝐶1 and 𝑓𝑏𝐶22𝐶1
obtained by geometric calibration, with the actual 𝐶1.
Specifically, when the captured image is as shown in Fig.

5, the estimated images𝐶𝑒𝑠𝑡1 𝑓 and𝐶𝑒𝑠𝑡1𝑏 are obtained as
shown in Figure 8. Then it is possible to determine which
of image 𝐶𝑒𝑠𝑡1 𝑓 or 𝐶𝑒𝑠𝑡1𝑏 is closer to 𝐶1 and identify
foreground and background. Moreover the homography
transformation is an alternative solution for discrimination.
However, it does not provide accurate pixel mapping due
to the lack of lens distortion consideration. Therefore,
pixel mapping is still required to achieve precise results.

6. Conclusion
In this study, we proposed a method to achieve the indepen-
dent appearance manipulation of objects by distinguishing
foreground and background objects, as a preliminary step
toward moving away from uniform processing of appear-
ance. We also proposed a method to identify shadow
caused by the foreground and to suppress luminance dif-
ferences between overlapping regions.

The experimental results confirmed that foreground and
background could be independently manipulated. More-
over, we were able to improve the brightness difference
issue in the background caused by projections by suppress-
ing the projected light intensity based on the overlapped
projection determination.

However, the distinction between foreground and back-
ground relies on pre-acquired pixel maps of the actual
scene, which limits our ability to handle dynamic move-
ments of foreground objects. Additionally, due to the sim-
plification of not considering the radiance change caused
by the cosine of the incident angle, visible brightness
differences remained in the overlapped regions.

Future research will work on implementing dynamic
foreground object distinction and more accurate methods
for improving brightness differences.
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