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                Abstract  
This paper describes our submission to MEDIQA-Sum [2] shared task for automatic 

classification and summarization of doctor-patient conversations. These doctor-patient 

transcripts present many challenges: limited training data, significant domain shifts and noisy 

transcripts. Here in this paper, we explore the possibility of using pretrained transformer 

models to automatically summarize and generate clinical note from full doctor-patient 

transcript. We propose a two-step approach, first step is the use of pretrained encoder models 

like Biomedical-ROBERTA [3] to get dialogues belonging to similar category (section 

headers) together from the full transcript, these are known as conversation snippets (parts of 

full conversation) belonging to some section header like chief-complaint, to achieve this we 

propose two methods, Fixed window size and Variable window size, both these methods 

proved to be effective in getting good conversation snippets from the full conversation. In the 

second step, we summarize these conversation snippets, for this, we propose a QA-based 

summarization approach using transformer-based summarization models where we pass 

questions corresponding to the conversation category along with the conversation to make the 

model focus on important aspects of the conversation and then output the summary in the form 

of an answer. 
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1. Introduction 

In recent years, the widespread adoption of electronic health records (EHRs) has generated an 

enormous amount of textual data, including doctor-patient conversations. These conversations contain 

valuable insights and critical information about patients’ medical conditions, diagnoses, treatments, and 

outcomes. MEDIQA-Sum [2] focuses on the automatic summarization and classification of doctor-

patient conversations through three subtasks. Effectively classifying full conversation is the primary 

step towards achieving good clinical notes, for this, we propose a window size-based approach using 

transformer-based classification models pretrained on medical data. The next step is the generation of 

good-quality summaries, for this, we propose the use of abstractive summarization models pretrained 

on medical data using Question-Answering (QA) approach. By using QA based approach, we frame 

the summarization task as an answer generation process, where questions correspond to important 

aspects of the conversation, and the answers are the abstractive summaries themselves. 
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2. Related Works 

Summarization is a well-known problem in NLP however recent years have seen big improvements 

in the field with models like BART [7], T5 [17] etc. Zhang et al. (2021) [15] finetune a BART-Large 

model to summarize conversations belonging to distinct sections such as History of Present Illness, etc.  

Similar models can also be used for clinical note generation. Krishna et al. (2020) [16] use multilabel 

B-LSTM to identify sentences belonging to different subsections like Allergy, Chief complaint etc. and 

then cluster all sentences belonging to each subsection together and then the use T5-Base [17] model 

to summarize the sentence clusters of each subsection. 

3. Methods 

In this section, we describe various tasks, data used, methodologies adopted, and experimentations 

carried out in ImageCLEF 2023 [1] MEDIQA-Sum [2] competition. 

3.1 Task-A 

This task [2] aims to identify the topic (section header) of the conversation between the doctor and 

patient. The section header will be one of the twenty normalized common section labels [E]. 

3.1.1 Dataset 

We used Dialogue to Topic Classification dataset provided by MEDIQA-Sum organizers [2], dataset 

consisted of conversation ids, conversation snippets and section headers for each snippet. Train, 

validation, and test set consisted of 1200, 100 and 200 instances respectively. 

Dataset Description & Preprocessing: We truncated conversations exceeding the sequence limit of 

512 to 512 because of the sequence length limit (512) for base version BERT [11] and ROBERTA [10]. 

 

Table 1: 

Corpus statistics for Task-A dataset 

3.1.2 Method 

To solve this task, we have used the transformer-based models from hugging face [9] pretrained on 

biomedical and clinical data like PubMed [D] and MIMIC III [D]. We further finetuned these models 

to achieve state-of-the-art performance. To deal with long conversations we have also tried a long 

sequence encoder model pretrained on clinical data and then further finetuned it on our dataset. 

3.1.3  Experimentations 

We performed three experiments (runs) using three different models. 

 

      
      

 Max Min       Average Std  97% 95% 

Conversation length   1509 6 105 117 392 339 

Tokenized conv. length (ROBERTA)     2417 14 169 183 611 517 

Tokenized conv. length (BERT)  2218 11 147 162 526 463 



3.1.3.1  Run – 1 

In this run, we used Biomedical-ROBERTA [3], base version, pretrained on Biomedical data from 

Semantic Scholar [D]. The model was finetuned for conversation classification on train and validation 

data together by adding a classification head consisting of two linear layers and a 0.1 dropout layer in 

between two linear layers. 

3.1.3.2  Run-2 

In this run, we used Clinical-Longformer [4] model pretrained using MIMIC-III [D] clinical notes. 

The Longformer model has a sequence limit of 4096 tokens, this helped us to train the model on full 

conversations even if the conversation length is large. We then finetuned the model for conversation 

classification on train and validation data together by adding a classification head consisting of two 

linear layers and a 0.1 dropout layer in between two linear layers. 

3.1.3.3  Run-3 

In this run, we used Bio-Clinical BERT [5] model pretrained on all notes from MIMIC III [D]. We 

further finetuned the models on train and validation data together for final submission by adding two 

linear layers and a 0.1 dropout layer between the two linear layers on top of Bio-Clinical BERT.   

 

Table 2:  

Hyperparameters for Run-1, Run-2 & Run-3 (Task-A) found after multiple rounds of tuning. 

3.2   Task-B 

This task [2] aims to summarize the conversation snippet between the doctor and the patient. The 

conversation belongs to a particular topic identified by one of the 20 section headers. The summary 

contains abstract information related to the specified section header. 

3.2.1 Dataset 

 Dataset is the same as provided in Task-A but contains one additional column called section text 

containing summaries for every conversation snippet. 

Dataset Description & Preprocessing: The important step in preprocessing is to prepare inputs for 

the model to finetune models using Question-Answering based approach as described in section 3.2.2, 

also because of resource constraints during training, we have truncated the input sequence length to the 

model to 400 in every experiment. 

 

Table 3: Corpus statistics for Task-B dataset 

    Learning 
             Rate      

 Train 
Batch Size 

Epochs         L.R 
schedular 

Optimizer  Weight 
decay 

Warmup 
Steps 

Gradient 
Accumulat
ion Steps 

Run-1  5e-5   20 11 Linear Adam 0.01 100 1 
Run 2   5e-5             2 13 Linear Adam 0.01 100 5 
Run-3   5e-5  20 5 Linear Adam 0.01 100 1 

  
      

 Max Min        Average Std 

Tokenized conversation length  2417 14 169 182 
Tokenized summary length  1450 2 55 88 



3.2.2 Method 

To solve this summarization task, we used transformer models from hugging face [9] pretrained on 

biomedical or clinical data with pretraining objective of abstractive summarization. We used Question-

Answering (QA) based approach to finetune these models on our dataset for abstractive summarization. 

Although this is fundamentally a summarization task, but we observed that summaries of different 

sections had different styles. We therefore modelled this as a QA task where the question is used to 

inculcate the distinct style of a particular section while summarization. 

To train a QA model we require question, context, and an answer. In this use case, answer is the 

expected output summary, context is the conversation snippet to be summarized and the question is a 

kind of instruction given to the model to look for specific information in the conversation during 

summarization.  

Figure 1 explains how models were finetuned for QA-based summarization [12] by passing the 

question corresponding to the section header along with the conversation snippet as input to the model. 

The conversation shown in the below figure belongs to CHIEF COMPLAINT [CC] section header, we 

picked up question corresponding to CHIEF COMPLAINT and passed it along with the conversation 

to tell the model what to summarize, inputs to the model are passed in the specific format, as shown in 

figure 1, both during finetuning as well as during inference. 

Questions for each section header were empirically selected after multiple experimentations, please 

refer Appendix section for a full table containing questions for every section header.  

CONVERSATION                                                 MODEL INPUT                                                                SUMMARY 

                                                                                                                                   

SECTION HEADER                                                                                          QUESTION 

 

 
Figure 1: Figure showing the way models were finetuned for QA Task to generate summaries. 

3.2.3 Experimentations 

We experimented with multiple summarization models. Two runs have been submitted for 

evaluation, other experiments which were not submitted are described under Other Experimentations 

section. 

3.2.3.1  Run-1 

In this run, we have used BART-large [7] model pretrained on biomedical data (PubMed). We 

finetuned the model using Question-Answering based approach by adding the language modelling head 

on top of BART-large [7]. The model was finetuned on train and validation data together for final 

submission.  

3.2.3.2  Run-2 

In this run, we have used BART-base [8] model pretrained on biomedical data. To finetune model 

for the summary generation we added language modelling on top of BART-base [8] and finetuned it 

Doctor: Hi, how are you?  
Patient: I burned my hand. 

Doctor: Oh, I am sorry. 

Wow! 
Patient: Yeah. 

Doctor: Is it only right 

arm? 
Patient: Yes 

 

CHIEF 
COMPLAINT[CC] 

Section header - Question 

Mapping 

question: {question} context: {conversation} Burn in the right arm. 

What is the chief complaint of 
the patient? 



using the Question-Answering approach, as described in section 3.2.2, on train and validation data 

together for final submission.  

 

Table 4: 
Hyperparameters for Run-1 and Run-2 (Task-B) found after multiple rounds of hyperparameter tuning 

3.2.3.3  Other Experimentations 

We tried two abstractive summarization models, PEGAUS [14] and T5 [17] base version, that were 

already finetuned for QA-based summarization but not on medical data, we have also tried a T5 [17] 

base version that was finetuned on BIOASQ [D] dataset for QA based summarization. We further 

finetuned each of these models, using the QA approach by adding a language modelling head on top of 

the base model. 

 

Table 5: 
Hyperparameters for experimented models 

3.3 Task-C 

This task [2] aims to generate a full clinical note summarizing the full encounter conversation 

between the doctor and patient. Clinical notes should contain abstract information about every topic 

(section header) being discussed in the full conversation. 

3.3.1 Dataset 

In our experiments, we used Full-Encounter Dialogue to Note Summarization dataset provided by 

MEDIQA-Sum organizers [2] consisting of full conversation between doctor and patient along with the 

clinical note. Train, validation, and test dataset consisted of 67, 20 and 40 instances respectively.  

Dataset Description & Preprocessing: Data was mostly clean and didn’t require much 

preprocessing, apart from removing extra spaces, we formatted [doctor] and [patient] to doctor: and 

patient: because data on which classification and summarization model was trained, contained this 

representation. 

 

Table 6: 
Corpus statistics for Task-C dataset 

 

 

 

 Learning 
           Rate      

 Train Batch 
Size 

Epochs         L.R 
Scheduler 

Optimizer  Weight 
decay 

Warmup 
Steps 

Gradient 
Accumula
tion Steps 

 5e-5  5 4 Linear Adam 0.01 60 4 

 
 

     Learning 
        Rate      

Train Batch 
Size 

Epochs L.R 
Scheduler 

Optimizer Weight 
decay 

Warmup 
Steps 

Gradient 
Accumul

ation 
Steps 

PEGASUS         5e-5 5 15 Linear Adam 0.01 10 4 
Valhalla T5        5e-5 5 15 Linear Adam 0.01 10 4 
Bio-T5        5e-5 5 17 Linear Adam 0.01 10 4 

  
     

 Max Min        Average Std 

Full conversation length  3050 628 1301 412 

Clinical note length  884 135 420 129 



3.3.2 Method 

To create clinical note, we require two things, first is the conversation snippets pertaining to one of 

the available section headers in the full conversation and second is the summary of these conversation 

snippets. For summarization we have used best performing summarization model from Task-B. Since 

we have full conversation with us, we ran classification model from Task-A on parts of full conversation 

to get conversation snippets belonging to available section headers in the full conversation. After trying 

various approaches, we found 2 approaches that worked best for us in getting better conversation 

snippets from the full conversation. These approaches are discussed below. 

Variable Window Size: In the variable window size approach, we require a fixed window size to 

start with. We keep on extending this window according to different conditions as mentioned in the 

below steps, but the minimum window size in this approach remains fixed. 

Empirically minimum window size of 2 worked best for us. Once we have this minimum value, we 

start with the first utterance(dialogue) of the conversation to create starting conversation snippet 

containing 2(window size) dialogues. Once we have the starting conversation snippet, we followed the 

below steps to implement the logic. 

 

1. Classify the conversation snippet and keep a note of the predicted section header and its 

classification probability. 
2. Add another utterance (dialogue) to the present window(snippet) and then classify this new 

conversation snippet, in this step also keep a note of the predicted section header and its 

classification probability. 
3. If the predicted section header from Step 1 and Step 2 are the same and the classification 

probability for this section header increase or remains the same in Step 2, keep this utterance 

(dialogue) added in Step 2 to the present conversation snippet and repeat step no. 2. 
4. If the predicted section header from step 1 and step 2 are different or the predicted section 

header is the same but the classification probability in step 2 decreases after adding the 

utterance to the present window(snippet), then we drop the utterance(dialogue) added to the 

window and consider this snippet to belong to section header which was predicted before 

adding this new utterance(dialogue). After this, we create a new window of fixed size, as 

decided earlier, from the next utterance of the previous window and then repeat the same 

steps from 1 to 4. 
5. Continue steps 1 to 4 until the full conversation is covered, at the end concatenate 

conversations belonging to the same section header together in the same order in which they 

were obtained from different parts of the full conversation. 
Fixed Window Size: To implement this approach we need to have a fixed window size, after 

evaluating model performance using different window sizes, we empirically selected a window of size 

two. We followed the below steps to implement fixed window size logic. 

 
1. Using a fixed window of a particular size, select the conversation snippet starting from the 

first utterance(dialogue) containing utterances which are equal to the window size in number 

and then classify it. 
2. Use the same window to select another conversation snippet from the next dialogue of the 

previous window and then classify it, Repeat the process until the full conversation is 

covered. 
3. Concatenate conversation snippets belonging to the same section header together in the 

same order in which they were obtained from different parts of the full conversation. 

3.3.3 Experimentations 

We performed two experiments implementing variable window size and fixed window size approach 

as discussed in section 3.3.2. In each experiment window size is the hyperparameter. 



3.3.3.1  Run-1  

In this run, we finetuned the best performing classification model from Task-A, biomed-ROBERTA 

[3], on train, validation, and test set of Task-A and used it to get conversation snippets belonging to 

different section headers from full conversation using fixed window size approach as discussed in 

section 3.2.2. To summarize these snippets, we used the best performing summarizing model from 

Task-B, BART-large [7]. Summarization is done using QA based approach. 

3.3.3.2  Run-2 

Here we used the Variable window size approach to get conversation snippets belonging to 

available section headers in the full conversation. Classification and summarization models as well as 

the approach remain the same as used in run 1. 

4. Results 

We present the results of our experimentations on train, validation, and test sets. We have test set 

results of only submitted runs since test sets for Task-B and Task-C were not made available. Our 

submission results and metrics used by the organizers for evaluation are highlighted for each task. 

Note: Test set results are of models trained on train and validation set together. 

4.1 Task-A 

Dataset provided was highly skewed, 9 classes or categories had less than 15 examples, because of 

which models performed poorly in identifying these categories and overall accuracy is a bit low. For 

this task, our best performing runs (run-1 and run-2) were ranked 3rd among 23 submitted runs. 

 

Table 7: 
Task-A results 

4.2 Task-B 

QA-based approach significantly improved the performance by making summaries more concise, 

improving the Rouge-1 score. Models pretrained or finetuned on domain data (Bio-BART) performed 

better as compared to those pretrained on general data (PEGASIS-QA, Valhalla-T5). For this task, our 

best performing run (run-1) was ranked 4th among 16 submitted runs. 
 

Table 8: 
Task-B results 

                                            Train-Accuracy 
 (%) 

        Validation-Accuracy 
(%) 

                     Test-Accuracy 
                               (%)    

Biomedical ROBERTA (Run-1)    99.83                                                               
Clinical Longformer (Run-2)       99.92                              
Clinical BERT (Run-3)                   95.75                                                                                                         
  

                           80 
                           80 
                           77 

                                80 
                                80 
                               75.5 

   

 Rouge-1                   Bleurt                      BERT-Score 
                     Precision        Recall        F1 

   Aggregate score                       

Bio-BART-Large        Train 
(Run-1)                      Validation 
                                   Test 

  0.51 
  0.41 
  0.42 

0.60              0.78                  0.75          0.76 
0.54               0.74                    0.71           0.72 
0.53               0.74                  0.71          0.72  

          0.62  
          0.56 
          0.56 



4.3 TASK-C 

Performance of fixed window size approach significantly depend on window size as window size 

remains fixed throughout the experiment, variable window on the other hand does not depend much on 

window size because window size is dynamic throughout the experiment. To be on the safer side, lower 

window size can be chosen as the initial value. For this task, our best run (run-2) was the overall best 

run of the competition and run-2 was second best run of the competition. 

 

Table 9: 
Task-C results  

                                                              Rouge-1                 Rouge-2                                                      Rouge-L      

                                   
     Rouge-Lsum 

Fixed Window size          Train                   0.51                            
(Run-1)                               Validation         0.52                             
                                            Test                    0.49                          
                        
Variable Window size      Train                  0.51 
(Run-2)                                Validation        0.52                              
                                             Test                   0.50                                     

 

0.22   
              0.21 

0.19 
 

0.21  
              0.22                                  

0.20 

                0.26 
                0.26                              
                0.24 
 
                0.26                
                0.26 
                0.24                               
                               
 

0.46  
0.45 
0.44 

 
      0.46 
      0.46 

            0.45 
 

    

5. Conclusions & Future Work 

In this paper, we present systems developed by the TREDENCE team for MEDIQA-Sum [2] task. 

The task focused on the automatic classification and summarization of doctor-patient conversations. To 

address this, we used pretrained transformer models for classifying full conversation into conversation 

snippets using the variable-window side and fixed-window size approaches. Both these approaches 

performed reasonably well to give good quality snippets. For summarizing the snippets, we used a QA-

based approach to instruct the model to give summaries in the form of answers to questions. QA. Our 

experimentations during summarization reveal that instruction-based learning can significantly improve 

performance. 

In future, we are looking at incorporating Data-Augmentation to improve classification 

performance. Secondly, we used the summarization model from Task-B to summarize conversation 

snippets from Task-C, but we found some differences between expected summaries for both these tasks 

in terms of elaborateness and presentation, we are working towards finetuning our summarization 

models on Task-C dataset to further improve the performance. 

                                                                    
Bio-BART-Base          Train 
(Run-2)                       Validation 
                                     Test 
                                                     
PEGASUS-QA             Train 
                                    Validation 
                                
Valhalla-T5               Train 
                                   Validation 
 
   Bio-T5                    Train 
                                   Validation                          
  

 
  0.46 
  0.42 
  0.36 
 
   0.38 
   0.38 
 
  0.35 
  0.36 
 
  0.33 
  0.34 
 

 
0.55               0.77                 0.72          0.74 
0.52               0.74                 0.69          0.71 
0.47              0.72                 0.67         0.69 
 
0.52               0.72               0.68           0.69  
0.51               0.72                0.67           0.69 
 
  0.51              0.68               0.67           0.67 
 0.49                0.71                0.66           0.68   
 
 0.49             0.65               0.64          0.64 
 0.48               0.67                 0.66            0.66 
 

 
           0.58 
           0.55 
           0.51 
 
           0.53 
           0.53 
 
           0.51 
           0.51 
 
           0.49 
           0.49 
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A. Question- Section header Mapping 
 

Table 10 represent Questions corresponding to every possible section headers of the conversation 

snippet. 

Table 10: Table representing mapping. 

 

B. Hugging Face Models References for Task-A 
 

• Biomedical- ROBERTA: https://huggingface.co/allenai/biomed_roberta_base  (Run-1) 

• Clinical-LongFormer: https://huggingface.co/yikuan8/Clinical-Longformer  (Run-2) 

• Clinical-BERT: https://huggingface.co/emilyalsentzer/Bio_ClinicalBERT (Run-3) 
 

C. Hugging Face Models References for Task-B 
 

• Valhalla T5 model: https://huggingface.co/valhalla/t5-base-qa-qg-hl 

• Pegasus-QA model:  https://huggingface.co/tuner007/pegasus_qa 
• Bio-T5 model: https://huggingface.co/ozcangundes/T5-base-for-BioQA 

Section Header Question 
FAM/SOCHX 

[FAMILY/SOCIAL HISORY] 

what all things patient mentions about his/her family or 

his/her social life? 

 
GENHX 

[HISTORY OF PRESENT ILLNESS] 

what all problems did patient mentions to the doctor? 

PASTMEDICALHX 

[PAST MEDICAL HISTORY] 

CC 

[CHIF COMPLAINT] 

ALLERGY 

 

ROS 

[REVIEW OF SYSTEMS] 

PASTSURGICAL 

[PAST SURGICAL HISTORY] 

MEDICATIONS 

 

ASSESSMENT 

 

EXAM 

 

DIAGNOSIS 

 

                                    DISPOSITION 

 

                                          PLAN 

 

                                   EDCOURSE 

[EMERGENCY DEPARTMENT COURSE] 

   IMMUNIZATIONS 

 

IMAGING 

 

GYNHX 

[GYNECOLOGIC HISTORY] 

PROCEDURES 

 

OTHER_HISTORY 

 

LABS 

what is the past medical history of the patient? 

 

what is the chief complaint of the patient? 

 

what allergies does patient mentions? 

 

what review is done by the doctor on the patient? 

 

what is the past surgical history of the patient? 

 

what medications are being discussed in the given 

conversation? 

what assessment did doctor do about the patient? 

 

     what is the result of the exam carried out by the doctor 

on the patient? 

doctor diagnosed patient with what disease? 

 

what is the disposition status of the patient? 

 

what is the plan that patient has to follow? 

 

what is the condition of the patient in the emergency 

department? 

what is the status of patient's immunization or vaccinations? 

          what is the result of patient's imaging report? 

 

what is the gynecologic history of the patient? 

 

what procedures or surgeries did patient had? 

 

what is the other history of the patient mentioned in the 

conversation? 

          what are the findings from patient's lab report? 

 

 

https://huggingface.co/allenai/biomed_roberta_base
https://huggingface.co/yikuan8/Clinical-Longformer
https://huggingface.co/emilyalsentzer/Bio_ClinicalBERT
https://huggingface.co/valhalla/t5-base-qa-qg-hl
https://huggingface.co/tuner007/pegasus_qa
https://huggingface.co/ozcangundes/T5-base-for-BioQA


• Bio-BART base: https://huggingface.co/suryakiran786/5-fold-stratified-cv-biobart-v2-

base-with-section-description-complete-data-1       (Run-1) 
• Bio-BART large:  https://huggingface.co/GanjinZero/biobart-large    (Run-2)  

 

D. Important Links 
 

• BIOASQ website: http://participants-area.bioasq.org/datasets/ 

• PubMed website: https://pubmed.ncbi.nlm.nih.gov/ 

• MIMIC III database: https://www.nature.com/articles/sdata201635 

• Semantic scholar: https://www.semanticscholar.org/ 

 

E. SECTION LABELS FOR TASK A & B 
 

1.  fam/sochx [FAMILY HISTORY/SOCIAL HISTORY] 

2.  genhx [HISTORY of PRESENT ILLNESS] 

3.  pastmedicalhx [PAST MEDICAL HISTORY] 

4.  cc [CHIEF COMPLAINT] 

5.  pastsurgical [PAST SURGICAL HISTORY] 

6.  allergy 

7.  ros [REVIEW OF SYSTEMS] 

8.  medications 

9.  assessment 

10. exam 

11. diagnosis 

12. disposition 

13. plan 

14. edcourse [EMERGENCY DEPARTMENT COURSE] 

15. immunizations 

16. imaging 

17. gynhx [GYNECOLOGIC HISTORY] 

18. procedures 

19. other_history 

20. labs 

https://huggingface.co/suryakiran786/5-fold-stratified-cv-biobart-v2-base-with-section-description-complete-data-1
https://huggingface.co/suryakiran786/5-fold-stratified-cv-biobart-v2-base-with-section-description-complete-data-1
https://huggingface.co/GanjinZero/biobart-large
http://participants-area.bioasq.org/datasets/
https://pubmed.ncbi.nlm.nih.gov/
https://www.nature.com/articles/sdata201635
https://www.semanticscholar.org/

