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Abstract
In this paper, our solutions for tasks from the ImageCLEF 2023 Challenge Medical Visual Question
Answering for GI Task - MEDVQA-GI [1] are presented. The aim of the Visual Question Answering
(VQA) task was to generate answers based on the given colonoscopy image and corresponding questions.
For this problem, a multilabel classification approach was proposed. The solution included neural
network training with the utilization of pretrained encoders used to generate embeddings of image
and text. The Visual Question Generation (VQG) task was to generate text questions from a given
colonoscopy image and answer. To solve this task, we also applied a multilabel classifier consisting of
two pretrained encoders used to create embeddings of images and text. The Visual Location Question
Answering (VLQA) task was focused on generating segmentation masks covering the area of abnormality
based on a given colonoscopy image and specific question. For this purpose, two separate pretrained
semantic segmentation models were fine-tuned. For the VQA task, the proposed model achieved an
accuracy of 0.82 on the test dataset. For the VLQA task an accuracy of 0.95, a Jaccard index of 0.67, and a
Dice coefficient of 0.68 were achieved on the test dataset.
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1. Introduction

One of the most well-liked uses of artificial intelligence in medicine is the identification of
abnormalities. The research has thus far mostly concentrated on single-image or video analysis.
Through the addition of several modalities to the work, like text, we want to add a fresh
perspective to the area of identification of lesions in colonoscopy images. The ImageCLEF 2023
Challenge [2] Medical Visual Question Answering for GI Task, MEDVQA-GI [1], was focused
on generating answers to questions and questions to answers about colonoscopy images. The
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first and second part of the task was to generate text output, while the third part of the task was
to locate the abnormalities providing segmentation masks. The intention was to make medical
image analysis simpler for medical professionals by combining text and visual data.

2. Visual Question Answering

In the Visual Question Answering (VQA) task, the goal was to generate accurate answers based
on the given image and corresponding questions. Our proposed approach involved the creation
of a model designed to handle both image and text data.

2.1. Review of existing solutions

Existing solutions to the VQA task have seen significant progress, as evidenced by papers such as
[3], [4], and [5]. These approaches leverage deep learning architectures, attention mechanisms,
and reasoning techniques to effectively extract visual features and address challenges in VQA.
According to Marino et al. [6], VQA can be classified into two categories. First, we can make use
of symbolic knowledge, which can be represented using graphs. In this way implicit knowledge
is encoded in the weights of a model trained using different datasets. The second case is
supported by transformer-based language models like BERT [7]. However, further research is
needed in order to progress and improve generalization.

2.1.1. Dataset

For both the VQA and Visual Question Generation (VQG) tasks, the training dataset contained
2,000 images. 500 images had 19 paired questions, and 1,500 images had 18 matching questions.
For each question, at least one answer was provided, sometimes multiple answers were possible
for a single question. The answers could be one of the possible types: number, text, yes/no
and segmentation. Segmentation-type answers and questions were skipped in VQA and VQG
sub-tasks as there are part of the Visual Location Question Answering (VLQA) task.

Both VQA and VQG were interpreted as multilabel classification tasks, where multiple outputs
are possible as correct answers/questions. The dataset was split into training and validation
sets using an 80:20 ratio. This division allowed for effective model training on the majority of
the data while reserving a smaller portion for evaluating the model’s performance.

2.2. Presented solution

The schema of our solution for the VQA task is shown in Figure 1. Details of the solution are
presented in the following subsections.

2.2.1. Pretrained Transformers

Pretrained Transformers-based models were utilized in order to generate embeddings that were
able to extract meaningful representations from both the image and text inputs. To achieve this,
two separate pretrained transformer networks were employed: the microsoft/beit-base-patch16-
224-pt22k-ft22k [8] model was used as an image encoder. This Vision Transformer model



Figure 1: Schema of the proposed VQA solution.

had been specifically trained to process images and generate rich embeddings that capture
intricate visual features. The albert-base-v2 [9] was chosen as the text encoder. This transformer-
based architecture excels at encoding textual information and producing contextualized word
embeddings. The choice of the models was based on experiments considering classification
quality. Models were trained for 12 epochs, applying a mini-batch size of 32.

2.2.2. Concatenation

After obtaining the image and text embeddings, they were concatenated into a single represen-
tation. This step allowed us to fuse the visual and textual information, enabling the subsequent
layers to effectively process and analyze the combined features.

2.2.3. Classification Layers

The concatenated embeddings were passed to the following layers for classification:

1. Dense layer 1: The combined embeddings were passed through a dense layer consisting
of 4096 neurons. Rectified Linear Unit (ReLU) activation was applied to introduce non-
linearity and enhance the network’s expressive power. To prevent overfitting, a dropout
rate of 0.5 was incorporated, which randomly omits connections during training.

2. Dense layer 2: Next, the outputs from the previous layer were fed into a second dense
layer with 2048 neurons. Again, ReLU activation and dropout with a rate of 0.5 were
applied to promote non-linearity and prevent overfitting.

3. Final dense layer : Finally, the processed embeddings were fed into a dense layer with a num-
ber of neurons equal to the total number of labels in the dataset, which in the described
case was 63. This layer employed an appropriate activation function suitable for multi-
label classification.

4. Loss function: In order to train the network, the binary cross entropy loss function was
utilized. This loss function effectively measures the dissimilarity between predicted
answers and ground-truth labels, allowing the network to optimize its parameters for
accurate prediction during multi-label classification training.



Table 1
Results of the VQA model chosen for submission

Metric Validation dataset Final test dataset

Accuracy 0.8386 0.8193

Table 2
Results of the VQA model chosen for submission on final test dataset - by chosen questions

Question Accuracy

What color is the anatomical landmark? 0.9990

What color is the abnormality? 0.5784

Where in the image is the instrument? 0.7585

Where in the image is the abnormality? 0.6615

2.3. Results

Models performance is compared with the use of accuracy metric defined as:

accuracy =
number of correct predictions
total number of predictions

. Table 1 presents the performance of our proposed approach. On the validation dataset, our
model achieved an impressive accuracy score of 0.8386. Furthermore, on the more challenging
competition final test dataset, our model demonstrated robust performance, achieving an
accuracy score of 0.8193.

In table 2, there are presented chosen questions with corresponding accuracy scores on the
final test dataset. It is interesting that the model achieves a very high accuracy on one of the
questions about color while struggling with the other. These results, while showing areas
for enhancement, indicate the generalization capability of our approach and its potential for
real-world applications. The achieved accuracy scores highlight the advancements made in
VQA research and provide a strong foundation for further improvements in this field.

3. Visual Question Generation

In the VQG subtask, the aim was to generate text questions from a given colonoscopy image
and text answer. In VQG, most images could have many questions generated, even if a model is
guided by supporting second input such as an answer. Providing answer narrows the space
of expected questions. Nevertheless, the evaluation of VQG is a non-trivial task, that requires
checking grammatical coherence and relevance to the given image of generated question.
Sometimes, especially in the area of medicine, deep domain knowledge is required.



Figure 2: Schema of the proposed VQG solution.

3.1. Review of existing solutions

Recently, many multimodal tasks have been in the area of interest of the research community,
such as VQA, multimodal translation, and image captioning. VQG domain remains under-
researched despite the great focus on both text and image processing.

The pioneering paper [10] in the field of VQG used model-generated captions and an RNN-
based encoder-decoder system to create questions. Only a few studies have looked into VQG
since then. There was shown how well a Generative Adversarial Network (GAN) can be used in
VQG systems, enabling non-deterministic and diverse outputs [11]. The model suggested by
Jain et al. [12] used a Variational Autoencoder (VAE) rather than a GAN, however, their superior
results necessitate the use of a target response during inference. In order to get around this
unrealistic need, in the proposed solution by Krishna [13], answer categories were added to
the VQA [14] dataset and suggested a model that does not require a response during inference.
Considering that their design takes advantage of the target’s information as input. More recently,
Scialom et al. [15] improved a BERT ([7]) model using model-based object attributes and actual
image captions to evaluate the cross-modal performance of pre-trained language models.

3.2. Presented solution

For the VQG task, the best results were obtained for the same encoders as for the VQA task:
microsoft/beit-base-patch16-224-pt22k-ft22k as image encoder and albert-base-v2 used as text
encoder. Features created by two embeddings were concatenated into a single representation.
Then, they were passed to the following classification layers: two dense layers consisting of
each of 8192 neurons. ReLU was applied as an activation function. The final dense layer consists
of 16 neurons, which is equal to the total number of possible questions in the dataset. This layer
employed an appropriate activation function suitable for multi-label classification.

Having a very limited dataset that includes only 16 unique questions, we decided to apply a
multimodal classifier to solve this task. Given image i and answer a, we expect to receive one of
16 possible questions about colonoscopy. With two different inputs, our architecture makes use
of two separate pretrained embeddings for text and image. Encoded data are joined to create an
enormous vector of features including information about both the image and the answer. Such
a vector of features is an input for fully connected layers. The schema of the proposed structure
is shown in Figure 2, and the idea is identical to the one proposed for VQA, described in Section
2.



Table 3
Results of VQG model chosen for submission

Metric Validation dataset

Accuracy 0.4610

3.3. Results

In Table 3, the performance of our VQG approach is presented. Using the validation dataset,
our model reached an accuracy of 0.4610, which indicates that this approach might not be the
best option for this task and that there is a lot of room for improvement. The results for the
final test dataset have not been published so far, so they will be filled in the future.

4. Visual Location Question Answering

The VLQA task focus on generating visual outputs in response to textual queries, specifically
through the segmentation of relevant regions in the image. In this particular VLQA task, the
goal was to generate segmentation masks covering the area of abnormality based on a given
colonoscopy image and question defined as "Where exactly in the image is the [ABNORMALITY]
located?".

4.1. Review of existing solutions

VLQA task can be described as a language-based semantic segmentation that aims to generate
pixel-level segmentation masks based on both image content and textual instructions (in our
case, colonoscopy images and text questions).

One of the first papers that introduced this problem [16] proposed an end-to-end trainable
recurrent long short-term memory (LSTM) and convolutional neural network (CNN) model
that jointly learns to process visual and linguistic information. They indicated that this novel
task of language-based segmentation differs from traditional semantic segmentation because
it is not limited to a fixed set of categories and/or rectangular regions.

As attention mechanisms [17] have been shown to be a powerful technique in deep learning
models, particularly in natural language processing tasks, Gong et al. [18] proposed in 2019 a
cross-modal self-attention (CMSA) module that effectively captures the long-range dependencies
between linguistic and visual features to segment the object referred by the language expression
in the image.

In 2022, the LSeg model [19] was proposed, which uses a text encoder to compute embeddings
of descriptive input labels together with a transformer-based image encoder that computes
dense per-pixel embeddings of the input image. This approach is described as a zero-shot
semantic segmentation method, that aims to segment unseen objects without any additional
samples of novel classes.

The text-guided image manipulation task is similar to the language-based semantic segmen-
tation task in terms of input (text + image) and output (image). Since there are approaches that



are using generative models [20], [21] to solve this task, they can be also one of the solutions
for language-based semantic segmentation task.

However, if the number of labels and associated questions are known, another approach can
be traditional semantic segmentation, which is one of the fundamental topics in computer vision
and it aims to assign semantic labels to every pixel in an image. Most of the solutions use fully
convolutional networks, that have spatial pyramid pooling module [22] or encoder-decoder
structure [23], [24]. The most known state-of-the-art solutions are Detectron2 [25], DeepLabv3+
[26], transformed-based model BEiT-3 [27] and the newest Meta AI model called Segment
Anything (SAM) [28].

As the number of labels and corresponding questions was known, we decided to implement
a traditional semantic segmentation model for the VLQA task.

4.2. Dataset

The training dataset provided includes 683 questions for which the answer is segmentation
mask, i.e., 500 questions about the exact location of polyps and 183 questions about the exact
location of instruments.

The provided masks are binary images, which size was the same as the colonoscopy image
for which the question about the exact location of abnormality was asked. The images in the
training dataset varied in size, i.e., with widths from 396 to 1920 pixels, and heights from 352 to
1072 pixels.

A total of 983 colonoscopy images were used for training and validation of the segmentation
models, 683 images to which the appropriate mask was assigned (500 images containing polyps,
183 images containing instruments), and 300 images that contained neither polyps nor instru-
ments. The images were then split into a training set (90% of the images for each category)
and a validation set (10% of the images for each category) to make sure that the metrics on
which the best models were selected were determined on images that were not included in the
training process. Additionally, during training image augmentation techniques commonly used
in computer vision were applied - random cropping, random horizontal and vertical flipping,
random rotations, and random adjustment of brightness.

The test dataset contained 1,949 different colonoscopy images including images where polyps
and instruments can be found. The test dataset did not specify which photos contained abnor-
malities.

4.3. Presented solution

Since the goal of the task was the segmentation of two specific abnormalities, i.e., instruments
and polyps, we decided to use the current state-of-the-art solution in this field - Detectron2
[25] - a platform for object detection, segmentation and other visual recognition tasks devel-
oped by Meta AI Research.

Due to the fact that the images in the dataset did not always contain masks for both abnor-
malities, we trained two separate segmentation models, i.e., one for localizing polyps and one
for localizing instruments (Figure 3). Each model was separately trained on images assigned
for its category and images without any abnormality. In addition, hyperparameters (number



Figure 3: Schema of the proposed VLQA solution.

of epochs, learning rate, and the minimum confidence score required for an object detection
called threshold) were optimized separately for both models. The best model was selected by
the highest IoU value on the validation dataset. For instrument segmentation, a model trained
for 1,000 epochs was chosen, with an initial learning rate of 0.00025 and a threshold of 0.8. For
polyp segmentation, a model trained for 1,500 epochs was chosen, with an initial learning rate
of 0.00025 and a threshold of 0.85.

To train the models, we have used transfer learning techniques instead of starting from scratch
and training a model on a new dataset. By utilizing this technique, we could significantly reduce
the amount of data and time required for training. This was especially important because of
the small size of the provided dataset. During training, we have used a Mask R-CNN object
detection model [29] pretrained on the COCO Dataset for Semantic Image Segmentation [30].

4.4. Results

On the validation dataset, metrics were calculated separately for both models. Accuracy, mean
IoU and Dice coefficient were calculated only for questions for which the ground-truth masks
contained an abnormality. In addition, for each model, it was determined for what portion of
the images, that did not contain abnormality, the model incorrectly detected its presence. The
results of the models chosen for submission are shown in Table 4.

The results on the test dataset are shown in Table 5. It is worth mentioning that the following
assumptions were added in the calculation of these metrics compared to the calculation of
metrics on the validation dataset: if there was no abnormality in the generated mask and the
ground truth mask, then all metrics were equal to 1, and if the generated mask contained an
object and the ground truth mask did not, then all metrics (except accuracy) were equal to 0.

Figure 4 shows example images from the test dataset and masks that were generated from
the question "Where exactly in the image is the polyp located?". Example A shows the correct
segmentation of a polyp. The generated mask is close to the ground-truth mask. Example B
shows that the polyp was detected, but the mask is larger than it should be. Besides the polyp,
the mask also includes a yellow substance. Example C, on the other hand, shows the detection
of a polyp that was not marked in the ground-truth mask from the test dataset. However, it is



Table 4
Results of the VLQA models chosen for submission on validation datasets

Model Accuracy IoU Dice Unexpected abnormality detection

INSTRUMENT 0.9911 0.8766 0.9320 0% of images without abnormalities
POLYP 0.9427 0.7252 0.8022 6.667% of images without abnormalities

Table 5
VLQA submission results on test dataset

Metrics Accuracy Jaccard F1-score Recall Precision Dice

Results 0.9521 0.6660 0.6769 0.6810 0.6796 0.6769

Figure 4: Examples of masks generated by the model trained for polyp segmentation. All input images
(A, B, C) from the test dataset.

important to notice that the model’s discovery is similar to polyp.

5. Conclusions

In conclusion, this paper presented our solutions for each of the subtasks in the ImageCLEF 2023
MEDVQA-GI challenge. Our solution to the VQA task relied heavily on two crucial factors: the
selection of pretrained encoders, which facilitated efficient feature extraction, and the careful
tuning of the dense layer sizes and dropout rates, ensuring optimal information processing.
These factors greatly influenced the performance and accuracy of the approach. The experiments



showed that an inaccurate choice of encoders may notably lower the quality of the solution.
The achieved accuracy on the challenge test dataset did not vary significantly from the accuracy
on the development test dataset, which shows the generalization capability of the model.

The VQG system presented generates questions based on images and answers using a combi-
nation of text transformers, vision transformers, and a multi-label classifier. However, there is
still room for improvement. Future work could focus on further improving the text and image
encoding models and exploring different classification models. There are various approaches to
VQG problems, including the use of generative adversarial networks. Although, due to the fact
that in medical problems the precision of solution is crucial, we considered a predefined set of
questions, thus our approach was multi-label classification model training.

In our solution to the VLQA task, we used the state-of-the-art platform in the field of object
detection and segmentation, Detectron2 [25], to tackle the task of segmenting two specific
abnormalities: instruments and polyps. Due to the provided dataset, where not all images
contained masks for both abnormalities, we decided to train two separate segmentation models.
Future work could focus on expanding and completing the dataset. A larger dataset used for
training could probably significantly improve the obtained results. Moreover, if masks of both
instruments and polyps were available for all colonoscopy images, it would be possible to train
and test a multiclass segmentation model. In addition, it would be worth extending the study to
check the results for other models, particularly language-based semantic segmentation models.
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https://github.com/facebookresearch/detectron2
https://github.com/facebookresearch/detectron2
http://arxiv.org/abs/1703.06870
http://arxiv.org/abs/1703.06870
http://arxiv.org/abs/1405.0312
http://arxiv.org/abs/1405.0312
https://github.com/paatrycjaa/ImageCLEF2023-MEDVQA-GI-VisionQAries
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