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Abstract  
The fundamental intention of extracting the desired target speech source is saving the speech 

components of useful interesting signal at a certain direction while suppressing interference 

and unwanted signal, which come from other directions. Microphone array is one of the most 

widely technology used for improving speech enhancement in scenarios with multiple speech 

sources. Microphone arrays use a priori information of the direction of arrival to extract wanted 

signal, while eliminating background noise or different speech signal. In this article, dual-

microphone system was used for recording two speech sources at two opposite directions; the 

authors proposed a method, which developed from the author’s previous work for extracting 

the correct only target speaker at each direction, uses the ratio of power between two directions. 

The experiments have proven the capability of suggested method in comparison with the 

author’s previous work. 
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1. Introduction 

One of the most complicated tasks in speech communication system is speech signal acquisition 

without distortion and suppression background noise. This challenging problem still exist in real-life 

and requires scholar to investigate and solve it in such applications: speech recognition, hearing aids, 

telephony, human-machine interface, hands-free instrument. High quality of obtained output signal 

processing system is prerequisite order to restrict the effect of surrounding noise from a mixture of 

noisy signals and extract the clean desired speech (figure 1). 

 
Figure 1: Multiple sound sources in human life 
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Ambiguous speech enhancement is more clearly in a complex complicated acoustic surrounding 

environment when using a single-microphone approach, due to observed signal is corrupted by 

unwanted interference, diff use noise, coherence noise or complex condition. In order to obtain high 

speech quality and eliminate background noise, the technology of microphone array (MA) [1-4] has 

been developed for extracting satisfactory useful signal. This approach uses spatial information, such 

as distributed geometry MA or direction of arrival of desired signal for enhancing one signal in certain 

direction while suppressing other noise. Therefore, exploiting the properties of MA and environment 

background noise are the mainstream of current technology beamforming. 

At present time, technology beamforming, which use microphone array, has three approaches, such 

as: fixed beamforming with fixed coefficient weights, adaptive beamforming algorithm, that adapts to 

observed array signals and post-filtering, which improve the speech enhancement. Adaptive 

beamforming and post-filtering have entrained many scholars to put some improvements for enhancing 

performance. These technologies have ability of saving desired signal and suppressing background 

noise while obtaining high speech quality. The combination with a justifiable post-filtering allows 

achieving an acceptable result in performance signal processing system and satisfied speech 

enhancement (figure 2). 

 

 
Figure 2: Microphone array beamforming technique 

 

Because of possibly rapidly changing position of speaker, microphone array mismatch, or non-

stationary acoustical environment; microphone array algorithm doesn’t sufficiently deliver effective 

performance in terms of speech distortion, signal-to-noise ratio. 

Dual-microphone array (DMA2) [8-10], that is one of the most widely MA, has been exploited for 

many purposes, such as speech enhancement, estimation of direction of arrival (DOA), reverberation. 

Due to it’s compact, DMA2 exists in almost speech equipment. And problem of separation desired 

target speaker is an essence reality approach. In DMA2, the differential algorithm is often widely used 

to focusing on one certain direction along axis DMA2. Despite its simplicity, low computational 

performance, easily null forming towards noise source, the acoustic environments are often very 

complex and noisy. The noisy scenario severely reduces the effectiveness or speech quality of output 



signal. Therefore, the goal in this study is presented a new possible post-filtering to clearly pick-up 

speech in a certain direction. 

In this paper, the authors considered problem of extracting desired target speaker when using DMA2 

for recording two speakers, which their positions opposite each other. This work is the development of 

the author’s paper for purpose of separation of target speaker. For more robust adaptive beamforming, 

the authors proposed a post-filtering, which based on estimation power each desired speech, for saving 

necessary speech while eliminating other. The experiments have illustrated the effectiveness and the 

ability of the proposed post-filtering in comparison with the author’s previous work. The observed 

amplitude and spectrogram of processed signals has proven the capability and the received enhancement 

of the proposed additional post-filtering (figure 3). 

 

 
Figure 3: Microphone array structure on the frequency - domain 

 

2. Separation of the Speakers 

Natural Speech Processing (NSP) [18-19] methods has been utilized Automatic meeting 

transcription to aim extracting desired speaker in a long-duration recording speech signal. This 

challenging problem is considerable, because of using Speaker Identification and Diarization [20-21] 

and Automatic Speech Recognition (ASR) [22-24] technique to solving commonly speech applications. 

The existing available commercial method for speaker diarization can be categorized into two mainly 

approaches: (1) technology for distant speech acquisition and processing; (2) technology for close-

talking processing. Distant acquisition processing tends to the scenarios, where a microphone array are 

distributed following an optimal geometry, situated at a long distance to record all attending desired 

speakers, and consequently interfering speech signals incoming from other directions and surrounding 

noise. Close-talking microphone uses each speech signal per each speaker to process and enhance the 

recording signal. 

On the market, the promising automatic meeting transcription method are available, which ensure 

several perspective solutions for solving separation of speakers. Close-talking speech technique require 

less complicated and computational performance than distant speech processing. However, this 

situation almost is a trivial condition, that each attending speaker must be equipped each personal audio 

device. 

On the other hand, distant speech processing is a useful method to pose complex task for speaker 

diarization. All negatived unwanted effect: mixture of different signals; attenuation due to microphone 

mismatch, microphone sensitivities, long distant; reverberation and influence of environmental factors 

on the accuracy, effectiveness of separation of speakers. The state-of-the-art of in separation of speaker 

has many attractive achievements on speech acquisition quality and recognition, there still exits 



limitation of prominent extraction methods fitted for separating. An Artificial Neural Network (ANN) 

is used for training model by using acoustical, lexical features. Distribution of microphone array also 

ensure an additional technique to eliminate background noise and extract spatial diversity of target 

speaker. The biometric properties provide a prominent approach of research. 

The expected application of the proposed method in this paper to extract useful speech signal, that 

from a determined direction of target speaker in scenario of presence of two active speakers. The 

conversation is recorded by using a DMA2, which place in a table or a desk. The recording audio device 

DMA2 is appropriate for discussion, interviews, service provision; because of it’s compact, convenient, 

and low complexity. 

The necessary task of speech enhancement by using DMA2 in realistic situation is extraction and 

estimation speech or target speaker, which incoming from a certain direction, each active speaker per 

each utterance. In this article, the authors primarily address the conversation, which involves speech of 

two active speakers, their speech doesn’t appear simultaneously but continuously. 

The rest of this article is organized as follows: the next section is introduced DMA2 and differential 

algorithm, which is used to forming beampattern to desired speech source. In section IV, the authors 

suggested using the estimation of speech power to form an additional post-filtering. Section V, the 

scheme and comparison’s performance are shown. Final section VI, conclusion, and the author’s future 

work. 

3. Differential microphone array 

Differential algorithm [5-7,11-12] is one of the most popular algorithms for processing microphone 

array signals. A structure of DMA2 is presented in Figure 4. Two microphones arranged toward two 

different speakers. DMA2 allow steering beampattern to a certain direction for obtaining high diversity 

and suppressing signals, interference, or noise, which come from other directions. Speech enhancement 

in DMA2 [13-15] is easily implemented cause of incorporating a suitable equalizer or post-filtering for 

attenuating background noise and saving the desired speech source. 

 

 
Figure 4: The scheme of proposed dual - microphone system 

 

Here, the sound speech is 𝑐(343 𝑚/𝑠), distane between microphones is 𝑑, 𝜏0 = 𝑑/𝑐, useful signal 

or speech source propagates with direction 𝜃𝑠, 𝛷𝑠 = 𝜋𝑓𝜏0𝑐𝑜𝑠𝜃𝑠, 𝑓, 𝑘 are the current frequency and 

current frame. Two noisy observed microphone signals in STFT-domain are represented as: 

 

𝑋1(𝑓, 𝑘) = 𝑆(𝑓, 𝑘)𝑒
𝑗𝛷𝑠  (1) 

𝑋2(𝑓, 𝑘) = 𝑆(𝑓, 𝑘)𝑒
−𝑗𝛷𝑠  (2) 

 



The adjustable value 𝜏 is added for controlling null - pattern when extracting the useful signal. So 

DMA2 is used for reducing surrounding noise and extracting the desired signal. Two output signals, 

which derived from operator subtraction signal between two recored microphone signals, are calculated 

by the following equation: 

 

𝑌1𝐷𝐼𝐹(𝑓, 𝑘) =
𝑋1(𝑓, 𝑘) − 𝑋2(𝑓, 𝑘)𝑒

−𝑗𝜔𝜏

2
 

(3) 

= 𝑗𝑆(𝑓, 𝑘)𝑠𝑖𝑛 (
𝜔𝜏0
2
(𝑐𝑜𝑠𝜃 +

𝜏

𝜏0
)) 

(4) 

 

𝑌2𝐷𝐼𝐹(𝑓, 𝑘) =
𝑋2(𝑓, 𝑘) − 𝑋1(𝑓, 𝑘)𝑒

−𝑗𝜔𝜏

2
 

(5) 

= −𝑗𝑆(𝑓, 𝑘)𝑠𝑖𝑛 (
𝜔𝜏0
2
(𝑐𝑜𝑠𝜃 −

𝜏

𝜏0
)) 

(6) 

Equations (3,4,5,6) yield two steered beampattern, which can be expressed (figure 5): 

 

𝐵1(𝑓, 𝜃) = |
𝑌1𝐷𝐼𝐹(𝑓, 𝑘)

𝑆(𝑓, 𝑘)
| = |𝑠𝑖𝑛 (

𝜔𝜏0
2
(𝑐𝑜𝑠𝜃 +

𝜏

𝜏0
))| 

(7) 

𝐵2(𝑓, 𝜃) = |
𝑌2𝐷𝐼𝐹(𝑓, 𝑘)

𝑆(𝑓, 𝑘)
| = |𝑠𝑖𝑛 (

𝜔𝜏0
2
(𝑐𝑜𝑠𝜃 −

𝜏

𝜏0
))| 

(8) 

 

 
Figure 5: Shapes of beampattern. 𝑑 = 5 (𝑐𝑚), 𝑓 = 1500 (𝐻𝑧 ) 

 

An additional equalizer [17] is added for improving the received signal: 

 

𝐻𝑒𝑞(𝑓) =

{
 
 

 
 
             6              0 𝐻𝑧 < 𝑓 ≤ 200 (𝐻𝑧)

1

𝑠𝑖𝑛 (
𝜋
2
𝑓
𝑓𝑐
)
       200 𝐻𝑧 < 𝑓 ≤ 𝐹𝑐

       1               𝐹𝑐 < 𝑓 ≤ 2 ∗ 𝐹𝑐
    0                 2 ∗ 𝐹𝑐 < 𝑓     

 

(9) 

 

Where 𝐹𝑐 =
1

4∗𝜏0
. The value of 𝐻𝑒𝑞(𝑓) is limited with a determined threshold 12(𝑑𝐵). This 

equalizer ensures deriving desired signal. 



 

So the output two desired target speakers are: 

 

𝑌1(𝑓, 𝑘) = 𝑌1𝐷𝐼𝐹(𝑓, 𝑘) × 𝐻𝑒𝑞(𝑓) (10) 

𝑌2(𝑓, 𝑘) = 𝑌2𝐷𝐼𝐹(𝑓, 𝑘) × 𝐻𝑒𝑞(𝑓) (11) 

4. The proposed Post-Filtering 

The designed post-filtering is proposed for microphone array system for increasing implementation 

in various types of background noise. Post-filtering method often uses a priori information of 

environment’s characteristic or coherence between microphones. The authors proposed a post-filtering, 

which uses a determined power speech at a determined direction for forming post-filtering. 

We have two directions: 𝜃 = 𝜃1 = 0
0 and 𝜃 = 𝜃2 = 180

0. With certain two steering vector 

𝑫𝑠(𝑓, 𝜃1) = [𝑒𝑗𝛷𝑠1 𝑒−𝑗𝛷𝑠1]
𝑇 and 𝑫𝑠(𝑓, 𝜃2) = [𝑒𝑗𝛷𝑠2 𝑒−𝑗𝛷𝑠2]

𝑇, where 𝛷𝑠1 = 𝜋𝑓𝜏0𝑐𝑜𝑠(𝜃1),𝛷𝑠2 =
𝜋𝑓𝜏0𝑐𝑜𝑠(𝜃2), we can easily calculated power speech at two directions as the following equations: 

 

𝜙𝑠1𝑠1(𝑓, 𝑘) = (𝑫𝑠
𝐻(𝑓, 𝜃1)𝑷𝑋𝑋

−1(𝑓, 𝑘)𝑫𝑠(𝑓, 𝜃1))
−1

 
(12) 

𝜙𝑠2𝑠2(𝑓, 𝑘) = (𝑫𝑠
𝐻(𝑓, 𝜃2)𝑷𝑋𝑋

−1(𝑓, 𝑘)𝑫𝑠(𝑓, 𝜃2))
−1

 
(13) 

 

Where 𝑷𝑋𝑋(𝑓, 𝑘) = 𝐸{𝑿(𝑓, 𝑘)𝑿
∗(𝑓, 𝑘)} can be determined as: 

 

{
𝑃𝑋1𝑋1(𝑓, 𝑘) ∗ 1.001 𝑃𝑋1𝑋2(𝑓, 𝑘)

𝑃𝑋2𝑋1(𝑓, 𝑘) 𝑃𝑋2𝑋2(𝑓, 𝑘) ∗ 1.001
} 

(14) 

 

Where 𝑃𝑋𝑖𝑋𝑖(𝑓, 𝑘), 𝑃𝑋𝑖𝑋𝑗(𝑓, 𝑘), 𝑖, 𝑗 ∈ {1,2} calculated as: 

 

𝑃𝑋𝑖𝑋𝑗(𝑓, 𝑘) = (1 − 𝛼)𝑃𝑋𝑖𝑋𝑗(𝑓, 𝑘 − 1) + 𝛼𝑋𝑖(𝑓, 𝑘)𝑋𝑗
∗(𝑓, 𝑘) (15) 

 

Where 𝛼 is the smoothing parameter, which in the range {0…1}. 
The suggested post-filtering for enhancing speech quality is formulated as: 

 

𝐻𝑃𝐹1(𝑓, 𝑘) =
𝜙𝑠1𝑠1(𝑓, 𝑘)

𝜙𝑠1𝑠1(𝑓, 𝑘) + 𝜙𝑠2𝑠2(𝑓, 𝑘)
 

(16) 

 

𝐻𝑃𝐹2(𝑓, 𝑘) =
𝜙𝑠2𝑠2(𝑓, 𝑘)

𝜙𝑠1𝑠1(𝑓, 𝑘) + 𝜙𝑠2𝑠2(𝑓, 𝑘)
 

(17) 

 

And the final signals of interest are given by: 

 

𝑌𝑜𝑢𝑡1(𝑓, 𝑘) = 𝑌1(𝑓, 𝑘) × 𝐻𝑃𝐹1(𝑓, 𝑘) (18) 

𝑌𝑜𝑢𝑡2(𝑓, 𝑘) = 𝑌2(𝑓, 𝑘) × 𝐻𝑃𝐹2(𝑓, 𝑘) (19) 

 

In the next section, the authors will compare the effectiveness of using the proposed post-filtering 

(DIF-PF-Pro) and the known algorithm [17]. 

5. Experiments 

In this section, a DMA2 system was placed in an anechoic room to capture two microphone array 

signals from two independent speakers, which stand opposite each other. The distance from speaker to 



DMA2 is 3 (𝑚), the distance between microphones is 𝑑 = 2,5 (𝑐𝑚). So, the directions of two interest 

useful signals are opposite (figure 6).   

All two noisy microphone array signals are sampled 16 (𝑘𝐻𝑧). For processing the method [17] and 

suggested method (DIF-PF-Pro), a Hamming window, overlap 50%, 𝑁𝐹𝐹𝑇 = 512 and a constant 

smoothing parameter 𝛼 = 0,1 were chosen to compute PSD and additive post-filtering. 

 
Figure 6: The scheme of experiment 

 

For estimating speech quality, an objective measure NIST SNR [16] was utilized to verify the 

effectiveness of the proposed method (DIF-PF-Pro) in comparison with known differential algorithm 

[17] (figure 7). 

 

 
Figure 7: The original signal, which captured with microphone array 

 

Figure 7 shows the captured microphone array signals with two directions of two desired speakers. 

The next figure presents the obtained signal by using method [17] for extracting speech of speaker, who 

stand at direction 𝜃2 = 180 (𝑑𝑒𝑔). As we can see that, the large amount of first speaker’s speech still 

exits. 

By using the suggested method, the target useful of second speaker was saved while reducing the 

amount of first speaker’s speech. Result of DIF-PF-Pro is shown in Figure 9, that verifies the 

effectiveness of the proposed additive post-filtering. 

 

 
Figure 8: The obtained signal by [17]. 

 



 
Figure 9: The resulting signal by using the proposed method [DIF-PF-Pro]. 

6. Conclusion 

The goal of microphone array is to increase the evaluation of speech enhancement system with the 

purpose of saving useful target speech signal while eliminating interference and noise, which come 

from other directions. Therefore, improvement of MA’s performance is prerequisite order in front-end 

almost speech applications. A lot of noise reduction and preserving speech signal methods are 

investigated, evaluated. Because of undetermined noise source, beamforming technique can not 

sufficiently exclude almost all noise component; so, an additive post-filtering can help further keep 

speech in desired direction and reduce considered noise component. 

An important essence in signal processing is exploiting’ characteristic of dual-microphone system 

to obtain useful speech target speaker and improve speech enhancement. The dual-microphone system 

always provides a high noise reduction, high spatial diversity for extracting desired speech in noisy 

complicated conditions. This paper proposes a new technology post-filtering to improve the capability 

of extracting the correct desired target speaker. With priori information of direction of arrival, the 

suggested method has proven in increasing performance dual-microphone system in comparison with 

other work. While the components of useful signal at a certain direction are saved, and the other speech 

source is suppressed. Dual - microphone is a basic element in microphone array, so the proposed method 

can be further integrated into system multi-microphone for resolving more complicated problem speech 

enhancement. 
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