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Abstract  
Face recognition and person identification technologies are increasingly being used in 

sensitive areas where a false identification can lead to irreparable consequences. Therefore, 

the research of such technologies in order to improve their efficiency is relevant. 

Today, most recognition and identification technologies are based on algorithms containing 

neural networks. However, the use of such approaches requires a large amount of data, high 

computing power of hardware, and time used for training, which does not allow them to be 

adapted to rapidly changing real-world conditions. 

Methods based on local-texture descriptors in contradiction to neural networks based 

methods do not require a fulfillment of any of previously mentioned conditions. Furthermore, 

the efficiency of local-texture methods is close to the efficiency of methods based on neural 

networks under constrained conditions and even exceed its performance in some cases of 

unconstrained conditions.  

This paper proposes the research of local-texture descriptors based methods in compare to 

methods based on neural networks. In this work an approach to person identification was 

proposed, that is based on local-texture descriptors of face images, eliminating the 

shortcomings of algorithms based on neural networks. As a result of the experimental study, 

it was found that the accuracy of identification of the proposed algorithm exceeds the 

accuracy of identification of algorithms based on neural networks under conditions of 

different positions of the subject’s head by 13.75-16.25% and incomplete visibility of facial 

features on the image by 10.5-27.5%.  
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1. Introduction 

At the present face recognition and identification technologies are one of the most important 

technologies used to ensure security in a variety of industries, such as border services, police, and 
military affairs. 

The most common areas of face identification technologies appliance, according to the research 

[1], are the following: access control – confirmation of a person’s identity by a facial image; 
identification of wanted persons – person identification using surveillance cameras in real time, that 

allows to quickly neutralize suspects and increases the level of security in public places; criminal 

investigations – confirmation  of the suspect’s identity at the scene of the crime based on the image 

from surveillance cameras. 
Constant improvement of face identification technologies allows to use them on an even larger 

scale and in more complex conditions. In the future, such technologies may be implemented in 

unmanned aerial vehicles of special operations forces for perimeter protection, intelligence gathering, 
and rescue missions [2]. 
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Government services of Ukraine and independent organizations use personal identification 
technologies during the Russian-Ukrainian war to increase security at checkpoints, identify and detain 

Russian criminals, expose military psychological information operations [3]. 

The use of such technologies in sensitive areas, where incorrect identification can lead to 

irreparable consequences, such as reputational damage, wrongful conviction, or even human death, 
leads to the need to improve identification technologies in order to reduce the probability of 

identification errors. 

2. Related Works and Research Objective 

Currently, most works devoted to the research of face recognition and identification technologies 
use approaches based on neural networks. According to the results of the analysis of several studies 

comparing different approaches to face recognition, it was found that deep convolutional neural 

networks provide high accuracy of face recognition by learning more discriminative functions on 
large datasets and outperform the recognition performance compared to holistic, geometric, and local-

texture approaches. For example, in the paper [4] thirty-seven studies were analyzed for the period 

from 2014, which described algorithms based on such neural network architectures as CNN, 
VGGNet, GoogleNet, LeNet, ResNet. The overall recognition accuracy for all studied algorithms 

ranges from 97.35% to 99.86%. But effective training of neural networks requires large amounts of 

high-quality training data and requires improved hardware, such as GPUs. 

However, approaches based on neural network methods are not sufficiently flexible and able to 
quickly adapt to the conditions of the real world, which can change rapidly. For example, after the 

beginning of the coronavirus pandemic, the National Institute of Standards and Technology conducted 

a study in July 2020 on the accuracy of recognition of the most common algorithms at that time on 
images containing medical masks [5]. According to the results of the study, in the conditions of the 

need for identification on images of faces partially covered by a mask, the most accurate algorithms 

were unable to identify a person in 20% to 50% of cases, which was caused by the inability of 
identification algorithms to distinguish facial features from the image. For the period of November 

2020, the study was conducted again, as a result of which it was established that some widely used 

algorithms do not identify a person in 10-40% of cases [6]. Since algorithms based on neural 

networks require a large amount of high-quality data for training and are also expensive to maintain, 
most developers are unable to quickly adapt such algorithms to the fast-moving conditions of the real 

world. 

An alternative to approaches to face recognition and identification based on neural networks can 
be a local-texture approach, which is characterized by such advantages as high efficiency of analysis 

time and recognition speed. Local-texture methods are easy to integrate, allowing real-time imaging 

in complex environments. In addition, these methods are invariant to scale and displacement [4]. 

There are several studies that compare the performance of algorithms based on these descriptors with 
algorithms that use neural network methods. 

Paper [7] describes the comparison of the algorithm based on local binary patterns (LBP) and 

histogram of oriented gradients (HOG) with the algorithm based on the CNN neural network 
according to the data described in other works. According to the results of this study, the use of the 

neural network algorithm CNN allows to obtain an average recognition accuracy rate equal to 99%, in 

contrast to the LBPH algorithm with an average rate of 92%. The authors found that according to the 
data from the literature reviewed in the paper, the accuracy of the algorithms is affected by the 

position of the subject’s head recorded in the image. After applying the LBPH algorithm, the obtained 

accuracy was 86% when the head is in a straight position, and 80% when the head is tilted. At the 

same time, for the CNN algorithm, the test results showed that the accuracy obtained when the head is 
straight is 81.25%, when the head is tilted – 75%, and when the subject is looking down – 43.75%. 

Thus, the LBPH-based algorithm is more resistant to the condition of the recognition subject’s head 

rotation, while the efficiency of the neural network based algorithm may decrease on about 37.5% 
under the same condition. The authors also state that the main difficulty in using neural network 

algorithms is that they require many data sets to train them, and accordingly, an efficient way of 

collecting data sets is needed.  
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Besides, in [8] these above-mentioned methods were compared in terms of the computation time 
required for face recognition from the trained data set. As a result of the experiments, the following 

computation time was obtained: LBP – 01.065 ms, HOG – 02.330 ms, CNN – 13.743 ms. That is, 

local-texture descriptors demonstrate better detection and recognition speed, compared to the neural 

network based method. At the same time, according to the authors of the study, with the increase in 
the complexity of the images, all methods showed mostly the same rates of recognition accuracy. 

In [9] experiments were conducted with the appliance of methods based on ResNet and FaceNet 

neural networks to images of faces covered by medical masks, as a result of which the recognition 
accuracy of these methods decreased on 42.5% and 26.25%, respectively, compared to the rates 

obtained as a result of appliance of methods to images where faces are fully visible. 

The authors of the paper [10] also noted that methods, such as Gabor wavelet transform and LBP, 
have an advantage for extracting detailed features of face images, while methods based on neural 

networks have good reliability under unfavorable conditions for recognition. Although neural 

networks can be used to identify detailed facial features, the cost of face identification is also very 

high because a deeper network model and more training samples are required. 
Thus, in contrast to neural networks, methods based on local-texture descriptors do not require a 

large amount of data, high computing power of hardware, and time used for training. Moreover, on 

images captured under controlled conditions, the efficiency of such methods is close to the efficiency 
of methods based on neural networks, and under some unconstrained conditions they even exceed it. 

Therefore, methods based on local-texture descriptors should be investigated and improved, in 

particular, in works devoted to solving the tasks of recognition and identification of a person based on 
a face image. 

In the work [11] there was firstly proposed a person identification information technology, based 

on an algorithm containing local-texture descriptors. The purpose of this paper is to study the 

proposed information technology and compare the results of the algorithm, underlying in its basis, 
with the known results of algorithms based on neural networks that were presented in the reviewed 

literature. 

3. Proposed Approach 

The algorithm, on the basis of which the proposed information technology of person identification 
is built, contains such methods of the local-texture approach as local binary patterns in one-

dimensional space (1DLBP) and histogram of oriented gradients (HOG). 

As noted in [4], feature extraction strategies, that focused on texture knowledge, play a significant 
role in pattern recognition and computer vision. Local texture descriptors have attracted much 

attention and have been implemented in many applications designed for texture classification, face 

recognition, or image indexing. Algorithms for texture selection proposed in the literature are divided 

into statistical and structural methods. They are characteristic, resistant to monotonous changes in 
gray gradation, poor lighting, brightness dispersion and do not require segmentation. The purpose of 

the local descriptor is to transform information at the pixel level into the appropriate form that 

acquires the most compelling content, insensitive to various aspects caused by variations in the 
environment. In contrast to global descriptors, which compute features directly from the entire image, 

local descriptors, which are more effective in unconstrained situations, model features in small local 

fragments of the image. 
The methods of the local-texture approach are characterized by such advantages as high efficiency 

of analysis time and recognition speed. They are easy to integrate, enabling real-time imaging in 

complex environments. In addition, these methods are invariant to changes in scale and displacement. 

During the analysis of existing algorithms based on local-texture descriptors, it was found that 
combining several descriptors significantly increases the efficiency of face recognition algorithms 

[12, 13]. Therefore, to implement the algorithm described in this paper, that is the basis of the person 

identification information technology, it was decided to use a combination of two descriptors. The 
first of these methods is a modification of the local binary pattern (LBP) descriptor, that produces a 

binary code of a two-dimensional image in one-dimensional space (1DLBP). This descriptor allows to 

get fine details and relative relationships between all pixels, and also combines local and global 
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features of the human face image. Several studies have proven the efficiency of the combination of 
descriptors based on LBP with histograms of oriented gradients (HOG) – the combination of these 

descriptors allows to obtain an increasement in the recognition accuracy rate. Therefore, to increase 

the performance of the 1DLBP descriptor, it was decided to combine it with the HOG descriptor. 

The proposed algorithm consists of the following stages: 
1. Localization of a person’s face in the image. For this, the method of detecting objects in images 

is used – a classifier based on Haar features [14]. This approach is based on machine learning, where 

a cascade function is trained on sets of images in which a human face is captured and sets of images 
in which a human face is absent. As a result of learning features fj, it is possible to obtain the limit 

value θj and the value of comparability modulo pj. Simple classifier can be described as follows: 

𝐻𝑎𝑎𝑟(𝐼(𝑥, 𝑦)) = ℎ𝑗(𝑥) = {
1, 𝑖𝑓 𝑝𝑖𝑓𝑖(𝐼(𝑥, 𝑦)) < 𝑝𝑗𝜃𝑗;

0 𝑒𝑙𝑠𝑒.
 (1) 

To improve the efficiency of a simple classifier the AdaBoost learning algorithm is used. It 

chooses the classifier ht (for t = 1, ..., T) with the lowest error εt, where εi = 0 if example xi is 

classified correctly, εi = 1 otherwise, and βt = εt / 1- εt. After applying this algorithm, the final strong 

classifier can be defined as follows with αt = log 1 / βt: 

𝐻𝑎𝑎𝑟(𝐼(𝑥, 𝑦)) = ℎ(𝑥) = {1 𝑖𝑓 ∑ 𝛼𝑡ℎ𝑡(𝑥) ≥
1

2

𝑇

𝑡=1
∑ 𝛼𝑡;

𝑇

𝑡=1

0 𝑒𝑙𝑠𝑒.

 (2) 

The process of face localization and extracting from the image only the region containing the face 
is presented in Figure 1. 

 

 
Figure 1: Example of result of face localization stage performance of the proposed algorithm 

 
2. Processing of an image containing only a face by Gabor wavelet transform [15]. Gabor wavelets 

have a shape similar to the receptive fields of simple cells of the primary visual cortex, so the 

representation of images using Gabor wavelets is based on the principles of image representation in 

the human mind [16]. Due to its biological significance and technical characteristics, this method is 
effective for image processing to highlight object edges. The complex Gabor function in the spatial 

domain is defined as: 

𝐺𝑎𝑏𝑜𝑟(𝐼(𝑥, 𝑦)) = 𝑠(𝑥, 𝑦)𝜔𝜏(𝑥, 𝑦), (3) 
where s(x, y) is a complex sine wave, or carrier, and ωτ(x, y) is a 2D Gaussian function, or envelope 
function. 

Complex sine wave can be described with the following: 

𝑠(𝑥, 𝑦) = exp (𝑗(2𝜋(𝑢0𝑥 + 𝑣0𝑦) + 𝑃)), (4) 

where (u0, v0) and P define spatial frequency and sine wave phase, respectively. 
Concerning the 2D Gaussian function, it can be written as follows: 

𝜔𝜏(𝑥, 𝑦) = 𝐾 𝑒𝑥𝑝(−𝜋(𝑎2(𝑥 − 𝑥0)𝜏
2 + 𝑏2(𝑦 − 𝑦0)𝜏

2)), (5) 

where (x0, y0) is the peak of the function, a and b are the Gaussian function scaling parameters, and 

the index τ denotes the rotation operation. 
By changing the parameters of the wavelet, it is possible to obtain several wavelet-transformed 

images as a result, examples of which are presented in Figure 2. 
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Figure 2: Example of result of image processing stage performance of the proposed algorithm 

 

3. Extracting the vector of image features. The methods of the local-texture approach are 

consistently applied to the images formed as a results of Gabor wavelet transform processing. 
The original LBP operator was used for texture discrimination, showing powerful and efficient 

performance under conditions of changing rotation angles and illumination. For example, there is a 

pixel (x, y)c in a gray image, its LBP texture is calculated by comparing this pixel with neighboring 
pixels P at a distance R from the given pixel. The value of LBP((x, y)c) is obtained as: 

𝐿𝐵𝑃𝑃,𝑅(𝑥, 𝑦)𝑐 = ∑ 𝑆((𝑥, 𝑦)𝑖
𝑃,𝑅 − (𝑥, 𝑦))

𝑃

𝑖=1
2𝑖−1, (6) 

where S(x) can be described as: 

𝑆(𝑥) = {
1 𝑖𝑓 𝑥 ≥ 0,

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (7) 

However, the main disadvantage of LBP is the size of the descriptor, that is the 3×3 pixel mask, 

that cannot capture the large-scale structures that can be considered the dominant structures in the 

image. The authors of the study [17] proposed an algorithm that eliminates this shortcoming and 
makes it possible to use local binary patterns for face recognition tasks in images. The main 

difference of this method is the use of a descriptor based on LBP in one-dimensional space (1DLBP). 

To provide an efficient way to better describe local and global patterns, the algorithm uses a one-
dimensional row projection of each level of the image matrix. To form a binary code, the value of the 

central pixel is compared with the values of neighboring pixels. Neighboring pixels are replaced by 1 

if they are greater than or equal to the current element, and 0 otherwise. Each element of the resulting 
vector is multiplied by the weight corresponding to its position. Finally, the current element is 

replaced by the sum of the resulting vector. This process can be described as follows: 

1𝐷𝐿𝐵𝑃(𝐼(𝑥, 𝑦)) = ∑ 𝑆((𝑥, 𝑦)𝑛 − (𝑥, 𝑦)0) ∙ 2𝑛
𝑁−1

𝑛=0
, (8) 

where (x,y)n  and (x,y)0 are the values of the central element and its one-dimensional neighbors. 

Examples of 1DLBP feature vectors are presented in Figure 3. It contains the output of 1DLBP 
method for each Gabor wavelet transformed image, presented in Figure 2, respectively. The x-axis 

represents the feature vector value, the y-axis represents the value index in the feature vector 

sequence. Each of these vectors contain 512 values, that further get summed up and normalized to 

form a first part of global feature vector of an input image. 
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Figure 3: Examples of the feature vector extraction stage results obtained after 1DLBP descriptor 
appliance to Gabor wavelet transformed images (x-axis – the feature vector value, y-axis – the 
feature vector value index) 

 

The HOG method is applied to wavelet-transformed images to extract image shape features. The 
number of edges of image objects that have an orientation with a certain range is represented by each 

interval within the histogram. Combining the computed histograms in all subranges of the images 

allows to form a HOG descriptor containing texture and shape information. To create a histogram of 

local gradients, orientation gradients are first calculated for each region of the normalized image. The 
gradient is calculated by first convolution filtering with one-dimensional horizontal Dx and vertical Dy 

discrete derivative masks. The resulting value is the sum of adjacent pixels, taking into account the 

weight of the mask [18]: 

𝐼(𝑥, 𝑦) = (𝐷𝑥 ∙ 𝐼, 𝐷𝑦 ∙ 𝑖), (9) 

𝐼(𝑥) = 𝐼 ∙ 𝐷𝑥 , 𝐼(𝑦) = 𝑖 ∙ 𝐷𝑦 . (10) 

In Figure 4 the examples of HOG feature vector values are presented. It contains the output of 
HOG method for each Gabor wavelet transformed image, depicted in Figure 2, respectively, that are 

images HOG feature vectors. The x-axis represents the feature vector value, the y-axis represents the 

value index in the feature vector sequence. As well as the 1DLPB vectors, HOG vectors contain 512 
values, that further get summed up and normalized to form a second part of global feature vector of an 

input image. Finally, the vectors formed as a result of applying the 1DLBP and HOG methods to the 

image are concatenated, forming a global feature vector of the face image. 

 

 
Figure 4: Examples of the feature vector extraction stage results obtained after HOG descriptor 
appliance to Gabor wavelet transformed images (x-axis – the feature vector value, y-axis – the 
feature vector value index) 
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4. Classification of the vector of image features. 
The result of the algorithm performance is an identifier that can be used to identify the person 

captured in the image that was submitted to the algorithm input. 

Above-described general process of the proposed algorithm performance is presented in Figure 5. 

 

 
Figure 5: General process of the proposed algorithm performance 

4. Experimental Research 

Experimental research was conducted in order to establish the efficiency of the proposed algorithm 

on images with various parameters and to compare it with the most common algorithms based on 
neural networks. 

During the experiments there was used a dataset of face images captured from different distances 

and angles of view of the camera on the subject, with various head positions (the subject looks 
directly into the camera, the camera is placed above the subject’s head, or the subject look at different 

non-fixed points), with changes in lighting, facial expressions (unsmiling or smiling, closed or open 

eyes) and in the presence of some face details (such as glasses). Dataset was formed from 136 images 
of 40 individuals. 

First, let’s compare the result obtained during the experimental study of the proposed algorithm 

with the results of the most common algorithms based on neural networks, indicated in the literature 

review in [4]. The results of the experiments are presented in Table 1. For comparison, the highest 
identification accuracy rates among all sets of experiments were used. 
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Table 1 
Algorithms identification accuracy rates 

Approach Method Identification accuracy 

Neural network CNN  97.35-99.77% 
Neural network VGGNet 98.06-99.53% 
Neural network ResNet 99.12-99.86% 

Local-texture 1DLBP + HOG 95% 

As can be seen in Figure 6, the difference between the efficiency of the proposed algorithm and 

algorithms based on neural networks is 2.35-4.86%. 

 
Figure 6: Comparative diagram of algorithms identification accuracy rates 
 

At the second stage of the research, experiments were conducted on images with different 

positions of the subject’s head. The dataset consisted of images of faces ranging from left to right 
profile in equal steps of 22.5 degrees. Thus, for one subject, the set contained several images with a 

viewing angle from -67.5 to +67.5 degrees. The experimental results shown in Table 2 are compared 

with the results of the algorithm based on the CNN neural network given in the paper [7]. 
Figure 7 shows a comparative diagram of the results of experiments on images with variability in 

the subject’s head position. In this set of experiments, the proposed algorithm based on local-texture 

descriptors exceeds the results of the algorithm based on the neural network on 13.75% on images 
where the subject’s face is located straight (the subject is looking at the camera) and on 16.25% in 

images where the subject’s face is not completely visible (the subject is looking down). 

Table 2 
Results of experiments on face images with different head positions 

Approach Method Subject’s head position Identification accuracy 

Neural network CNN  Straight 81.25% 
Neural network CNN Sloping 75% 
Neural network CNN Down 43.75% 

Local-texture 1DLBP + HOG Straight 95% 
Local-texture 1DLBP + HOG Sloping 75% 
Local-texture 1DLBP + HOG Down 60% 
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Figure 7: Comparative diagram of algorithms identification accuracy rates 

 
The next set of experiments to study the proposed algorithm was performed on images of faces, 

the lower part of which is hidden from the observer, thus simulating the possibility of identifying a 

person wearing a medical mask or balaclava. The algorithm identification accuracy rates are 
compared with the results of algorithms based on ResNet and FaceNet neural networks, which were 

obtained in the course of a previous study [9]. The results of the experiments are presented in Table 3. 

 

Table 3 
Results of experiments on images of a partially hidden face 

Approach Method Face visibility Identification accuracy 

Neural network ResNet 
Full 97.5% 

Partial 55% 

Neural network FaceNet 
Full 98.75% 

Partial 72.5% 

Local-texture 1DLBP + HOG 
Full 95% 

Partial 82.5% 

 

A comparative diagram of the results of experiments on partially hidden face images is shown in 

Figure 8. Even though on images, where the subject’s face is fully visible, algorithms based on neural 
networks demonstrate higher results, during the appliance to images of a partially hidden face, the 

efficiency is significantly reduced: for the algorithm based on the ResNet neural network – on 42.5%, 

for the algorithm based on the FaceNet neural network – on 26.25%. In turn, identification accuracy 

rate of the proposed algorithm based on local-texture descriptors is the highest among all obtained and 
is 82.5%, compared to 55% and 72% obtained after appliance of neural network algorithms. Thus, in 

condition of partial visibility of face features, the proposed algorithm is more efficient on 10.5-27.5% 

in compare to FaceNet and ResNet based approaches, respectively. The percentage of reduction in 
efficiency compared to the result obtained on images of fully visible faces is 12.5%, which is the 

smallest rate among all experiments. 

5. Conclusion 

This paper is devoted to the research of the information technology of person identification by face 
image, the basis of which is an algorithm containing the methods of the local-texture approach, with 

the purpose of establishing its efficiency in comparison with algorithms based on neural networks. 
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Figure 8: Comparative diagram of experiment results on partially hidden face images 

 
Based on the analysis of the results of existing studies, it was established that algorithms based on 

neural networks, although the accuracy of identification is quite high, require a large amount of high-

quality data, high computing power of hardware and time required for training. Because of this, 

quickly adapt such algorithms to the rapidly changing conditions of the real world is a rather difficult 
task that most developers are unable to perform. Therefore, there is a need to explore alternative 

approaches to the person recognition and identification, the efficiency of which will be close to the 

efficiency of algorithms based on neural networks, and which, at the same time, will provide better 
resistance to changes in environmental conditions. 

The proposed algorithm consists of a classifier based on Haar features for face localization on the 

image; Gabor wavelet transform method for face image processing; local-texture descriptors, such as 
local binary patterns in one-dimensional space (1DLBP) and histogram of oriented gradients (HOG), 

to extract the face image feature vector. 

Based on the results of an experimental research performed on 136 images of 40 individuals with 

variations in the position of the subject’s head relative to the camera, it was established that the 
proposed algorithm is more resistant to such recognition and identification conditions. On images 

where the subject looks directly into the camera, the identification accuracy of the proposed algorithm 

is 13.75% higher than that of the neural network based algorithm, and on images where the subject is 
looking down – on 16.25%. 

During the analysis of the results obtained after conducting the experiments on the images of a 

partially hidden face, it was established that the algorithm based on local-texture methods is more 

resistant to the condition of recognition and identification, when the features of the human face are 
not fully visible. The identification accuracy of the proposed algorithm on 10.5-27.5% higher than the 

accuracy of neural network algorithms. At the same time, the percentage of reduction in identification 

accuracy for the proposed algorithm is 12.5%, while for algorithms based on neural networks – from 
26.25% to 42.5%. 

Thus, the main scientific contribution of this paper is the results of comparative analysis, based on 

which it can be concluded that the efficiency of the researched algorithm, which contains local-texture 
descriptors and underlies in the basis of the person identification information technology, exceeds the 

efficiency of algorithms based on neural networks under the conditions of different positions of the 

subject’s head and partial visibility of facial features in the image. 
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