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Abstract 
Here, we ask whether the most common approaches used to identify demographic biases in artificial 
intelligence (AI) are also biased. We conducted a Scoping Review of papers indexed in Scopus and WoS 
on biases in a particular AI application (face recognition). Fourteen original articles met our inclusion 
criteria. Of these, the vast majority (13) used an a priori approach to identify bias, i.e., they started from 
a known background in which social groups were subject to low accuracy by the algorithms. Only one 
study found bias a posteriori, i.e., they examined the results without underlying assumptions about the 
discriminated groups. Remarkably, this single article identified that it was workers who suffered the 
negative effects of face recognition, a social segment not analyzed by any study using an aprioristic 
approach. Of the aprioristic studies, 79% examined skin color and ethnicity, 50% analyzed gender, and 
two (14%) studied age. Only two articles analyzed bias on-the-ground, while most focused on 
experiments. We argue that the almost exclusive use of the common approach (aprioristic and 
experimental designs) to identify systematic errors is a methodological bias. This precludes knowledge 
of other discriminated social groups or even biases towards humanity as a whole that have never been 
identified (deep-rooted biases), since their awareness depends on the historical context. To better 
describe AI models, we believe that eXplainable Artificial Intelligence (xAI) tools should work together 
with a posteriori bias identification strategies and the measurement of their direct effects on citizens' 
lives.   
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1. Introduction 

It is well known that AI systems embody human bias towards certain demographics [1], [2]. 
Precisely, preventing injustice and discrimination can be facilitated using xAI tools [3]. xAI 
produces more explainable models and enables humans to understand, trust, and effectively 
manage the new generation of artificial intelligence [4]. However, because the identification and 
mitigation of biases in AI can only be ultimately performed by humans, it is clear that the 
systematic errors whose recognition is facilitated by xAI are those that are conscious or easily 
accessible and recognizable by a human [5]. In this study, we focused on whether there are 
patterns in the way we approach AI biases that prevent the recognition of discriminated social 
groups, which should be considered by users of xAI tools. To this end, we conducted a scoping 
review to learn how social biases are identified and analyzed in a specific AI application (face 
recognition). 

2. Material and Method 

A scoping review was conducted following the Preferred Reporting Items for Systematic reviews 
and Meta-Analyses extension for Scoping Reviews (PRISMA ScR) [6].  
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The electronic search was performed using the concepts (("bias*) AND ("fac* recognition" OR 
"fac* verification" OR "fac* identification") AND ("artificial intelligence" OR "machine learning" 
OR "deep learning")) in two indexed databases (Scopus and WoS). Only articles published in 
English and with online accessible full texts were included. To be included, articles had to 
specifically address biases that occur when AI reflects discrimination towards certain social 
groups [1]. They also had to focus on automatic face recognition systems, which involve detecting 
a face in a photo or video and identifying or verifying who that person is [7]. Reviews and letters 
to the editor were excluded.  

One reviewer (A.B.) conducted the search and each article was analyzed according to the 
following variables:   

1. Types of knowledge: Whether biases were identified a priori or a posteriori. The former 
refers to studies that, as an antecedent to the research, selected a social category (e.g., gender and 
skin color) and evaluated the accuracy of face recognition systems according to them. In contrast, 
by a posteriori study, we refer to studies that start without assumptions about which social group 
is discriminated against or whether there was discrimination at all, but rather evaluated the 
results of the AI for patterns in the errors.  

2. Research design: whether biases were identified in the field or in a controlled experiment. 
The former studies examined recognition systems in practice, while the latter focused on 
analyzing databases, algorithms, and predictions in controlled experiments.  

The search was conducted on April 13, 2023, and the identified articles were screened, 
evaluated, and included between April 14, 2023, and May 15, 2023. The analyzed variables were 
recorded using an Excel spreadsheet (Microsoft Excel). 

3. Results 

The literature search yielded 178 articles. Following screening of titles and abstracts and after 
establishing eligibility (i.e., whether they were related to the study objectives), 14 articles were 
included in this qualitative synthesis. Figure 1 shows the flow of article selection from 
identification to inclusion. Table 1 shows all the articles included according to the variables 
assessed in this review. 

3.1. Types of Knowledge 

Of the 14 included articles, the vast majority (13) were aprioristic studies, while only one did not 
start with underlying bias assumptions (a posteriori study) [8]. Of the aprioristic studies, 79% 
studied skin color and ethnicity, 50% analyzed gender, and two (14%) studied age (Table 1). The 
a posteriori study analyzed UBER drivers' perceptions of their facial verification system and found 
that drivers dynamically innovate and create numerous strategies to fix the verification errors: 
they tilted their face, moved it closer to the light, removed their hat and glasses, changed their 
hairstyle, bring their faces outside, placed it in front of headlights, and took it into well-lit 
restrooms at gas stations or under bright lamps in dark parking lots. 

Figure 1: Flow of selection process for eligible studies 



3.2. Research Designs 

Two articles showed the biases associated with facial recognition systems in the field [8], [9]: 
Watkins' study [8] analyzed the use of Uber's verification system in New York City (USA) and 
Toronto (Canada) through semi-structured interviews to find out workers' perceptions of UBER's 
verification system, while Johnson et al. [9] analyzed 1136 cases of arrests in the USA using facial 
recognition and their relationship with black or white inmates. The other articles used 
experimental designs to test whether the databases, algorithms or predictions produced different 
accuracy according to certain social categories (all determined a priori). 
 

Table 1 
Articles included in the review and variables analyzed 

Reference Type of knowledge Research Design 

Watkins [8] A posteriori (workers) On the ground 
Albiero et al. [10] A priori (gender) Experimental 
Franco et al. [11] A priori (ethnicity and gender) Experimental 
Georgopoulos et at. [2] A priori (kinship, gender and age) Experimental 
Georgopoulos et al. [12] A priori (skin color, gender and age) Experimental 
Celis and Rao [13] A priori (skin color) Experimental 
Johnson et al. [9] A priori (race) On the ground 
Coe and Atay [14] A priori (race) Experimental 
Pagano et al. [15] A priori (gender) Experimental 
Wang et al. [16] A priori (skin color) Experimental 
Serna et al. [17] A priori (ethnicity and sex) Experimental 
Jiang et al. [18] A priori (ethnicity and gender) Experimental 
López-López et al. [19] A priori (ethnicity) Experimental 
Muhammad et al. [20] A priori (ethnicity) Experimental 

 

4. Discussion and Conclusions 

In this review, we found that there is a predominant way of approaching the problem of 
identifying social biases in face recognition systems. This approach is both aprioristic and 
experimental and here we will call it the common approach. In contrast, studies that do not start 
from assumptions about users' opinions and effects on face recognition (a posteriori) [8] and 
determine their effects in practical cases [8], [9] constitute a minority of cases. As we have seen, 
one of these studies identified an affected social segment not considered by the a priori and 
experimental studies: it was the workers who "demand significant investments of money, time, 
and resourcefulness" to “best repair facial verification technology computational failures and 
errors, and in doing so make themselves machine-readable" [8]. 
    We postulate that this common approach represents a methodological bias that affects the 
realistic recognition of the problem of social biases in this AI application. This implies that the 
number of biases may be much higher than that commonly recognized, which boils down to 
discrimination by gender, age, skin color, or ethnicity. It should be remembered that the common 
methodology starts from the basis of discrimination against groups recognized by society 
(women, dark-skinned people, and the elderly) (Table 1); however, there is no reason to believe 
that there are no other deep-rooted unconscious biases that have never been discussed by 
society, since this depends on the historical context. This is especially important considering the 
social categories of gender, race, and age are recognized as "the big three," or the three 
particularly prominent social categories into which people automatically categorize individuals, 
although there are infinite ways in which humans can create group distinctions [21][22]. People 
are actually multidimensional (someone may be a white male, which would make him subject to 
fewer errors in IA, but an old worker, which would make him more prone to these errors), so the 



universe of systematic errors may be difficult to describe and mitigate. One could argue that 
Watkins' study [8] implies that AI errors can actually affect all people, as she found that common 
characteristics such as hairstyle or glasses can affect the outcome of AI. 
    We think that users of xAI tools should take this into account, especially since the automation 
of xAI-derived explanations brings about human overreliance and causes humans to bypass their 
own correct answers and validate incorrect answers from AI [5], [23]. Furthermore, the cognitive 
effort to understand certain AI explanations negatively affects the interpretation of 
recommendations [24]. Thus, explaining why an AI arrives at a result does not ensure that the 
user comprehends the result. However, it has been shown that users who engage analytically 
significantly increase the effectiveness of explainable AI [25]. We believe that IA explanations 
have tremendous potential to facilitate awareness of deep-rooted biases and that this is possible 
as long as there are conscious users who start with as few assumptions as possible. Here, we 
postulate that to understand the real dimension of social biases and their effects on AI 
applications, explainable IA and individuals who are cognitively involved in searching for social 
biases must work with an a posteriori approach and research on real cases. To the best of our 
knowledge, we are the first to postulate that an a posteriori approach can help reveal deep-rooted 
biases. 
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