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Abstract
With the rapid growth of online food delivery, offering personalized recommendations is crucial in reducing the choice
paradox for users. This paper solves the problem of deciding the best cross-selling recommendations algorithm by introducing
a Cart Offline Evaluation Framework (𝐶𝑂𝐸𝐹) that caters to the business objectives with the help of targeted metrics. It further
addresses the problem of creating the primary context (required for giving recommendations). A comparison of offline
metrics with online metrics (using three A/B tests on a major food delivery platform) shows that our approach is able to
predict the direction-wise (positive/negative) online performance based on the percentage improvement in the offline metrics.
The winning algorithm is already deployed on the platform.
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1. Introduction
The global revenue from the online food delivery mar-
ket is expected to rise from $300 billion in 2022 to $450
billion by 2023 1. Enhancing user experience by personal-
izing recommendations has been one of the key reasons
([1], [2]). But, evaluating recommender systems is a chal-
lenging task. Broadly, there are two ways of evaluation:
Online (A/B tests) & Offline. One can often offline eval-
uate multiple ideas in a short amount of time just by
changing algorithms, feature sets, hyper-parameters, etc
but what we can test online is always limited by time, the
number of users on the platform, and the risk of nega-
tively impacting the user experience which could further
impact the business metrics. Thus, offline evaluation can
help alleviate this by giving some indication of which
algorithms are likely to perform well online.
This paper focuses on creating an offline evaluation

framework, using the interactions data for a major on-
line food delivery platform operating in various markets
around the world. The framework is being leveraged
to offline evaluate cross-sell recommender systems on
the cart page for different business KPIs. Contrary to
previous studies ([3], [4], [5]), our logs only have partial
information (primary context is absent) stored due to
design issues. Hence, the contributions are three-fold
and are summarised as follows:
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• A novel approach to generate an offline evalu-
ation dataset using users’ interaction with the
given recommendations, in the absence of the
primary context (items in the cart)

• Custom offline evaluation metrics that comply
with the business objectives

• Comparison of offline evaluation with three A/B
tests to test the efficacy of our Cart Offline Evalu-
ation Framework (𝐶𝑂𝐸𝐹)

2. Related Work
Instead of either a purely online (or offline) evaluation,
one can reach the middle ground by offline evaluating us-
ing historical data collected online using logs generated
from users’ interaction with a recommender system, in-
cluding “ground truth” inferred from interactions such as
clicks, add to cart, remove from cart. Gunawardana 𝑒𝑡 𝑎𝑙
emphasized the need to take into account the user’s nat-
ural browsing behavior [6]. But it could be challenging
to incorporate historical log data for offline evaluation
due to various biases present: “trust bias” which leads to
more clicks on links ranked highly by Google, “quality-
of-context bias”: clicking decision is also influenced by
the overall quality of the other abstracts in the ranking
[7], position bias [8], attractiveness bias [9].

There are some studies that have questioned the valid-
ity of offline evaluation and pointed out that error-based,
and rank-based metrics computed on offline datasets do
not correlate with online results ([10], [11], [12]). Gru-
son 𝑒𝑡 𝑎𝑙. presented a study showing offline evaluation
results can predict online A/B test results under the right
approach to de-biasing [4]. In this work, we have curated
an offline evaluation dataset and metrics that help us
predict the direction (positive or negative) of the online
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metrics.
Lastly, we discuss different offline evaluation datasets

& metrics used. Perez 𝑒𝑡 𝑎𝑙. conducted an evaluation
study of recommendation models for the traditional
top-N recommendations using impressions data from
open-sourced datasets. The evaluation was done against
the test split [3]. Paraschakis 𝑒𝑡 𝑎𝑙. tried both non-
chronological & chronological split of train-test data [5].
Agarwal 𝑒𝑡 𝑎𝑙. used the first product (that the user in-
teracted with) as the context & remaining products are
assigned to the ground truth set [13]. Talking about the
metrics, Paraschakis 𝑒𝑡 𝑎𝑙.measured precision at the level
of recall (R-precision) as it adjusts for the size of the
customer’s test set [5]. Other metrics such as Precision,
Recall, Mean Average Precision, Novelty, Diversity[14]
and Normalized Cumulative Discounted Gain ([15], [16],
[17]) are commonly used in evaluating recommender
systems. While for most of the approaches, either the
context was fully available, or the exact context was not
used, our approach aims to create the primary context
(items in the cart) for cart cross-selling recommenda-
tions. Also, since the Average Basket Value is one of the
top business objectives in this domain, we’ve introduced
some new offline evaluation metrics.

3. Methodology
The problem statement involves using offline evaluation
of cart cross-sell recommendations for a major online
food delivery platform to decide the best algorithm for a
successful online A/B test. One of the purposes of cart
recommendations is to complete the cart, thereby help-
ing users add products that complement their existing
items in the cart. From a business point of view, the
objective is to increase the Average Basket Value (ABV):
(sum of orders’ value/number of orders) and the Order
Share (number of orders with products added from rec-
ommendations/total number of orders).

3.1. Cross-selling Recommenders
In this section, we give an overview of cross-selling al-
gorithms that have been experimented on our platform.
The algorithms accept four inputs (items in the cart, user
features, vendor features, and time of the day) and re-
turn the candidate items (items present in the vendor’s
menu) sorted based on the score predicted by the model.
Initially, a heuristics model 𝑀𝐻𝐸𝑈 was built using the
historical orders. The candidate items were ranked using
a formula that multiplied 1) similarity of past orders with
current cart, 2) number of items in the current cart that
have been previously purchased by the user, and 3) mean
time difference between the current cart & past orders.

Secondly, a CatBoost Ranker 𝑀𝐶𝐴𝑇 [18] (gradient-
boosted tree with pair-wise & group-wise losses, wherein
grouping was done at 𝑜𝑟𝑑𝑒𝑟 𝑖𝑑 level) was built using the
historical orders data. The positive training data com-
prised of historical orders, where the items (𝑃1, 𝑃2, 𝑃3,
𝑃4) in an order were split into cart (𝑃1, 𝑃2, 𝑃3) & positive
candidate product 𝑃4 (last product in an order, based on
the timestamp of adding it to the cart). Since most of the
orders had up to 4 items, only those orders were consid-
ered for training. Orders having fewer than 4 items were
padded by a dummy item. For every 𝑜𝑟𝑑𝑒𝑟 𝑖𝑑, negative can-
didates were chosen randomly from the vendor’s menu
such that they don’t match with the items in the cart &
the positive candidate product. Hence, the model 𝑀𝐶𝐴𝑇
was trained on binary labels. Categorical & numerical
features of item, user & vendor were created, including
pair-wise Lift of candidate item with every item in the
cart (inspired by Market Basket Analysis [19]), co-bought
frequency of candidate item with the cart (at overall, cus-
tomer & vendor level), customer order history (cart size,
item preferences, etc), price features, hour of the day
features. Hyper-parameter optimization was done on
the validation split (chronological split: last 1 week of
training data).
Thirdly, this model was used to create 𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 that

had multi-class labels (instead of binary labels) based
on whether the item was purchased with the cart (1, 2,
3: using price of the candidate item, 3 is the highest
price class) & not purchased with the cart (0). Also, the
product names were preprocessed (lowercase, remove
punctuations, etc) which removed 10% sparsity in the
data. Finally, the last model 𝑀𝐹𝑜𝑜𝑑 𝑂𝑛𝑡 was built on top of
𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 having additional features based on the food
ontology (some prior studies using them:[20], [21]) &
candidate selection of items (based on food ontology-
based categories that have been purchased together in
the last 6 months) with aim to improve relevance. Note
that since there were no latency issues in the previous
models (as the maximum number of items in a vendor’s
menu is less than 200), candidate selection was not done.

3.2. Dataset
Whenever a user lands on the cart page, item recom-
mendations are presented based on the existing items in
the cart, user preference, available menu items & time
of the day. The dataset consists of impressions (recom-
mendations) & users’ interaction with these impressions.
Figure 1 explains the series of events that are triggered
based on the user’s journey. The event ”𝑟𝑒𝑐𝑜𝑠.𝑙𝑜𝑎𝑑𝑒𝑑” is
fired when recommendations are loaded. Interaction is
defined in terms of Add to Carts (𝐴𝑇𝐶) and Remove from
Carts (𝑅𝐹𝐶). The assumption is that these different ways
in which a user interacts with an item indicate different
intents. The aim is to evaluate the performance of the



Figure 1: Events triggered when a user lands on the cart page

cross-selling recommenders & compare the recommenda-
tions with interactions data (𝐴𝑇𝐶, 𝑅𝐹𝐶) that we consider
as ground truth in this setting. But a major issue in the
existing dataset is the absence of the ”items in the cart”
when certain recommendations were shown and users
interacted with those recommendations.

3.3. Cart Offline Evaluation Framework
Our Cart Offline Evaluation Framework (𝐶𝑂𝐸𝐹) can be
divided into three components:

• Create primary context: Items in Cart
• Aggregate item interactions
• Combine context with interactions

3.3.1. Create primary context: Items in Cart

Given user sessions 𝑆, user 𝑢& vendor 𝑣, the steps for gen-
erating the primary context are presented in Algorithm 1.
From 𝑆, 𝑆1 is created by filtering for sessions having at
least one 𝐴𝑇𝐶 from cart recommendations. Since a user
can interact with multiple vendors (restaurants) in a ses-
sion, 𝑆1 is filtered for sessions havingmaximum 𝑛 vendors
(decided based on 𝐷𝑣, distribution of number of vendors
interacted at session level) to create 𝑆2, thereby removing
noise. Example from one market: based on 𝐷𝑣, 𝑛 = 3 is
chosen as it covers 90% sessions. ∀ 𝑆2, 𝑣; ”recos.loaded”
𝑅𝑙 events are sorted in the ascending order of their times-
tamps 𝑡𝑠. To get the primary context (items in the cart) for
every 𝑅𝑙, items 𝐼 having 𝐴𝑇𝐶, 𝑅𝐹𝐶 events are considered
such that 𝑡𝑠𝐴𝑇𝐶, 𝑡𝑠𝑅𝐹𝐶 <= 𝑡𝑠 of 𝑅𝑙. Hence, 𝑅𝑙 has 𝐴𝑇𝐶, 𝑅𝐹𝐶
from all 𝑅𝑙−1, 𝑅𝑙−2,...,etc. Then for every 𝑅𝑙, the items in
the cart 𝐼 ∗ are those satisfying:

𝑁𝐴𝑇𝐶 − 𝑁𝑅𝐹𝐶 > 0 (1)

where𝑁𝐴𝑇𝐶, 𝑁𝑅𝐹𝐶 are the number of add to carts, remove
from carts respectively. Items 𝐼 ∗ are sorted based on their
minimum 𝑡𝑠𝐴𝑇𝐶. Since a non-logged-in user could log-in
anytime during their session, statistical mode [22] of 𝑢 is
assumed at 𝑆2, 𝑅𝑙 level. Hence, the output of Algorithm 1
is 𝑅𝑙, 𝑢, 𝑣, items in the cart & 𝑡𝑠 of 𝑅𝑙.

Algorithm 1: Create Items in the Cart
Input:

• User sessions 𝑆,
• vendor 𝑣,
• user 𝑢,
• Events set E* = {𝑅𝑙, 𝐴𝑇𝐶, 𝑅𝐹𝐶 }

Output: 𝑅𝑙, 𝑢, 𝑣, items in the cart, 𝑡𝑠 of 𝑅𝑙
1 Sessions with >= 1 𝐴𝑇𝐶, 𝑆1 ← 𝑆 ;
2 Sessions with max 𝑛 vendors, 𝑆2 ← 𝑆1 ;
3 ∀ 𝑆2, 𝑣 ; ascending order sort 𝑅𝑙 based on 𝑡𝑠 ;
4 ∀ 𝑅𝑙, select items 𝐼 s.t 𝑡𝑠𝐴𝑇𝐶, 𝑡𝑠𝑅𝐹𝐶 <= 𝑡𝑠 of 𝑅𝑙 ;
5 Select items 𝐼 ∗ s.t 𝑁𝐴𝑇𝐶 - 𝑁𝑅𝐹𝐶 > 0 ;
6 Sort items 𝐼 ∗ based on min. 𝑡𝑠𝐴𝑇𝐶 ;
7 ∀ 𝑆2, 𝑅𝑙 take mode of 𝑢 ;

3.3.2. Aggregate item interactions

Algorithm 2 describes the steps for aggregating the item
interactions. Since we are only interested in user inter-
actions after the user has reached the cart page, filter 𝑆2
such that 𝑡𝑠 of 𝑐𝑎𝑟 𝑡 .𝑐𝑙𝑖𝑐𝑘𝑒𝑑 event <= 𝑡𝑠 of 𝐴𝑇𝐶, 𝑅𝐹𝐶. This
gives us 𝑆3 (almost 96% of the sessions from 𝑆2), from
which we create episodes 𝐸𝑖 by ranking 𝑟𝑒𝑐𝑜𝑠.𝑙𝑜𝑎𝑑𝑒𝑑 𝑅𝑙
events in ascending order of their 𝑡𝑠 ∀ 𝑢, 𝑣 such that:

𝑡𝑠 𝑅𝑙𝑖 <= 𝑡𝑠 𝐸𝑖 <= 𝑡𝑠 𝑅𝑙𝑖+1 (2)

𝑅𝑙𝑖 gives the positions of items 𝑝𝑐 shown to the user for
every 𝐸𝑖. Since cart context is refreshed after every user
interaction (𝐴𝑇𝐶 or 𝑅𝐹𝐶), 𝑟𝑒𝑐𝑜𝑠.𝑙𝑜𝑎𝑑𝑒𝑑 is triggered & a
fresh set of recommendations is given. To account for
this, 𝐸𝑖 has items with 𝑅𝐹𝐶 in episode 𝐸𝑖+1 as well. Then ∀
𝐸𝑖, net 𝐴𝑇𝐶 product interactions are given by equation 1.
In order to estimate the relevance 𝑟𝑒𝑙 of each item at
episode level, we assume that 𝐴𝑇𝐶 holds higher weight
than 𝑅𝐹𝐶, which in turn holds higher weight than no
interaction. Items without interaction & those with both
𝐴𝑇𝐶 & 𝑅𝐹𝐶 get 0 weight, whereas items with 𝐴𝑇𝐶 hold 3
times more weight than 𝑅𝐹𝐶. Details on these choices of
weights are explained in the Results section 4.3.1. Note
that the recommendation position is not considered while
estimating the relevance. We aim to incorporate it in
future works. The output of Algorithm 2 is 𝐸𝑖, 𝑅𝑙𝑖 , 𝑢, 𝑣,
item 𝑐, net 𝐴𝑇𝐶, 𝑁𝑅𝐹𝐶, 𝑟𝑒𝑙𝑐, recommendation position 𝑝𝑐.

3.3.3. Combine context with interactions

Offline evaluation data 𝐷𝑂𝐸 is finally created by joining
the outputs of Algorithm 1 & Algorithm 2 at episode 𝐸𝑖,
”recos.loaded” 𝑅𝑙𝑖 , user & vendor level to give the sets of
impressions (recommendations) & interactions (user’s
response). Item’s price information is also added & is
used to create 𝐶𝑎𝑟𝑡 𝑉 𝑎𝑙𝑢𝑒 by summing over the prices of



Algorithm 2: Aggregate product interactions
Input:

• Filtered sessions 𝑆2,
• vendor 𝑣,
• user 𝑢,
• Events set E* = {𝑅𝑙, 𝐴𝑇𝐶, 𝑅𝐹𝐶, 𝑐𝑎𝑟 𝑡 .𝑐𝑙𝑖𝑐𝑘𝑒𝑑 }

Output: 𝑅𝑙, 𝑢, 𝑣, 𝑐, net 𝐴𝑇𝐶, 𝑁𝑅𝐹𝐶, 𝑝𝑐
1 Filter events s.t 𝑡𝑠𝑐𝑎𝑟 𝑡 .𝑐𝑙𝑖𝑐𝑘𝑒𝑑 <= 𝑡𝑠𝐴𝑇𝐶, 𝑡𝑠𝑅𝐹𝐶, 𝑆3 ← 𝑆2;
2 ∀ 𝑢, 𝑣; create episodes 𝐸𝑖 s.t. ts 𝑅𝑙𝑖 <= ts 𝐸𝑖 <= ts

𝑅𝑙𝑖+1;
3 ∀ 𝐸𝑖; get recommendation position 𝑝𝑐 from 𝑅𝑙𝑖 ;
4 Context switch adjustment: 𝐸𝑖 has items with 𝑅𝐹𝐶

from 𝐸𝑖+1 as well;
5 ∀ 𝐸𝑖, net 𝐴𝑇𝐶 s.t 𝑁𝐴𝑇𝐶 - 𝑁𝑅𝐹𝐶 > 0;

all items in the cart. Though we cannot share the dataset
due to legal constraints, the work presented in this paper
can be replicated using algorithm 1, 2.

4. Results and Analysis

4.1. Analysis
Analysis shows that 39% sessions contain just a single
episode, & 75% sessions contain <= 3 episodes. Looking at
the importance of recommendation position: 35% times
items are 𝐴𝑇𝐶 from the 1st position, & top 3 positions ac-
count for 72% 𝐴𝑇𝐶, indicating a strong position bias. 37%
times only a single item was present in the cart, 2 items
were present 30% times, & 3 products 16% times. The
price distribution of top 10 recommendation positions
show an increasing trend: items added/recommended at
1st position have the lowest price & those at position 10
have the highest price.
Substitution happens whenever a user adds an item

from recommendations to the cart & removes an item
existing in the cart. It could lead to either an up-sell (if
total price of 𝐴𝑇𝐶 > 𝑅𝐹𝐶) or a down-sell (if total price
of 𝐴𝑇𝐶 < 𝑅𝐹𝐶). Assuming a cart is complete, there are
higher chances of up-sell if the recommended items have
the same category as the items in the cart (Figure 1 shows
an up-sell since ”Burger 1” was substituted by a more
expensive ”Burger 2”). Whereas, there are more chances
of a down-sell if the recommended items have different
categories as compared to the items in the cart.

4.2. Evaluation Metrics
Custom metrics are created to estimate the impact on
business objectives (Average Basket Value (ABV) & Order
Share). Let 𝑣𝑎𝑙𝑢𝑒𝐴𝑇𝐶 be the sum of prices of items added
to cart, likewise 𝑣𝑎𝑙𝑢𝑒𝑅𝐹𝐶 be for items removed from cart.

The impact on ABV could be estimated by the follow-
ing metrics (based on top k recommendations):
1. cart value impact (cvi) @k: average percentage

improvement in the cart value after relevant items (rec-
ommended items present in the ground truth) are added,
removed from cart. It is given by-

∑𝑘
𝑖=1(

new cart value - cart value
cart value

)

𝑘
(3)

where new cart value = cart value + 𝑣𝑎𝑙𝑢𝑒𝐴𝑇𝐶 - 𝑣𝑎𝑙𝑢𝑒𝑅𝐹𝐶
2. upsell @k: average number of up-sells, where up-

sell is a binary value based on the following equation-

upsell @k = 1; if
𝑘
∑
𝑖=1

𝑣𝑎𝑙𝑢𝑒𝐴𝑇𝐶 >
𝑘
∑
𝑖=1

𝑣𝑎𝑙𝑢𝑒𝑅𝐹𝐶; else 0 (4)

3. downsell @k: average number of down-sells at
𝑘𝑡ℎ threshold, given by-

downsell @k = 1; if
𝑘
∑
𝑖=1

𝑣𝑎𝑙𝑢𝑒𝐴𝑇𝐶 <
𝑘
∑
𝑖=1

𝑣𝑎𝑙𝑢𝑒𝑅𝐹𝐶; else 0

(5)
The impact on Order Share could be estimated by:

4. mean weighted avg. precision @k: mean of
weighted average precision (wap), given by-

wap @k =
𝑛−1
∑
𝑘=0

(𝑅𝑘 − 𝑅𝑘+1) ∗ 𝑃𝑘 ∗ 𝑟𝑒𝑙𝑖 (6)

where 𝑅𝑘, 𝑃𝑘 are the precision, recall at the 𝑘𝑡ℎ threshold
& 𝑟𝑒𝑙𝑖 is the relevance given to 𝑖𝑡ℎ item.
5. ndcg @k: Normalized Discounted Cumulative

Gain, a standard information retrieval measure used for
evaluating the goodness of ranking a set of items.

4.3. Results
Using the Cart Offline Evaluation Framework 𝐶𝑂𝐸𝐹 (Sec-
tion 3.3), the offline evaluation dataset is prepared (exam-
ple for 1 market, there are 186K episodes (samples), 134k
users, 19k vendors. Using the context (items in the cart,
user, vendor, time of the day) from the episodes, available
items in the vendor’s menu are ranked (in descending
order of their probability of being ordered) using the Cart
Recommender. All available items in the vendor’s menu
are ranked to mimic the actual online scenario. Then, for
each episode, the recommendations are compared with
ground truth interactions to come up with the offline
evaluation metrics set {𝐶𝑂𝐸𝐹𝑚} (Section 4.2).

4.3.1. Impact of Relevance Weights

In this section, we discuss the impact of the relevance
weights of user interactions 𝐴𝑇𝐶, 𝑅𝐹𝐶 on {𝐶𝑂𝐸𝐹𝑚}. With
an increase in the absolute value of relevance weights



Offline Metrics Online Metrics
Experiment ndcg @3 mwap @3 cvi @3 upsell @3 downsell @3 ABV Order Share
𝑀𝐻𝐸𝑈 v/s 𝑀𝐶𝐴𝑇 23% 25% 16% 25% 14% 1% * 8% *
𝑀𝐶𝐴𝑇 v/s 𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 2% 2.4% 2.8% 2.1% -1% 0.5% * 0.1%
𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 v/s 𝑀𝐹𝑜𝑜𝑑 𝑂𝑛𝑡 -1.2% -1.5% 1.3% 1.5% 1.2% -0.1% 0.3%

Table 1: Comparison of Offline metrics with Online metrics, * represents statistical significance

𝑊, mwap @k & ndcg @k increases, whereas there is
no effect on the ABV-related metrics (cart value impact
(cvi) @k, upsell @k, downsell @k) since the relevance
weights do not influence these metrics (Figure 2). Finally,
the relevance weight of 𝐴𝑇𝐶 (𝑊𝐴𝑇𝐶 = 2) and 𝑅𝐹𝐶 (𝑊𝑅𝐹𝐶
= 0.7) were chosen based on the directional alignment of
online metrics & offline metrics.

Figure 2: Impact of Relevance Weights on Offline metrics

4.3.2. Comparison of Offline v/s Online metrics

In this section, the live experiments (A/B tests) performed
on one of the major online food delivery platforms are
discussed. Experiments were conducted to compare the
Cart Cross-sell Recommenders (introduced in Section 3.1).
The first experimentwas conducted to compare heuristics
model 𝑀𝐻𝐸𝑈 (Control) with ML model 𝑀𝐶𝐴𝑇 (Variation).
It was conducted in 5 markets (countries) & the experi-
ment timeframe was decided based on the sample size
estimation [23]. The primary (secondary) objective was
to increase the Order Share (ABV). The overall online
metrics showed that 𝑀𝐶𝐴𝑇 performed better than 𝑀𝐻𝐸𝑈
(1% increase in ABV, 8% increase in Order Share & both
statistically significant with 95% confidence). The overall
offline metrics {𝐶𝑂𝐸𝐹𝑚} showed that both Order Share-
related metrics & ABV-related metrics improved. Table 1
compares offline metrics with online metrics for differ-
ent experiments. Offline ABV metrics improved by 16%
& Order Share metrics improved by 23%. The winning
model 𝑀𝐶𝐴𝑇 was rolled out to all the markets & was live
for 6 months.
The next experiment compared 𝑀𝐶𝐴𝑇 (Control) with

its successor 𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 (Variation). This test was con-

ducted in 8 markets, some of which were different than
the previous A/B test. The offline metrics predicted a
2-3% increase in both ABV & Order Share related metrics.
The experiment results showed a 0.5% statistically signif-
icant increase in ABV & a 0.1% non-significant increase
in Order Share (see Table 1). Since, here the primary
objective was to increase ABV (due to a shift in business
priorities), the model 𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 was rolled out to all the
markets & has been live for 9 weeks now.
The final experiment compared 𝑀𝑃𝑟𝑖𝑐𝑒 𝐶𝐴𝑇 (Control)

with its successor 𝑀𝐹𝑜𝑜𝑑 𝑂𝑛𝑡 (Variation). The primary
objective was again to increase ABV & experiment was
run in 5 markets, some were again different from the
previous A/B test. The offline metrics showed only a
1.3% increase in ABV-related metrics & a 1.2% decrease in
the Order Share-related metrics. Online metrics showed
that Variation decreased ABV by 0.1% & improved Order
Share by 0.3%, but both of these were not statistically
significant(see Table 1). Hence, the Variation (𝑀𝐹𝑜𝑜𝑑 𝑂𝑛𝑡)
was not rolled out & would need more improvements.

The above experiments show that our 𝐶𝑂𝐸𝐹 is able to
confidently predict the direction-wise (position/negative)
online performance with statistical significance if the
increase in offline metrics is significantly high. The ex-
periments were conducted in different markets, making
them robust to the properties of markets. Also, since the
timeframe used to create the offline evaluation dataset is
after the launch of 𝑀𝐶𝐴𝑇, {𝐶𝑂𝐸𝐹𝑚} gives the same direc-
tion as the online metrics since the baseline algorithm
(CatBoost) is the same. These results would be further
refined based on future experiments.

5. Conclusion
In this paper, we solve the challenging problem of cre-
ating an accurate offline evaluation dataset for offline
evaluating cart cross-sell recommendations & show its
effectiveness by comparing the offline metrics with the
online metrics. Our Cart Offline Evaluation Framework
(𝐶𝑂𝐸𝐹) creates the primary context using the𝐴𝑇𝐶& 𝑅𝐹𝐶
events based on the users’ interactions and uses custom
metrics to estimate the directional impact on business
metrics. As future work, we plan to improve our 𝐶𝑂𝐸𝐹
by considering the position bias present in the data.
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