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Abstract
Interactions between logic and computer science have been deeply investigated in the last century,

but, surprisingly, the study of probabilistic computation was only marginally touched by such fruitful

interchanges. The goal of my doctoral project was precisely that of start bridging this gap by developing

logical systems corresponding to specific aspects of randomized computation and, thus, by generalizing

standard achievements to the probabilistic realm. To do so, the key ingredient is the introduction of new,

measure-sensitive quantifiers associated with quantitative interpretations. Concretely, the dissertation

is tripartite. The first part concerns counting complexity and its main result is the proof that classical

counting propositional logic provides a purely logical characterization of Wagner’s hierarchy [1]. In

the second part, which focusses on programming language theory, we present a probabilistic Curry-

Howard correspondence [2] between the intuitionistic version of our counting propositional logic and the

typed probabilistic 𝜆-calculus with counting quantifiers. Finally, we consider the relationship between

arithmetic and computation by introducing a quantitative extension of the language of Peano arithmetic

able to formalize basic results from probability theory. This language is also our starting point to define

randomized bounded arithmetic and, so, to generalize canonical results by Buss [3].
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1. Introduction

Historically, determinacy was certainly one of the defining features of standard computational

models: given an algorithm and an input, the sequence of computation steps is uniquely deter-

mined. In the second half of the XX century, this assumption started to be relaxed in different

ways and randomized algorithms were introduced for the first time – where a randomized algo-
rithm is a process which can evolve probabilistically so that, given an input, the computation

it performs may lead to different outcomes, each associated with a certain probability. Such a

more flexible design makes this computational model a very efficient and powerful tool, with

several applications in computer science (CS, for short) and technology.

Starting from this, my Ph.D. dissertation has been motivated by two main considerations. On
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the one hand, since its early appearance in the 1950s, probabilistic computation has become

ubiquitous in several fast-growing areas of CS and, by now, related, abstract models – as

probabilistic Turing machines (PTM, for short), stochastic automata or randomized 𝜆-calculi

– have been deeply investigated in the literature. On the other, there exist deep and mutual

interactions linking logic and theoretical computer science (TCS, for short), and, in the past, the

development and study of computation theory and models has considerably benefitted from

them. Yet, randomized computation was only marginally touched by such fruitful interchanges

and, so far, it has not found a precise logical counterpart. Such a missing connection looks

even more striking nowadays, due to the increasing pervasiveness of probability in many

relevant fields of information technology, from AI and statistical learning to cryptography,

approximate computing and robotics. The global purpose of my doctoral thesis consisted in

laying the foundation for a uniform approach to bridge the quoted gap. To do so, the key

ingredient is the introduction of a family of new logics, the language of which includes non-

standard quantifiers “measuring” the probability of their argument formula, and associated with

inherently quantitative semantics.

2. The Importance of Being Randomized

As said, randomized algorithms are powerful tools with numerous applications in different

fields and technologies. Generally speaking, these are crucial when dealing with uncertain
information and partial knowledge, namely for all systems acting in realistic contexts – think,

for example, of driverless cars [4] or of computer vision modelling [5]. Notably, in some areas

probabilistic models have become even more than optional; for instance in cryptography, where

secure encryption schemas are probabilistic [6].

On Logical Foundations of Computer Science. The existence of several and deep inter-

actions between logic and TCS is not accidental, but rooted in the intimate correspondence

connecting these disciplines. In fact, even the formal appearance of the science of computing
was essentially motivated by foundational studies in mathematics and logic, that had defined

the context in which this subject took its first steps. Later on, the back and forth between logic

and CS has strongly influenced the development of both and, today, numerous areas of IT – as

programming language theory [2], verification [7] and database theory [8], computational and

descriptive complexity [9, 10], just to quote a few – has effectively benefitted from their mutual

dialogue. As Siekmann wrote, “[i]n many respects, logic provides computer science with both a

unifying foundational framework and a tool for modeling” [11, p. 17]. Indeed, several aspects

of computer science are intrinsically related with logic, as shown by a variety of seminal results,

e.g. [12, 13, 14, 9]. The other side of the coin is the existence of numerous concrete exchanges

between these disciplines: while the growing importance of IT has guided and stimulated

many advances in logic, logical tools have extensive applications in CS and technology – from

software and hardware verification to the modelling of interactive or multi-agent systems, from

the study of relational databases to argumentation theory.



Probabilistic Computation. Probabilistic computational models have been widely investi-

gated in the last few years, and are nowadays pervasive in almost every areas of CS. As seen,

the idea of relaxing the notion of algorithm from purely deterministic to probabilistic appeared

early in the history of modern computability theory. Intuitively, as anticipated, a randomized

algorithm is nothing but an algorithm involving random processes – typically corresponding to

“flipping a coin” – as part of its procedure. While in deterministic computation, for every input,

the algorithm 𝒜 produces (at most) one output, in randomized computation, given an input, the

algorithm 𝒜ℛ returns a set of outputs, each associated with a probability:

J𝒜K : N ⇀ N ⇝ J𝒜ℛK : N → DN.

In this way, algorithms have enabled efficient solutions to numerous problems [15], becoming

essential in different areas. As a consequence, several probabilistic (formal) models were

introduced: from PTMs [16, 17] and stochastic automata [18, 19] to probabilsitic 𝜆-calculi [20].

At this point, randomized algorithms and programs are widespread, steering disciplines like

robotics, AI, verification and security coding, computer vision and NLP:

The last decade has witnessed a tremendous growth in the area of randomized

algorithms. During this period, randomized algorithms went from being a tool in

computational number theory to finding widespread applications in many types of

algorithms. Two benefits of randomization have spearheaded this growth: simplicity

and speed. [15, p. ix]

Reasoning About Uncertainty. In particular, the use of randomized models have spread in

discipline involving uncertain domain – that is, in all disciplines realistically interacting with

“the world”. For instance, in agent systems (whether artificial or not) reasoning is processed and

decisions are made on the ground of partial information obtained from the environment and the

background knowledge.
1

Clearly, in such contexts, simplifications are needed and “probabilistic

thinking” appears as a formidable tool for decision making and learning processing [21]. These

new, concrete demands also led to the first attempts to analyze probabilistic reasoning in a
formal way and to the introduction of a few logical systems, starting in 1986 with Nilsson’s

pioneering proposal:

Because many artificial intelligence applications require the ability to reason with

uncertain knowledge, it is important to seek appropriate generalizations of logic

from this case. [22, p. 71]

In the following years, new probability logics, inspired by [22], were presented and developed

in the context of modal logic [23, 24, 25]. Nowadays, different formal systems to deal with

probabilistic and uncertain reasoning have been defined, even basing on alternative (non-

modal) approaches, for example via non-monotonic and fuzzy logics or due to direct numerical

representations.
2

1

Probabilistic models become fundamental in AI research from the 1970s-1980s on. For further details on the “main

phases” in the history of this discipline, see e.g. [5].
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3. Towards Logical Foundations of Randomized Computation

As anticipated, interchanges between logic and computation are numerous and well-studied. Yet,

in the randomized setting, such a deep correspondence has only been sparsely investigated. One

crucial peculiarity, when switching to probabilistic algorithms, is that, in this case, behavioral

properties, like termination or equivalence, have an inherently quantitative nature, that is a

computation terminates with a given probability and a program might simulate a desired function

up to some probability of error – think, for instance, to probabilistic primality tests or learning

algorithms. Then, the central question is:

can such quantitative properties be studied within a logical system?

In my Ph.D. dissertation a positive answer is given, at least for the specific aspects of the

interaction between quantitative logics and randomized computation it focusses on. As we shall

briefly see, the turning point of our approach consists in considering new quantitative logics

able to express probability in a natural way.

3.1. Relating Logic and Randomized Computation

Concretely, we generalized a few standard results linking logic and computation to the proba-

bilistic realm.

Complexity Theory. As it is well-known, classical propositional logic and computational

complexity are strongly connected. Indeed, checking the satisfiability of PL-formulas is the

paradigmatic NP-complete problem [9], while the language of classical tautologies is coNP-

complete. In the early 1970s, Meyer and Stockmeyer also showed that, when switching to

quantified propositional logic (QPL, for short), the full polynomial hierarchy (PH, for short)

can be captured by a single logical system and that each level in it is characterized by the

validity of QPL-formulas (in PNF), with the corresponding number of quantifier alternations.

Nonetheless, when moving to the probabilistic framework, such a plain correspondence seems

lost since no analogous logical counterpart is known to relate in a similar way to the counting

classes and hierarchy, as introduced by Valiant [27] and Wagner [1]:

polynomial hierarchy : QPL ⇐⇒ counting hierarchy : ?

In the first part of the dissertation, a counting propositional system, called CPL, is introduced.

This logic is basically a generalization of PL capable of expressing that a formula is true with a
given probability [28, 29]. Then, CPL is shown to be strongly related to counting computation

and classes, being the probabilistic counterpart of QPL [30, 28, 31]. Indeed, its counting

quantifiers can be naturally seen as “quantitative” versions of standard propositional ones.

Our main result here is the purely logical characterization of Wagner’s hierarchy via complete

problems defined in terms of CPL-formulas.

Programming Language Theory. Traditionally, the Curry-Howard correspondence (CHC,

for short) relates intuitionistic PL and the simply-typed 𝜆-calculus, but in the last fifty years



this correspondence was shown to hold in other and more sophisticated contexts too. Mean-

while, randomized 𝜆-calculi [20] and associated type systems were introduced, sometimes also

guaranteeing desirable forms of termination [32]. Yet, they are not so-to-say “logically oriented”

and no (probabilistic) CHC [2] is known for them:

simply typed 𝜆→ : intuitionistic PL ⇐⇒ randomized 𝜆-calculi : ?

In the second part of the thesis, two new ingredients are introduced to define the first probabilistic

version of the quoted correspondence. On the one hand, we consider the intuitionistic version

of univariate CPL, called iCPL0, and show it able to capture quantitative behavioral properties.

On the other, we define a “counting”-typed randomized 𝜆-calculus. Its untyped part is strongly

inspired by the probabilistic event 𝜆-calculus introduced in [33], while its types are defined

mimicking counting quantifiers. Finally, we establish a (static and dynamic) correspondence in

the style of Curry and Howard between these two systems [34, 31].

Arithmetic and Computation Theory. The theory of (deterministic) computation and

arithmetic are linked by deep results coming from logic and recursion theory – for example,

Gödel’s arithmetization [35] or realizability [36] or the Dialectica interpretation [37]. Indeed,

the language of arithmetic is able to express many interesting properties of algorithms and, due

to the relation between totality (of functions) and termination (of algorithms), several issues

in computation theory can be analyzed in the framework of arithmetic. Also in this context,

when switching to the probabilistic realm, no theory can be found to relate to randomized

computation as Peano Arithmetic (PA, for short) does in the deterministic case:

deterministic computation : PA ⇐⇒ probabilisitic computation : ?

In the third part of the dissertation, we present a quantitative extension of the language of

PA, called MQPA, which allows us to formalize basic results from probability theory that are

not expressible in PA, for example the so-called infinite monkey theorem or the random walk

theorem. This language is also proved to be actually connected to randomized computation as

we establish the first probabilistic version of Gödel’s arithmetization [33], namely it is shown

that any random function can be expressed by a formula of MQPA.

In addition, this language is at the basis of our study of randomized bounded theories [38].

One of the central motivations for the development of bounded arithmetics – i.e., subsystems of

PA the language of which includes functions with specific growth rate together with bounded

quantifiers, and in which induction is (variously) limited – was their connection with compu-

tational complexity. As it is clear that not all computable functions are feasibly computable,

bounded theories become essential to characterize interesting (feasible) complexity classes

in terms of families of arithmetic formulas. Specifically, in 1986 Buss proved that poly-time

computable functions precisely correspond to those functions which are Σ𝑏
1-definable in a

given bounded theory, called S12 [3]. Although this fact is very insightful, no similar result was

established in the probabilistic framework:

deterministic classes : BA ⇐⇒ probabilistic classes : ?



Inspired by the language MQPA, in the third part of the thesis we also introduce a randomized
bounded theory, called RS12, enabling us to logically capture relevant probabilistic classes, as

BPP [39, 40].

3.2. From Evaluating to Measuring

Counting quantifiers are quantifiers of the form C𝑞
𝑋 or D𝑞

𝑋 and capable of expressing prob-

abilities within a logical language. These quantifiers not only determine the existence of a

satisfying assignment, but rather count how many those assignments are. In this sense, counting

quantifiers can be seen as a quantitative generalization of standard propositional ones:

(∀𝑋)𝐹, (∃𝑋)𝐹 ⇝ C𝑞
𝑋𝐹,D𝑞

𝑋𝐹.

Intuitively, the QPL-formula (∃𝑋)𝐹 says that there is an interpretation for 𝑋 making 𝐹 true.

On the other hand, the (pseudo-)counting formula C
1/2
𝑋 𝐹 expresses that 𝐹 has probability

greater than
1
2 of being true, i.e. that 𝐹 is true for at least one half of all possible interpretations

of 𝑋 . Dually, D
1/2
𝑋 𝐹 says that the argument formula 𝐹 has probability strictly smaller than

1
2

of being true.

Remarkably such a generalization is made possible by switching from a truth-functional to a

quantitative semantics, in which formulas are no more interpreted as single truth-values but as

measurable sets of models:

J𝐹 KQPL ∈ {0, 1} ⇝ J𝐹 KCPL ⊆ 2N.

So, while (the truth of) an existentially-quantified formula ofQPL – for instance, (∃𝑋)(∃𝑌 )(𝑋∧
𝑌 ) – gives us information about the existence of a model for 𝑋∧𝑌 , counting-quantified formulas

tell us something about the number of these satisfying valuations. For example, the (pseudo-

)counting formula C
1/4
𝑋,𝑌 (𝑋 ∧ 𝑌 ) says not only that there is a model for 𝑋 ∧ 𝑌 , but also that at

least one out of four possible interpretations of the argument formula is a satisfying one. It is in

this way that counting logical systems allow us to formally represent and study quantitative

aspects of probabilistic computation in an innovative way.

Notably, our counting propositional logics are natural tools to represent stochastic events in

a straightforward way,
3

but, as predictable, their expressive power is still quite limited. This

has led us to the generalization of the notion of counting quantifier and to the definition of the

extended language MQPA, which is nothing but the language of first-order arithmetic endowed

with second-order measure quantifiers and associated with a Borel semantics.
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A. Outline of the Thesis
The Ph.D. dissertation Towards a Logical Foundation of Randomized Computation [26] was defended in July 2023 at

the University of Bologna, Department of Computer Science and Engineering (DISI). Its main contributions concern

three aspects of the interaction between quantitative logic and probabilistic computation. Accordingly, the thesis is

divided into three parts. Each one is intended to be as self-contained as possible and the opening chapter always

offers a bird’s-eye view of the topic captioned in the corresponding part. It includes a brief historical overview and

global motivations, together with an informal presentation of the results to be later considered.

• In the first part of the dissertation [26, Ch. 2-5], counting propositional logics are introduced and proved

able to define complete (logical) problems for each level of Wagner’s hierarchy. Specifically, the languages of

univariate CPL0 and of multivariate CPL are presented in Chapters 3 and 4, respectively, together with the

associated, quantitative semantics. These systems provide a natural formalism to represent stochastic events

(see [26, Sec. 3.4]) and support a suitable proof-theoretical treatment (see [26, Sec. 3.3, Sec. 4.2]), in the form

of sound and complete sequent calculi. The main result of this part is the logical characterization of CH, as

presented in Chapter 5.

• The second part of the thesis [26, Ch. 6-10] is devoted to our proposal of a probabilistic CHC. In Chapter 7,

the intuitionistic version of counting propositional logic, called iCPL, is defined, while, in Chapter 8, the

computational part of the correspondence, namely a slightly modified version of the probabilistic event

𝜆-calculus by Dal Lago, Guerrieri and Heijltjes [33], is considered. The principal contribution here is the

definition of a probabilistic CHC between a fragment of intuitionistic counting propositional logic and a

counting-typed system able to express the probability of termination. This is presented in Chapter 9. Then,

in Chapter 10, termination properties are further investigated by introducing a related intersection type

system.

• Finally, in the third part of the dissertation [26, Ch. 11-13], a more general language, called MQPA, is

introduced together with a quantitative semantics. This language extends that of PA via second-order

measure quantifiers, which are not far from counting ones. In Chapter 12, it is shown that the expressive

power of MQPA is effectively remarkable. Indeed, results from probability theory, which cannot be expressed

in PA, can instead be properly formalized in it. Furthermore, it is proved that any recursive random function

can be represented by a formula of MQPA. In Chapter 13, a new randomized bounded arithmetic theory is

defined and it is established that the class of formulas which are Σ𝑏
1-representable in it is precisely that of

poly-time random functions. Due to this result, an arithmetical characterization of BPP is provided.

All the quoted contributions are part of the joint work with Ugo Dal Lago and Paolo Pistone. Our research about

randomized bounded theory, as presented in Section 14, was developed together with Davide Davoli and Isabel

Oitavem. Crucial results from [26, Part I] have been partially presented in [30, 29, 28, 31]. The main contributions

of [26, Part II] have been published in [34, 31]. The language MQPA and its connections with random functions, as

introduced in [26, Part III], have been presented in [41], while results concerning randomized bounded theories [26,

Ch. 13] have appeared (or will appear) in [39, 40, 38].



B. Counting and Measure-Quantified Logics in a Nutshell
In Section B.1, we introduce a few standard notions from basic probability theory which are needed to define the

semantics of our counting and measure-quantified logics. In Section B.2, we present the language and semantics of

univariate CPL0 and of multivariate CPL, while, in Section B.3, we deal with the language and semantics of the

more expressive language MQPA.

B.1. Basic Probability Theory
In probability theory, an outcome or point 𝜔 is the result of a single execution of an experiment, the sample space
Ω is the set of all possible outcomes, and an event 𝐸 is a subset of Ω. Two events, say 𝐸1 and 𝐸2, are disjoint or

mutually exclusive when they cannot happen at the same time, that is 𝐸1 ∩𝐸2 = ∅. A class Fof subsets of Ω is said

to be a 𝜎-field or 𝜎-algebra when (i.) it contains Ω, i.e. Ω ∈ F, (ii) it is closed under complementation, i.e. if 𝐸 ∈ F,

then 𝐸 ∈ F, being 𝐸 the complementation of 𝐸, and (iii) it is closed under countable union (and intersection). The

largest 𝜎-field on Ω is the power class 2Ω, while the smallest one is {∅,Ω}. The 𝜎-field generated by F, 𝜎(F), is the

smallest 𝜎-algebra containing F. A measurable space is a pair (Ω,F), where F is a 𝜎-algebra over Ω.

In the 1930s, Kolmogorov introduced the notion of probability space, together with the axioms for probability. A

probability measure on a 𝜎-field F, Prob(·), associates each event 𝐸 ∈ Fwith a number, Prob(𝐸), so that:

i. for each 𝐸 ∈ F, 0 ≤ Prob(𝐸) ≤ 1,

ii. Prob(∅) = 0 and Prob(Ω) = 1,

iii. if 𝐸1, 𝐸2, ... ∈ F is a sequence of disjoint events, then Prob

(︀⋃︀∞
𝑘=1 𝐸𝑘

)︀
=

∑︀∞
𝑘=1 Prob(𝐸𝑘).

Two events are (stochastically) independent when the occurrence of one does not affect the probability for the other to

occur. In particular, given two disjoint events, say 𝐸1 and 𝐸2, Prob(𝐸1 ∪𝐸2) = Prob(𝐸1) + Prob(𝐸2), while for

two independent events, say 𝐸′1 and 𝐸′2, Prob(𝐸′1 ∩𝐸′2) = Prob(𝐸′1) ·Prob(𝐸′2). A probability space (Ω,F, Prob)
is a mathematical object that provides a formal model for random processes and is made of:

• a sample space, Ω, which is the set of all possible outcomes,

• a 𝜎-field, F, which is the set of events,

• a probability measure, Prob, which assigns to each event in Fa probability, i.e. a number between 0 and 1

satisfying the so-called Kolmogorov axioms.

In the following, we will mostly focus on a specific probability space such that Ω = 2N, namely the set of all

infinite sequences of random bits (i.e. coin tosses). Each such sequence is denoted as

𝜔 = 𝜔(1)𝜔(2) . . . ,

with 𝜔 ∈ Ω, 𝑖 ∈ N, and 𝜔(𝑖) ∈ {0, 1}. Each sequence 𝜔 can be interpreted as the result of infinitely flipping a coin.

Definition 1 (Cylinder of Rank 𝑛). A cylinder of rank 𝑛 is a set of the form

cyl𝐻 = {𝜔 | 𝜔(1), ..., 𝜔(𝑛) ∈ 𝐻},
with 𝐻 ⊂ {0, 1}𝑛.

Observe that when𝐻 = {(𝑢1, ..., 𝑢𝑛)} is a singleton

(︀
for 𝑢1, ..., 𝑢𝑛 ∈ {0, 1}

)︀
, an event𝐸 = {𝜔 | 𝜔(1), ..., 𝜔(𝑛) =

(𝑢1, ..., 𝑢𝑛)}, such that the first 𝑛 repetitions of the experiment have outcomes 𝑢1, ..., 𝑢𝑛 in sequence, is called a

thin cylinder. We will be particularly interested in thin cylinders in which the only set defining 𝐻 is made of one

element 𝑢𝑖 = 1.

Notation 1. For 𝑖 ∈ N, we denote special thin cylinders as follows:

𝐶𝑦𝑙(𝑖) = {𝜔 | 𝜔(𝑖) = 1}.
The class of cylinders of all ranks, which is a field [42, pp. 27-30], is denoted by C, while 𝜎(C) indicates the

𝜎-algebra generated by C. It is thus possible to define a measure on it. Specifically, we use 𝜇C to denote the unique

probability measure over

(︀
2N, 𝜎(C)

)︀
, such that for any 𝑖 ∈ N, 𝜇C

(︀
𝐶𝑦𝑙(𝑖)

)︀
= 1

2
.

Definition 2 (Canonical Cylinder Measure 𝜇C). Given 𝑢 ∈ {0, 1}, let 𝑝𝑢 denote the (non-negative and summing

to 1) probability of getting 𝑢. Then, for any cylinder cyl𝐻 ,

𝜇C(cyl𝐻) =
∑︁
𝐻

𝑝𝑢1 · · · 𝑝𝑢𝑛 ,

the sum extending over all sequences (𝑢1, . . . , 𝑢𝑛) ∈ 𝐻 .



B.2. On Counting Propositional Logic
The core idea to define counting propositional logics is to extend standard languages by measure-sensitive quantifiers
and to consider quantitative semantics in which formulas are no more interpreted as single truth values, but as

measurable sets of satisfying valuations. When dealing with the most intuitive, univariate fragment CPL0, any

formula, say 𝐹 , is interpreted as the set J𝐹 K ⊆ 2N made of all maps 𝑓 ∈ 2N “making 𝐹 true”

(︀
and belonging to the

standard Borel algebra over 2N, B(2N)

)︀
. In particular, atomic propositions are interpreted as special cylinder sets of

the form:

𝐶𝑦𝑙(𝑖) = {𝑓 ∈ 2N | 𝑓(𝑖) = 1},
for 𝑖 ∈ N, while non-atomic expressions are interpreted as standard operations of complementation, finite intersec-

tion and union. Since these sets are all measurable, and B(2N) is endowed with a canonical probability measure,

it makes sense to ask whether “𝐹 is true with probability at least q” or “𝐹 is true with probability strictly smaller
than q”. This is formalized by the notion of counting quantifier – i.e. by C𝑞

or D𝑞
, for 𝑞 ∈ Q ∩ [0, 1] –, inspired by

Wagner’s counting operator [1]. Intuitively, the formula C𝑞𝐹 (resp., D𝑞𝐹 ) expresses that 𝐹 is satisfied by a portion

of assignments greater (resp., strictly smaller) than 𝑞. For example, C1/2𝐹 expresses the fact that 𝐹 is satisfied by at
least half of its valuations. In the more expressive counting propositional logic, CPL, relations between valuations

of different groups of variables can be taken into account. Contextually, the corresponding quantitative semantics is

subtler than that of CPL0 and the interpretation for counting-quantified formulas relies on some technical notions.

Remarkably, in [30, 28, 31], sound and complete proof system(s) for both CPL0 and CPL are introduced.

Remark 1. There is a strong connection between (closed) formulas of CPL0 and (closed) formulas of CPL in which

only one name occurs. Indeed, a translation which preserves validity can be easily defined to pass from ones to the

others [26, Sec. 4.1].

B.2.1. Syntax and Semantics of CPL0

Definition 3 (Formulas of CPL0). Formulas of CPL0 are defined by the grammar below:

𝐹 ::= i | ¬𝐹 | 𝐹 ∧ 𝐹 | 𝐹 ∨ 𝐹 | C𝑞𝐹 | D𝑞𝐹,

where 𝑖 ∈ N and 𝑞 ∈ Q ∩ [0, 1].

The definition of the semantics of CPL0 relies on the standard cylinder space

(︀
2N, 𝜎(C), 𝜇C

)︀
.

Definition 4 (Semantics of CPL0). For each formula 𝐹 of CPL0 its interpretation J𝐹 K ∈ B(2N) is the measurable

set defined as follows:

JiK := 𝐶𝑦𝑙(𝑖)

J¬𝐺K := 2N − J𝐺K
J𝐺 ∧𝐻K := J𝐺K ∩ J𝐻K
J𝐺 ∨𝐻K := J𝐺K ∪ J𝐻K

JC𝑞𝐺K :=

{︃
2N if 𝜇C

(︀
J𝐺K) ≥ 𝑞

∅ otherwise

JD𝑞𝐺K :=

{︃
2N if 𝜇C

(︀
J𝐺K) < 𝑞

∅ otherwise.

Example 1. Let us consider C1/2(𝐹 ∨𝐺), where 𝐹 = 0∧¬1 and 𝐺 = ¬0∧1. The measurable sets, J𝐹 K and J𝐺K,

have both measure
1
4

and are disjoint. Hence, 𝜇C

(︀
J𝐹 ∨𝐺K

)︀
= 𝜇C

(︀
J𝐹 K

)︀
+𝜇C

(︀
J𝐺K

)︀
=

1
2

, and JC1/2(𝐹 ∨𝐺)K = 2N.

Observe that counting quantifiers are inter-definable but not dual, in the sense of standard modal operators:

C𝑞𝐹 is not equivalent to ¬D𝑞¬𝐹 .

Definition 5. For any formula of CPL0, call it 𝐹 , 𝐹 is said to be valid when J𝐹 K = 2N and to be invalid when

J𝐹 K = ∅.

Remark 2. By combining counting quantifiers it is possible to easily express that a formula 𝐹 “is true with precisely

a given probability”, see [29].



B.2.2. Syntax and Semantics of CPL
We now introduce the more expressive fragment CPL, in which relations between valuations of different groups

of variables can be considered. Its language is made of named atomic formulas and named counting quantifiers.

The corresponding quantitative semantics is subtler than the one for CPL0 and, in particular, the interpretation of

counting-quantified formulas relies on some technical notions.

Notation 2. We use 𝑎, 𝑏, 𝑐... ∈ A for names and 𝑋,𝑌... ⊆ A for (countable) sets of names.

Intuitively, named counting quantifiers, C𝑞
𝑎 or D𝑞

𝑎, count the number of valuations of propositional atoms with the
corresponding name, here 𝑎, satisfying the argument formula.

Definition 6 (Formulas of CPL). Formulas of CPL are defined by the grammar below:

𝐹 ::= i𝑎 | ¬𝐹 | 𝐹 ∧ 𝐹 | 𝐹 ∨ 𝐹 | C𝑞
𝑎𝐹 | D𝑞

𝑎𝐹,

where 𝑖 ∈ N, 𝑎 ∈ A, and 𝑞 ∈ Q ∩ [0, 1].

A named quantifier binds the occurrences of the name in the argument formula and counts models relative to the

corresponding bounded variable. The intuitive meaning of C𝑞
𝑎𝐹 is that 𝐹 is true in at least 𝑞 valuations of the

variables with name 𝑎.

The interpretation of a formula 𝐹 now depends on the choice of a finite set of names 𝑋 ⊇ FN(𝐹 ) and is a

measurable set J𝐹 K𝑋 belonging to the Borel algebra, B
(︀
(2N)𝑋

)︀
. To define it formally we need to introduce the

technical notion of 𝑓 -projection.

Definition 7 (𝑓 -projection). Let 𝑋,𝑌 be two disjoint, finite sets of names, and 𝑓 ∈ (2N)𝑋 . For all 𝒳 ⊆ (2N)𝑋∪𝑌 ,

the 𝑓 -projection of 𝒳 is the set:

Π𝑓 (𝒳 ) :=
{︀
𝑔 ∈ (2N)𝑌 | 𝑓 + 𝑔 ∈ 𝒳

}︀
⊆ (2N)𝑌 ,

where

(𝑓 + 𝑔)(𝛼) :=

{︃
𝑓(𝛼) if 𝛼 ∈ 𝑋

𝑔(𝛼) if 𝛼 ∈ 𝑌.

Definition 8 (Semantics of CPL). For each formula 𝐹 of CPL and finite set of names such that 𝑋 ⊇ FN(𝐹 ), the

interpretation J𝐹 K𝑋 ⊆ (2N)𝑋 is defined as follows:

Ji𝑎K𝑋 := {𝑓 | 𝑓(𝑎)(𝑖) = 1}
J𝐺 ∧𝐻K𝑋 := J𝐺K𝑋 ∩ J𝐻K𝑋
J𝐺 ∨𝐻K𝑋 := J𝐺K𝑋 ∪ J𝐻K𝑋

J¬𝐺K𝑋 := (2N)𝑋 − J𝐺K𝑋
JC𝑞

𝑎𝐺K𝑋 :=
{︀
𝑓 | 𝜇C

(︀
Π𝑓 (J𝐹 K𝑋∪{𝑎})

)︀
≥ 𝑞

}︀
JD𝑞

𝑎𝐺K𝑋 :=
{︀
𝑓 | 𝜇C

(︀
J𝐺K𝑋∪{𝑎})

)︀
< 𝑞

}︀
.

Example 2. Let us consider the formula C
1/2
𝑏 C

1/2
𝑎 𝐹 , where

𝐹 =
(︀
2𝑎 ∧ (¬2𝑏 ∧ 3𝑏)

)︀
∨
(︀
¬2𝑎 ∧ (2𝑏 ∧ ¬3𝑏)

)︀
∨
(︀
(¬2𝑎 ∧ 3𝑎) ∧ 3𝑏

)︀
.

The valuations 𝑓 ∈ (2N){𝑏} belonging to JC1/2
𝑎 𝐹 K{𝑏} are those which can be extended to valuations of all Boolean

variables satisfying 𝐹 in at least half of the cases. Let us list all possible cases:

1. 𝑓(𝑏)(2) = 𝑓(𝑏)(3) = 1. Then, 𝐹 has
1
4

chances of being true, as both ¬2𝑎 and 3𝑎 have to be true

2. 𝑓(𝑏)(2) = 1, 𝑓(𝑏)(3) = 0. Then, 𝐹 has
1
2

chances of being true, as ¬2𝑎 has to be true

3. 𝑓(𝑏)(2) = 0 and 𝑓(𝑏)(3) = 1. Then, 𝐹 has
3
4

chances of being true, as either 2𝑎 or both ¬2𝑎 and 3𝑎 have

to be true

4. 𝑓(𝑏)(2) = 𝑓(𝑏)(3) = 0. Then, 𝐹 has no chance of being true.

Clearly, JC1/2
𝑎 𝐹 K{𝑏} only contains the valuations which agree with cases 2. and 3. Therefore,

q
C

1/2
𝑏 C

1/2
𝑎 𝐹

y
∅ = 2N,

i.e. C
1/2
𝑏 C

1/2
𝑎 𝐹 is valid, since half of the valuations of 𝑏 has at least

1
2

chances of being extended to a model of 𝐹 .



B.3. On Measure-Quantified Peano Arithmetic
The standard model N= (N,+,×) has nothing probabilistic in itself. To obtain a model for MQPA we extend it to

a probability space, obtaining P= (N,+,×, 𝜎(C), 𝜇C). The grammar for terms of MQPA is standard, whereas the

syntax for formulas is obtained by endowing the language of PA with special flipcoin formulas of the form Flip(𝑡)
and measure-quantified formulas, such as C𝑡/𝑠𝐹 and D𝑡/𝑠𝐹 . Specifically, Flip(·) is a special unary predicate with

an intuitive computational meaning: it provides an infinite sequence of independently and randomly distributed bits.

Given a closed term 𝑡, Flip(𝑡) holds if and only if the 𝑛-th tossing returns 1, where 𝑛 denotes 𝑡+ 1.

Definition 9 (Terms and Formulas of MQPA). Let 𝒢 be a denumerable set of ground variables, whose elements are

indicated by metavariables such as 𝑥, 𝑦, .... The terms of MQPA, denoted by 𝑡, 𝑠, ..., are defined by the grammar

below:

𝑡 ::= 𝑥 | 0 | S(𝑡) | 𝑡+ 𝑠 | 𝑡× 𝑠.

The syntax for formulas of MQPA is as follows:

𝐹 ::= Flip(𝑡) | (𝑡 = 𝑠) | ¬𝐹 | 𝐹 ∨𝐺 | 𝐹 ∧𝐺 | ∃𝑥.𝐹 | ∀𝑥.𝐹 | C𝑡/𝑠𝐹 | D𝑡/𝑠𝐹.

Given an environment 𝜉 : 𝒢 → N, the interpretation J𝑡K𝜉 of a term 𝑡 is defined as usual. Instead, the interpretation

of formulas requires a little care, being it inherently quantitative; indeed, any formula of MQPA, say 𝐹 , is associated

with a measurable set, J𝐹 K𝜉 ∈ 𝜎(C).

Definition 10 (Semantics for Formulas of MQPA). Given a formula 𝐹 and an environment 𝜉, the interpretation of
𝐹 in 𝜉, J𝐹 K𝜉 ∈ 𝜎(C), is the measurable set of sequences inductively defined as follows:

JFlip(𝑡)K𝜉 :=
{︀
𝜔 | 𝜔

(︀
J𝑡K𝜉

)︀
= 1

}︀
J(𝑡 = 𝑠)K𝜉 :=

{︃
2N if J𝑡K𝜉 = J𝑠K𝜉
∅ otherwise

J¬𝐺K𝜉 := 2N − J𝐺K𝜉

J𝐺 ∨𝐻K𝜉 := J𝐺K𝜉 ∪ J𝐻K𝜉
J𝐺 ∧𝐻K𝜉 := J𝐺K𝜉 ∩ J𝐻K𝜉

J∃𝑥.𝐺K𝜉 :=
⋃︁
𝑖∈N

J𝐺K𝜉{𝑥←𝑖}

J∀𝑥.𝐺K𝜉 :=
⋂︁
𝑖∈N

J𝐺K𝜉{𝑥←𝑖}

JC𝑡/𝑠𝐺K𝜉 :=

{︃
2N if J𝑠K𝜉 > 0 and 𝜇C(J𝐺K𝜉) ≥ J𝑡K𝜉/J𝑠K𝜉
∅ otherwise

JD𝑡/𝑠𝐺K𝜉 :=

{︃
2N if J𝑠K𝜉 = 0 or 𝜇C(J𝐺K𝜉) < J𝑡K𝜉/J𝑠K𝜉
∅ otherwise

The semantics is well-defined as the sets JFlip(𝑡)K𝜉 and J(𝑡 = 𝑠)K𝜉 are measurable, and measurability is preserved

by all logical and counting operators. A formula of MQPA, say 𝐹 , is said to be valid when, for every 𝜉, J𝐹 K𝜉 = 2N.

Example 3. The formula 𝐹 = C1/1∃𝑥.Flip(𝑥) states that a true random bit will almost surely be met. This formula

is valid, as the set of constantly 0 sequences forms a singleton of measure 0.
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