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Abstract In client-server interaction scenarios over a network tfudjem of unso-
licited network transactions is often encountered. In paiper, we propose a repu-
tation model based on the behavioural history of long-liwetivork client identities
as a solution to this problem. The reputations of clientssheged between trusted
servers anonymously through global reputation analySérated global reputations
and local reputations help servers to infer local opinidhgients and control ser-
vice levels in attempts to reduce unsolicited network @atiens.

1 Introduction

In client-server interaction the problem of unsolicitedwark transactions is often
encountered. We propose a reputation model based on behaviistory of long-
lived network client identities as a solution to this prable

Allman, et al [4] presents an architectural overviewafistributed system that
provides a lightweight actor-based history databbaJéneir proposed system ac-
cumulates reports of unwanted traffic across the entire aoré&tvl he information
provided by the history database is used by consumers tontdete the valid-
ity and trustworthiness of the information. The system canubed to build au-
dit trails of network actors, which is useful in enforcinglip@s by consumers of
this shared behavioural history. However, the architecti@scribed provides a very
broad overview of behavioural history. Unfortunately, #nehitecture is susceptible
to some forms of attack due to its openness. For instancestfelness of a report
can be artificially increased in an attack mounted by maligidentities.

Wei and Mirkovic [21] take the ideas from Allman’s work andend it by iden-
tifying some of the problems with the architecture, wheréisy propose building
reputations for Internet clients. The authors claim thaytare the first to provide
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a systematic overview of the differences between client@nodider reputations.
Assuming a realistic adversary model and an open partiopa¢putation system,
the authors identify challenges that are unique to clieptit&tion systems. Their
system describes a combination of two different ways inddug reputation — one
way is for servers to rank their experiences with clientslstlihe other way is to
allow independent observers to rank client behaviour usimggrvations of traffic
patterns. However, they define behaviour as either ‘goodbad’ when viewing
the low-level network traffic. This, unfortunately is notsa@ved in real-world con-
ditions, where behaviour is not absolutely good or bad andednterpreted against
expectations.

Our work addresses the problems of openness and reliancaslevel traf-
fic patterns by postulating a general attack model and byadistg the definition
of good and bad behaviour. We propose a system, which usesibahal history
as a mechanism to augment other measures against unwanhieatkngaffic. We
predict that reputations built on behavioural history vebbe useful in efforts to
inform policy decisions for future client-server interiacis. In this paper, we ex-
plore the research questiocan a local and a global reputation scheme based on
behavioural history of long-lived network identities bedgo enforce policies for
future network interactionsWe describe a system that uses a notion of long-lived
network identities that are associated with a correspanid@havioural history. We
define an open-ended behaviour analyser, which helps getredaconcept of good
and bad behaviour of clients conforming to offline agreemeantd policies. Given
locally recorded histories of behaviour of clients, sesvean interpret their local
reputations, which they periodically report to global rggion aggregators. These
global reputations can be queried by other servers, whinhrdar their views on
the clients before providing service. Both the local andglubal reputations help
servers decide service levels to clients. Also, at timesotféneck network condi-
tions, servers can choose to deliver service to clients migher reputations only.

2 Related work

In this section, we discuss related work from the areas ofspam systems; trust
and reputation systems; and behavioural history.

Anti-spam systems
Email spam is a well established area of traffic managememhioh reputation
is applied. In October 2007, it was observed that over 74.6&81 emails sent over
the Internet comprised of spam[14]. There has been sukEtanademic research
as well as industry initiatives towards solving these peats [25, 2, 3, 5, 9] using
content filtering, quota management and social networksgstmther techniques.
In particular, SpamAssassin [3] is a well-known open soymaaluct that uses
Bayesian content filtering [18] of email messages. SpamCoji$ another example
of text-based spam classificiation. Sender Policy Framley&]ris a commercial
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means of spam identification using a form of sender identiinaOther research
have used social network relations against spam [9]. Us@Bfd¥erlays in email
spam protection is discussed in [5].

Research has also been done towards combatting web spam[16,922]).
Google’s PageRank [16] is a well-known way for ranking welggson a loga-
rithmic scale based on their importance.

Trust and reputation systems

There has been a large number of academic research intieréstésarea of trust
and reputation. We present a brief survey of research tlaaeplour work in to
context.

Eigentrust [12] is a secure and distributed mechanism ofpedimg global trust
values, based on eigenvector calculation for nodes in atpgaeer network. Pow-
erTrust [24] proposes a fully decentralised trust modeédam power-law distri-
bution in user feedbacks. Pinocchio [8] describes a framlefew providing incen-
tives for honest participation in large distributed trustrmagement infrastructures.
Guha, et al [10] discusses different mechanisms of propaygef trust and distrust
in the context of e-commerce and recommendation systeraandeand Pope [11]
describe the principles for expression and analysis, agdinements for validity
of transitive trust networks. [23] talks about detectiondefception in testimony
propagation and aggregation in distributed reputationagament, with particular
reference to an earlier work of theirs on management of egjou. Damiani, et al in
[6] describes a reputation sharing system in an attempoiotbie spread of Trojan
Horses, viruses and spam over P2P networks.

Behavioural history

The problem of unsolicited messages has gone beyond themlofremail spam.
There is an increasing concern about spam over Internptiets [20] where there
is active research being conducted on the prevention oewpam (e.g., [13]). We
envisage that the problem of unsolicited messages can leased to any unso-
licited network transaction between a client and a sermendst cases, client-server
interactions over the Internet are largely anonymous. #esgaroviding a particular
service to a client often has no idea about the client’s paivity history. This
leaves the server with the option of making one-off decisiabout the interaction
through content filtering or any other form of analysis basedhe network traffic.
Allowing a server to have an advanced knowledge of both laedlglobal behaviour
of a client’s reputation, based on its prior behaviouratdrig aids the former in its
decision making process.

There are different mechanisms in which servers can takaradge of be-
havioural history. For example, an intrusion detectionesysmay maintain a local
cache to track behaviour exhibited by remote hosts. Alterelg, information col-
lected about a particular client could be shared by rematiesn[19]. Websites,
such as DShield [1] aggregate activity reports about di¢otforecast threats on
the Internet. Similar means are undertaken in client bisiiky and whitelisting
procedures.
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3 Proposed solution

To record behavioural history the notion of long-lived itiges is necessary. We
assume the presence of a record of long-lived identities| ofedwork entities. A
namespace based identity architecture is described in [iB¢ss otherwise men-
tioned, we assume a Public Key Infrastructure (PKI) as tlemtity mechanism
throughout the rest of the paper.

We identify three types of network entitieslents serversand theGlobal Rep-
utation Analyser (GRA)Servers provide services, which clients consume. Servers
maintain local observations of behavioural history as aslreputation of clients,
that they provide service to. Servers also report the legaltations of their clients
to the GRA, which can be queried by other servers to obtagmpnétations of global
reputations of clients. Global and local (if available)utgtions are useful to servers
for determining levels of service provided to clients. Suahations in service lev-
els help control the proliferation of unsolicited networarisactions.

While the GRA appears to be a single entity to servers, ikayito be imple-
mented, in a real world scenario, as a cluster or a P2P oveflelpsely adminis-
tered and trusted nodes. For example, an overlay could beefbout of geographi-
cally dispersed ISP backbones.

Legend:
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Fig. 1 Conceptual overview of a system of four servers with somensomclients and a Global
Network Analyser

A conceptual diagram of a system with four servers, some comrotients and a
distributed GRA is illustrated in figure 1.

Behaviour analysis

The reputation of a client is formed by analysing its behari¢tiowever, the
interpretation of “good” or “bad” behaviour is often relai hence dependent on
policies implemented by specific servers. Behaviour imetgtion can be achieved
through a variety of monitoring mechanisms. For example ageBian spam fil-
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ter could scan text in a message to determine its rank as spanthe other
hand, a router traffic monitor could detect how many simd@tars connections
are opened by a particular client at any particular periotinte. More than one
such monitoring system may be used at a time to gather intoismabout a client.
Generic data is provided by these monitoring systems angpigessed as a tuple
7 ={client.id, observedvaluesobservedypetimestamp. We defineclient.id as
the long-lived identity of the clientpbservedvaluesas the set of output values of
the monitor (e.g.{0.9} on a scale of 0 to 1 from a spam filteghservedy peas the
type of the monitor (e.g., Bayesian spam filter) aimestampas the time at which
the monitor observed a client behaviour. Thimestams used to detect multiple
occurrences of similar observations. The behaviour aralysintains a history of
previously observed behaviour. The implementation andiBpgolicies determine
how large this recorded history can be.

Using this as an input, a policy-specific behaviour analgserbe implemented
for specific servers. Such an analyser keeps a history of sdagple inputs and
outputs the interpretation of behaviour in discrete iraegnits (both positive and
negative), which is fed into the reputation system. Thisgiekeeps the behaviour
analyser open-ended and it can augment existing netwoisktgehonitoring sys-
tems.

Local reputation
In this section, we will be outlining how local reputatiorfismed from behaviour
and also how it is affected by the lack of activity over time.

Reputation response to behaviodrlocal reputation response is based on the dis-
crete behaviour input corresponding to the locally obstlent behaviour. We
chose a reputation response with the following intuitivareleteristics:

e Good reputation gets better with good behaviour until ithess a positive satu-
ration. The gradient of improvement slows as reputatiogstis

e Good reputation will decrease more rapidly with bad behaviban it will im-
prove with good behaviour.

e Bad reputation gets worse with bad behaviour until it reachaegative satura-
tion. The gradient of worsening reputation becomes lespsts the reputation
falls.

e Bad reputation increases with good behaviour at a slowerttatn it worsens
with bad behaviour.

An alternative reputation response with different chagdstics could be used
depending on the security policy requirements. We use thatation response de-
scribed above as a model in this paper.

The following mathematical model has been found to fit theselnoreputation
response. Let us assume that client reputation is denotidrwbehaviour vari-
able withb; positive saturation withrpsa; negative saturation with,sa, and two
adjustable response paramet®randp. Here,rpsat = 1 andrpsae = —1. Other val-
ues of positive and negative saturation may be considerédune. Also, for any
event {) for which a change of behaviour is reported, the correspgncumula-
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tive behaviour isby, and the corresponding reputationris In addition,p andn,
respectively signify positive and negative values.
The equations are presented below. The equation for goodiatsgn getting bet-
ter with good behaviour is:
r:rpsat(l—e"‘b) for Ab>0,b>0,r,_1>0 1)
and the equation for bad reputation getting worse with badbieur is:
r:rnsat(l—e/‘b) for Ab<0,b<0,r,_1<0 2)

and the equation for good reputation getting worse with edhliour is:

_w _ oAby
r= b for Ab<O,b>0,ry-1>r,>0 and ry,=rpsa|(l—€"™

by,
3)
and the equation for bad reputation getting better with duettaviour is:
M'vy b
r=——(1-¢e for Ab>0,b<0,r_1<r,<0
(1—e“an)( ) 1S v @

and ry = rnsat(l— e/\bvn)

Theoretical positive saturation (i)

Arbitrary positive reputation (r, )

Reputation score (1)

Arbitrary negative reputation (r, )

Theoretical negative saturation (1, )

1 I I . . . . . . . )
“1000  -800  -600  -400  -200 [) 200 400 600 800 1000
Behaviour (b)

Fig. 2 Graph of reputation versus behaviour

Figure 2 combines equations 1, 2, 3 and 4 to illustrate thereatf reputation re-
sponse to behaviour. Calculation of reputation is stoppleeihnthe reputation value
is close enough to either positive or negative saturatiog,(&ithin 0.1%). It is
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evident from the graph that an identity with a high reputatfpoe., near positive
saturation) will not be able to exploit it because poor béhavwill result in its
reputation being reduced along the linear curve in the afergioned figure (first
quadrant). Similarly, if an identity has a bad reputationyould require a demon-
strable amount of good behaviour to improve its standinigdfiuadrant).

Time decay of reputation

Saturated reputation denotes “too good” or “too bad”, whaten needs a decay
with no activity over time. This helps a saturated bad rejrao recover slowly
with time. It also questions a saturated good reputatiomeifé has been no activity
over time. A neutral zone (default valugB)get Ipdef] SUCh thatnsat < nger < 0
and 0< rpget < I'psatiS defined for this purpose. Positive reputation higher thagy
decays to the positive default, while negative reputatmwelr thanr,qe¢ ‘decays’
(in essence, increases) to negative default. An adjusthdalay rate parameteris
introduced in this context. The equation for positive region decaying over time
is given as:

2
f {rvp (1—et?) forr > rpger 5)
Modef forr <rpgef
and the equation for negative reputation increasing owes {6 given as:
2
" (1—gt?) forr <rnge (6)
Mdef forr > rpgef

Theoretical positive saturation (r._.)

Arbitrary positive saturation (r, )
'

Positive default (1.,

Negative default (r__ )
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Theoretical negative saturation (r. )
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Fig. 3 Graph of reputation versus time

Figure 3 illustrates equations 5 and 6. Once the decayedatiqrureaches the
boundaries of the neutral zone, the decay stops.
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Reputation reporting mechanism

Observed local reputations are submitted by servers to B&.Ghe process of
submission can either happen at the end or during an on-geiwgce. Submission
can be made several times as long as the evidence of sertécadtion between a
server and a client is valid. This evidence is the authadsabken, which the client
gives to the server. The different steps of the reputatiponérg mechanism are
illustrated below. It is essential that prior to this repogtmechanism, the identities
of the client and the server are known to the GRA. Any commatioo between
a client and the GRA or between a server and a GRA happen ocareSg8ockets
Layer (SSL).

1. When the client (C) requests a service from server (Shoitiges the server with
a signed authorisation tokeAT). This token may contain information relevant to
the context ofimplementation but will at least contain agistamp signifying the
expiry of the token and the server identifier of the requessierver. C provides
S with a token signed with its private key(AT)c,, -

2. C also sendfAT)c,,;, to the GRA to keep track of the active token.

3. Sre-signs the toketAT)c,, )s,q, and sends this to the GRA to query the global
reputation of C.

4. The GRA performs a token authenticity check confirming: tthee two copies of
AT are equal; the copy from S comes from the S identified in thé} C; and
that the time-stamp is valid.

5. On a successful authenticity check, the GRA calculatesgtbbal reputation
of C with respect to S’s confidence in other servers that mag lsabmitted
reputations of C. This is accomplished through a social ogtwf servers.

. S makes inferences from the global reputation of C.

7. Sprovides service to C and uses the reputation-to-behiedsponse mechanism
to form its local reputation of C which, if required, is useddhange service
levels.

8. Either at the end or during an on-going service, S send¢Afligc,;, and its
local reputation of C along with other necessary paramedterdhie GRA —
(y, (AT)cpriv)Spri\,. Please refer to the discussion on global repuation for dfie d
nition of y.

9. The GRA performs a token authenticity check. If succdstie GRA records
the reported reputation and other associated parametasgrges out-of-date
reputation reports and invalidates the authorisationnokeS has reported a
reputation for C in the past then the former is overwrittethwie latter if both
reports are in the sanu@ntext

10. If S wants to report more than once during an on-goingserit has to request

a new authorisation token from the client every time.

»

Social network of servers and confidence matrix

In steps 5 and 6 of the reputation reporting algorithm, weddtat the GRA pro-
vides a reputation of the client tailored for the queryingyee In order to achieve
this we use a “social network” model the servers relatigusid form their confi-
dence on each other. We now describe how these are formed.
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Social network with confidence ratingServers form a social network, which de-
fines the confidence that each server in the network has omatieea. Servers can
choose to connect or disconnect from other servers in thalsmtwork at any time.
This social network is an asymmetric weighted digraph tlegt hodes (servers),
which are connected through directed edges with diffecenfidence rating¢de-
noted byw with range[0 1)) on each edge. Thus, two serversandv; can be
connected through edges; ande; i, which have different confidence ratings; §
andw;j ;). These confidence ratings are used by querying servergeomae their
confidence in the global reputations of clients. The confideatings can be altered
by the servers at any time based on a variety of reasons whaghbe implemen-
tation or policy specific and hence fall outside the remitha$ paper. Therefore, if
the servew; has submitted a reputation for a particular client then as a response
to a query from servey; about the client, the confidence on this particular report
will be w; j. The degree of separation in the network is no more than drerefore,

if serversy; andv; are connected; and servasisandyv, are connected then there
is no transitive confidence from to vk unless they are themselves connected. This
method of relative interpretation of reputation makes iteicmmune to attempts to
fix reputation.

Confidence matrixA confidence matrix is essentially the adjacency matrix ef th
social network graph with weights on connected edges, wihitthbe re-computed
only when servers alter their confidence ratings about cibefers.

Global reputation

Global reputations of clients act as opinions shared beatveeevers. The inter-
pretation of the global reputation depends on the persgeofia querying server.
Through the process of reputation reporting, a set of subthieputations are at-
tached to a particular client and maintained by the GRA. The af this set grows
in proportion (e.g., logarithmically) to the total numbdrservers the client has in-
teracted and is interacting with. There is an age-basedadeathscavenging that
prunes off older reputation values to make space when nealees are submitted.

For a particular clien€, the tuple of reputation and associated parameters sub-
mitted by a serve§;j can be defined ag, = {contex{, ri;,Aj, lj,trepory;, Vj } Where
vj is the vertex foiS;j in the social network grapfm;; is the reputation of the client
Ci submitted by serve®; for a particular application contegbntexf; trepor; is the
timestamp of reporting this tuple; and thg and p;j correspond to those defined
in equations 1, 2, 3, and 4. In thetuple,contextidentifies the application context
over which the behaviour analysis was done to generate tirespmnding repu-
tation. This could be, for example, email spam analysisparlevel TCP packet
analysis. We leave the semantics of tbamtextfor future work. Over time when
several servers submit such reputations for the client, af secorded reputations is
defined ag” = {y: wherer componentiry is not too olg¢. To determine whether
r in yis too old or not, we use the following age-based scavengigitpod.
In a particulary-tuple at any time:

e ifO<r<landA(t —trepon)2 = 1 then the tuple is scavenged,;
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e if —1<r<0 and%(t —trepon)2 = 1 then the tuple is discarded,;
e if, however,r = 0O the tuple is discarded when both conditions are met.

This scavenging method ensures that reputations that le@regenerated by servers
with tougher reputation to behaviour response conditiaes (owerA andu) are
decayed slower than the ones with more lenient conditioims characteristic of the
decay is similar to that defined in equations 5 and 6.

If a serverS (corresponding to vertey) queries the global score of the client
G for a particular contextqontexf) or for all contexts, the query is answered as
follows:

e If v; has no egress edges then the query returns nothing.

e Otherwise, the query returns a set of client reputatios)sffom thej-th y-tuples
for each of which the egress path fromto v; exists. The returned reputations
are chosen from the ninth and the first deciles of their cpording confidence
ratingsw; ;.

e Ifthe " set containg-tuples that have been submitted by servers which are not
directly connected to the querying server then the set eftlieputations that
is returned contains those with the ninth and the first dediletuples arranged
according to their reputation values.

What the querying server does with the reputation and th&demrce is imple-
mentation and policy specific. It may, for example, choosetl its local reputation
for the client from the product of the global reputation amel tonfidence only if the
confidence is above a certain level. Another possibilithat it may wish to alter
the values of it andu parameters depending on the value of the confidence and
then seed its local reputation directly from the global tagian.

4 Adversary model

In this section, we discuss a number of attacks on our modettan possible de-
fences against such attacks.

Manipulation of global reputation

Attack: A group of servers conspire collaboratively to eittncrease or to decrease
the global reputation of a client. This may be done to detitedy confuse a genuine
server such that a particular client with a bad reputatigmeaps good on a global
scale. In this attempt, the malicious servers and clieriaborate and the servers
submit unusually high reputations about the client. Theoplossibility is that some
malicious servers can try to make a good client look bad igldbal reputation. The
servers can do this by submitting unusually low reputatadyaut the client.

Defence: The genuine querying server will need to have higiidence factors

on the malicious servers to be tricked into reputation fixihgan have high confi-
dence in the malicious servers if it has asserted, in the psstirect confidence in
such servers, which is unlikely. Also, the characteristitslustering in the social
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network suggest that the querying server is unlikely to by etse to any of the
malicious servers in terms of path length. If the path lengtlong then the con-
fidence factor diminishes and it becomes zero if the pathteisglarger than the
separation threshold. There is an open issue on the feedifag&bal reputation
that still needs to be addressed.

Exploitation of reputation

Attack: A client which has a high reputation uses this to ehaadly so that it
could possibly take advantage of any time delay before jitstegion decreases. The
client can exhibit good followed by bad behaviour repeated|

Defence: A near saturated high reputation is calculatedlitistclose enough to
saturation (e.g., within.Q%). Any further good behaviour from that point forward
does not increase the reputation any more. This means ttdidyeaviour reduces
the reputation along the linear curve in the first quadrafigofe 2. In addition, the
behaviour analyser can detect small repetitions of belawibange and penalise
the client according to some policy.

A corollary of this attack is that a client with a negative wétion could expect
to improve its reputation by performing some good activitg ghen exhibiting bad
behaviour and so on repeatedly. The local reputation respomodel is resistant to
this attack because the client has to behave substantiallfambe able to improve
its negative reputation (see third quadrant in figure 2)oAisthe negative repu-
tation is such that the client has been denied all servicgldethen it has to wait
for a time decay to improve its reputation by doing nothingdaconsiderable pe-
riod of time. In addition, short bursts of good behavioutdeled by short bursts of
bad behaviour, which constitute a repetitive nature caretected by the behaviour
analyser and the client can be penalised accordingly.

DoS or DDoS attack on the GRA

Attack: The GRA is under a Denial of Service or a Distributeghial of Service
attack, which prevents any server from submitting theireotations about clients
or querying global reputations about clients. Maliciousrs can use this attack to
stop servers from reporting their reputations to the GRA.

Defence: There is no built-in defence against a DoS or DDte#glatn our model
but the GRA is free to implement innovative ways of DoS or Dpo&ection, such
as the overlay approach in [7]. Even if the GRA was succegsfulocked off the
network, each individual server can still use their localutation response mecha-
nisms to continue developing inferences on client repanaaind accordingly adjust
service levels to clients. Therefore, temporary unavditglof the GRA does not
affect the service provided by a server to a client if the giown of the service has
already started. Once the GRA becomes available, the saxerble to resynchro-
nise the reputations of clients. During the period of unabgity of the GRA, a
server will start off any unknown client identity with zeradal reputation. Also, if
the GRA is designed, for example, as an overlay of severadsiod a distributed
hashtable then the impact of a DDoS attack is lessened inb$enae of a central
point of failure.
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DoS or DDoS attack on the server

Attack: Several clients with the same malicious intentigggster as new identities
and ask servers for service. New identities have no pastvimiral history and
hence the malicious intention of one client cannot be ieféfrom the behavioural
history of any other client.

Defence: This attack is a precursor to a Denial of Servieekitbn a server. Every
new client identity so far unknown to any other server andhto@RA will start off
with zero reputation. A careful implementation of servieedls could mean that at
zero reputation, the level of service provided is very hagie client will need to
prove its ability before its reputation improves and is pobed to a higher service
level.

Man-in-the-middle attack

Attack: A malicious network entity tries to intercept thenmmunication between
clients and the GRA or servers and the GRA, in order to maatpuleputation
reports, authorisation tokens, or results of reputaticerigs.

Defence: Our model is resistant to this attack because athuanications be-
tween a client and the GRA or a server and the GRA happen oter&&ddition,
reputation reports from servers and authorisation tokeasligitally signed. This
makes it impossible for a man-in-the-middle attacker tongfesany data communi-
cated between both parties.

5 Conclusion and future work

In this paper, in an attempt to resolve some of the open issitegprevious work
on behavioural history, we have proposed a system for dpwgjdocal and global
client reputation from their behavioural histories in nlieserver interactions. This
paper presents a work-in-progress and considerable anobuwmbrk needs to be
done to make this a feasible system in practical networkrenwments.

As future work we plan to:

e Use mathematical analysis on or simulation of our proposedeh

e Evaluate the performance of the proposed model with behealidata. We will
be using both data directly from web spam traces and syo#ilgtigenerated
from models of good and bad identities derived from netwoakes.

e Address an open issue where a feedback from the queryingrsamthe global
reputation of a particular client may be used to alter thegjong server’s confi-
dence in some of the other servers, which have been usedltbtheiresponse
to the reputation query;
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