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Abstract  
Such system analysis methodologies as Saaty’s method, multi-criteria optimization according 

to the Pareto principle, Bayesian rule, and information system for comprehensive assessment 

of smart cities are considered in this paper. The results of the investigation are automated and 

reflected in the developed software operation. In order to compare the results of these 

methodologies, such cities of Western Ukraine such as Ternopil, Lviv, Rivne, Khmelnytskyi 

and Chernivtsi are selected. 
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1. Introduction 

At present, the concept of smart city is gaining more and more attention. Smart cities have emerged 

in order to solve a number of problems, including rapid urbanization and urban agglomeration, transport 

problems, waste management, air quality, social pressure and inequality, economic speculation and 

ineffectiveness of emergency authorities [1]. Therefore, city planners all over the world are trying to 

develop models of 21st century city development that would meet the new requirements and 

expectations of the modern world and solve the problems of the future, taking into account all aspects 

of urbanization in the integrated way. One of the new concepts for solving modern city problems in the 

field of city planning is the development of smart cities, which has attracted much attention during the 

recent years [2]. 

In mid-November 2022, there are 8 billion people on the planet, more than half of whom live in 

cities. According to forecasts, this share will increase up to 68% by 2060 [3]. The problem of providing 

cities with modern IoT technologies and support from local authorities for the integrated interaction of 

citizens and  intelligence elements is of great importance. 

The first step for the construction and implementation of the smart city architecture and platform is 

to have clearly defined set of characteristics, criteria, and sub-criteria that make it possible to evaluate 

and compare the cities with each other. That is why it is necessary to apply system analysis (decision-

making) methodologies, which can be defined as a set of actions resulting in the solution of decision-

making problem that involves at least two significant alternatives, where the selected one offers the best 

result in relation to the set goal and the possibility of its implementation [4]. 

2. Related Works 

In recent years the “smart cities” concept has attracted a lot of attention. “Smart cities” and “digital 

cities” are the most common terms in the literature which describe the transformation of urban areas. 

The European Commission defines the “smart city” as "a place where traditional networks and services 
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are becoming more efficient due to the application of digital and communication technologies for the 

benefit of residents and businesses" [5]. Kuru et al. note [6] that there is neither agreed definition of the 

smart city, nor the “best way” to make every city smart. 

The idea of the smart city creation involves development in key factors including energy, water 

supply, transportation, health and safety, and other key services [7]. 

Although there are many spheres to which “smart cities” belong and which are interconnected, there 

are common features that unite them among scientists and practitioners. 

A number of attempts have been made to rank the cities according to various parameters, among 

which the most popular are “competitive cities”, “livable cities”, “sustainable cities”, “global cities”, 

“smart cities”, etc. These attempts are realized by means of such characteristics as “smart economy”, 

“smart mobility”, “smart environment”, “smart people”, “smart life”, and “smart governance” [8]. 

It is worth noting the “Global Power City Index” ranking concept from the Memorial Foundation. 

The foundation has published the ranking of the world’s largest cities based on their “magnetism, or 

comprehensive ability to attract human capital and businesses from around the world” every year since 

2008 [9]. The multidimensional ranking system is based on functions such as economy, research and 

development, cultural interaction, livability, environment, and availability [9]. 

Lin et al. [10] conducted a reliability analysis to test the reliability of the current ranking system. A 

similar comparative study between three ranking models was carried out by Benamrou et al [11]. Wu 

[12] developed the “intelligent ranking” system for Chinese cities. Due to the complexity and diversity 

of living standards, research and development on”livable cities” has attracted much attention [13]. 

Akande et al. (2019) ranked 28 European capitals according to their smartness and sustainability 

using 32 indicators. Their methodology is based on hierarchical clustering and principal component 

analysis (PCA) [14]. Finally, Miloševic et al. (2019) included 35 key indicators to evaluate smart cities 

in Serbia. Their approach is based on hybrid fuzzy multi-criteria decision-making model [14]. 

The objective of this paper is to investigate different methodologies for determining the city 

smartness and compare their results, as well as to implement the information system for the evaluation 

of Ukrainian cities. 

3. Determination of the smartest city in Western Ukraine by means of analytic 
hierarchy process 

The analytic hierarchy process (AHP) is based on hierarchical representation of the elements of 

complex problem and uses ratings on the relations scale. The main option for problem presenting is the 

hierarchy with the same number and functional composition of alternatives under the criteria, i.e. a 

hierarchy where alternatives are evaluated according to all criteria of the penultimate level. 

In AHP, priorities are used for pairwise comparison of criteria as well as for pairwise comparison of 

alternatives [4]. Professor Saaty established the following scale for priorities description: 

• "1" - both compared elements (criteria/alternatives) equally contribute to the goal; 

• "3" - thoughts and experience favor one element over the other; 

• "5" - opinions and experience indicate a strong superiority of one element over the other; 

• "7" - thoughts and experiences strongly favor one element over another; 

• "9" - thoughts and experiences completely favor one element over the other. 

You can also use “2”, “4”, “6” or “8” to express the intermediate level of preference [4]. 

Local priorities are obtained by calculating the set of principal eigenvectors for each of the inversely 

symmetric hierarchy matrices according to the formula: 

𝐴 ⋅ 𝑥 = 𝜆max ⋅ 𝑥, (1) 
where 𝑥 = {𝑥1, 𝑥2, . . . , 𝑥𝑛} – is the main eigenvector of the square matrix of pairwise comparisons  

𝐴 = {𝑎𝑖𝑗}; 

𝜆max – is the maximum eigenvalue of matrix 𝐴. 

The quantitative characteristics of the inconsistency of the expert’s statements are the consistency 

index and the consistency ratio. The consistency index is defined in the following way: 

𝐼𝑦 =
𝜆max−𝑛

𝑛−1
, (2) 



where 𝐼𝑦 – consistency index; 

𝜆max  – maximum eigenvalue (𝜆max ≈ 𝑛); 

𝑛 – matrix order. 

The average values of the consistency index 𝑀(𝐼𝑦) for random matrices of different dimensions are 

shown in Table 1. 

 

Table 1 
Average values of the consistency index 

Matrix 
dimension, 

𝑛 
1 2 3 4 5 6 7 8 9 10 

Average 
value of 

consistency 
index, 

𝑀(𝐼𝑦) 

0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 

 

The consistency ratio 𝐼0 is as follows: 

𝐼0 =
𝐼𝑦

𝑀(𝐼𝑦)
 (3) 

The main task of AHP is to calculate the global priorities of alternatives, i.e. the priorities of 

alternatives relative to the entire hierarchy (the main goal). The local priorities are multiplied by the 

priority of the corresponding criterion at the highest level and then summed for each element. 

Hierarchical synthesis is used to weight the eigenvectors of the matrices of pairwise comparisons of 

alternatives by the weights of the criteria (elements) available in the hierarchy, as well as to calculate 

the overall priorities of the alternatives.  

The most important criteria are 3 of the 6 characteristics of the European cities definition method: 

smart mobility, smart environment, and smart lifestyle. 

The constructed hierarchy for solving the described problem is shown in Fig. 1. 

 

 
Figure 1: Hierarchy for solving the problem of determining the smartest city in Western Ukraine 

 



Let us highlight the sub-criteria of the smart mobility criterion such as ICT, local and international 

accessibility, and modern transportation systems. 

Let us point out the following sub-criteria of the smart environment criterion: climate, green areas, 

environmental protection. 

And let us define such sub-criteria of the smart lifestyle criterion as health, safety, and 

accommodation. 

In accordance with the selected criteria and sub-criteria, it is settled to select the smartest city among 

the following alternatives: Ternopil, Lviv, Rivne, Khmelnytskyi, and Chernivtsi. These cities are chosen 

because all of them are located in Western Ukraine. 

In accordance with the above mentioned problem concerning the determination of the smartest city, 

we will solve this problem by means of the Analytic Hierarchy Process (AHP). 

Figure 2 shows how to enter the problem name, criteria, sub-criteria, and alternatives into the 

program in order to make optimal decision. 

 

 
Figure 2: Entering data about the problem to be solved 

 

We start the procedure of determining the local priorities of the descendant relative to the ancestor 

from the 2nd level of the hierarchy. The local priorities of the criteria relative to the problem are shown 

in Figure 3. 

 

 
Figure 3: Local priorities of criteria in relation to the problem 

 



It can be verified that PCM (pairwise comparison matrix) is correct, as the consistency ratio is < 0.1. 

The best local priority among the criteria in relation to the problem is the smart environment. This is 

determined by vector X, which is the eigenvector of this PCM according to the maximum value of the 

eigenvalues of the pairwise comparison matrix. 

We continue the procedure of determining the local priorities of the descendant relative to the 

ancestor at the 3rd level of the hierarchy. The local priorities of the sub-criteria relative to the smart 

mobility criterion are shown in Figure 4. 

 

 
Figure 4: Local priorities of sub-criteria for smart mobility 

 

PCM is valid, as the coherence ratio is < 0.1. The highest local priority among the sub-criteria in 

relation to smart mobility is ICT. 

The local priorities of the sub-criteria in relation to the smart environment criterion are represented 

in Figure 5. 

 

 
Figure 5: Local priorities of sub-criteria in relation to smart environment 

 

The PCM is correct, as the coherence ratio is < 0.1. The highest local priority among the sub-criteria 

in relation to the smart environment is climate. 

The local priorities of the sub-criteria in relation to the smart lifestyle criterion are shown in Figure 6. 

 



 
Figure 6: Local priorities of the sub-criteria in relation to healthy lifestyle 

 

PCM is valid, as the consistency ratio is < 0.1. The best local priority among the sub-criteria in 

relation to reasonable lifestyle is health. 

We continue the procedure of determining the local priorities of the offspring relative to the ancestor 

at the 4th (last) level of the hierarchy. The local priorities of the alternatives relative to ICT sub-criterion 

are presented in Figure 7. 

 

 
Figure 7: Local priorities of alternatives in relation to ICT sub-criterion 

 

PCM is valid, as the consistency ratio is < 0.1. The best local priority among the alternatives in terms 

of ICT is Lviv. 

The local priorities of the alternatives in relation to the sub-criterion of local and international 

accessibility are shown in Figure 8. 

 



 
Figure 8: Local priorities of alternatives in relation to the sub-criterion of local and international 
accessibility 

 

PCM is valid, as the consistency ratio is < 0.1. The best local priority among the alternatives in terms 

of local and international accessibility is Lviv. 

The local priorities of the alternatives in relation to the sub-criterion of modern transportation 

systems are represented in Figure 9. 

 

 
Figure 9: Local priorities of alternatives in relation to the sub-criterion of modern transportation 
systems 

 

PCM is valid, as the consistency ratio is < 0.1. The best local priority among the alternatives in 

relation to the current transportation systems is Ternopil. 

The local priorities of the alternatives with respect to the climate sub-criterion are shown in 

Figure 10. 

 



 
Figure 10: Local priorities of alternatives in relation to the climate sub-criterion 

 

PCM is correct, as the consistency ratio is < 0.1. The best local priority among the alternatives in 

terms of climate is Ternopil. 

The local priorities of the alternatives in relation to the green areas sub-criterion are shown in 

Figure 11. 

 

 
Figure 11: Local priorities of alternatives in relation to the green areas sub-criterion 

 

PCM is valid, as the consistency ratio is < 0.1. The highest local priority among the alternatives in 

terms of green areas is Chernivtsi. 

The local priorities of the alternatives in relation to the environmental protection sub-criterion are 

presented in Figure 12. 

 



 
Figure 12: Local priorities of alternatives in relation to the environmental protection sub-criterion 

 

PCM is valid, as the consistency ratio is < 0.1. The best local priority among the alternatives with 

respect to environmental protection is Lviv. 

The local priorities of the alternatives with respect to the health sub-criterion are depicted in 

Figure 13. 

 

 
Figure 13: Local priorities of alternatives in relation to the health sub-criterion 

 

PCM is correct, as the consistency ratio is < 0.1. The best local priority among the alternatives in 

terms of health is Lviv. 

The local priorities of the alternatives with respect to the security sub-criterion are shown in 

Figure 14. 

 



 
Figure 14: Local priorities of alternatives in relation to the security sub-criterion 

 

PCM is right, as the consistency ratio is < 0.1. The highest local priority among the alternatives in 

terms of security is Ternopil. 

The local priorities of the alternatives with respect to accommodation sub-criterion are represented 

in Figure 15. 

 

 
Figure 15: Local priorities of alternatives in relation to accommodation sub-criterion 

 

PCM is valid, as the consistency ratio is < 0.1. The best local priority among the accommodation 

alternatives is Lviv. 

Let's find the vectors of priorities of the alternatives relative to the factors (criteria). 

Figure 16 shows the vector of priorities of the alternatives relative to the criterion of smart mobility, 

the vector of priorities of the alternatives with respect to the smart environment criterion and the vector 

of priorities of the alternatives with respect to the criterion of reasonable lifestyle. 

 



 
Figure 16: Priority vector of alternatives in relation to the smart mobility criterion, to the smart 
environment criterion and to the criterion of reasonable lifestyle 

 

Thus, in terms of smart mobility, the best alternative is Lviv. Thus, in terms of smart environment, 

Ternopil alternative is the best one. So, in terms of reasonable lifestyle, the best alternative is Lviv. 

In order to make the final decision, let's find the global priorities of the alternatives relative to the 

hierarchy focus (problem). 

The global priorities of the alternatives relative to the problem of determining the smartest city in 

Western Ukraine are depicted in Figure 17. 

 

 
Figure 17: Global priorities of alternatives in relation to the problem 

 

So, in terms of the problem, the best alternative is Ternopil. 



4. Estimating the smartest city in Western Ukraine using multi-criteria 
optimization based on the Pareto principle 

Decision-making tasks are usually multi-criteria and multi-alternative. It is necessary to compare all 

alternatives with each other and choose the most optimal one among them. 

Let's assume that all properties of the alternatives have a numerical value, i.e., they are criteria. We 

denote these criteria 𝐶𝑖(𝜒), 𝑖 = 1, 𝑛̅̅ ̅̅ ̅. In this case, any alternative 𝜒 can be matched with a point of the 

𝑛- dimensional space 𝐸𝑛, the coordinates of which are the values of the corresponding criteria (𝑛 is the 

number of criteria used). Such a space is called a criterion space. In order to clarify this, we assume that 

the higher the value of the of the 𝑖-th criterion 𝐶𝑖(𝜒), the more superior this alternative is in terms of 

property 𝑖 to other alternatives compared by the same criterion. Let us consider two arbitrary 

alternatives.  

There are two possible situations: 

1. One alternative is not worse than the other by all criteria: 

𝐶𝑖(𝜒2) ≥ 𝐶𝑖(𝜒1), 𝑖 = 1, 𝑛̅̅ ̅̅ ̅ (4) 
(and at least one inequality is satisfied as a strict inequality). 

2. This is not the case. 

Condition (4) is the condition that alternative 𝜒2 is superior to alternative 𝜒1. Thus, transition from 

𝜒1 to 𝜒2 improves our choice. Are there alternatives that cannot be improved? Yes, and almost always 

- this requires only the limitation of the values of the criteria 𝐶𝑖(𝜒), 𝑖 = 1, 𝑛̅̅ ̅̅ ̅. 

The set of non-improving alternatives is called the Pareto set for the given problem [15]. 

For further formalization of the choice, more specific and often rather controversial methods are 

introduced. 

The method of criterion constraints is as follows: a set of numbers (levels, constraints) 𝐴𝑖 , 𝑖 = 2, 𝑛̅̅ ̅̅ ̅, 

and look for an alternative in which all criteria except one are constrained by 𝐶𝑖(𝜒) ≥ 𝐴𝑖, and the 

criterion 𝐶1 is maximized. Of course, taking 𝐶1 as the main criterion is conditional; it, like the important 

levels of 𝐴𝑖, in this problem, is subject to special selection. This technique is called the method of the 

main criterion or the method of criterion constraints. 

Let's define the Pareto set for this problem according to the flowchart of the algorithm shown in 

Figure 18. 

 

 
Figure 18: Block diagram of the Pareto set synthesis algorithm 

 



Where 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 are the numerical values of the criteria of the 𝑖-th alternative. The Pareto set includes 

alternatives for which 𝑃𝑖 = 1. 

The input of the problem name, criteria, and alternatives into the program in order to make Pareto 

optimal decision related to the smartest city selection is shown in Figure 19. 

 

 
Figure 19: Entering input data 

 

The criteria are as follows: 

1. smart mobility; 

2. smart environment; 

3. smart lifestyle; 

4. smart economy. 

The next stage of the developed software is to determine the Pareto set (the set of non-improvable 

alternatives).  

The program will display the text message about the alternatives that are in the Pareto set (the set of 

non-improvable alternatives) and they will be highlighted in green in the program dialog box 

(Figure 20). 

 

 
Figure 20: Programmatic definition of the Pareto set 

 

The Pareto set is determined for each alternative in accordance with the criteria under 

condition (4), i.e. when at least one numerical value or point of the criteria for the given 

alternative is better or equivalent to the numerical value or point of another alternative. For 



example, for Chernivtsi alternative (see Figure 20), the test is carried out in the following 

way (5): 
𝐶ℎ𝑒𝑟𝑛𝑖𝑣𝑡𝑠𝑖 − 𝐿𝑣𝑖𝑣: 15 ≥ 11, 14 ≥ 8, 10 < 17, 17 < 19  −  1;

𝐶ℎ𝑒𝑟𝑛𝑖𝑣𝑡𝑠𝑖 − 𝑅𝑖𝑣𝑛𝑒: 15 ≥ 12, 14 ≥ 13, 10 < 15, 17 ≥ 19  −  1;
𝐶ℎ𝑒𝑟𝑛𝑖𝑣𝑡𝑠𝑖 − 𝐾ℎ𝑚𝑒𝑙𝑛𝑦𝑡𝑠𝑘𝑦: 15 ≥ 10, 14 ≥ 7, 10 ≥ 6, 17 ≥ 9  −  1;
𝐶ℎ𝑒𝑟𝑛𝑖𝑣𝑡𝑠𝑖 − 𝑇𝑒𝑟𝑛𝑜𝑝𝑖𝑙: 15 < 18, 14 ≥ 14, 10 < 20, 17 ≥ 17  −  1.

 (5) 

The final stage of multi-criteria optimization based on the Pareto principle is the selection of one 

alternative on the Pareto set using the method of criterion constraints (the main criterion method), which 

is carried out in the program mode. The user selects the main criterion and enters constraints on other 

criteria, and the best alternative is displayed in the text box and is highlighted in red (Figure 21). 

 

 
Figure 21: Evaluation of the best alternative by the main criterion method 

 

Thus, the best alternative obtained as the result of the selection by the criterion constraint method 

from the Pareto set (non-improvable alternatives) is Ternopil. 

5. Determination of the smartest city in Western Ukraine using Bayes' rule 

Let us suppose that it is necessary to conduct differential diagnosis between the states of the 

investigated object (hereinafter referred to as hypotheses) 𝐴1, 𝐴2, . . . , 𝐴𝑛. Each of these hypotheses is 

characterized by a distribution of conditional probabilities  𝑃(𝐵𝑖|𝐴𝑗) of the occurrence of a particular 

feature (hereinafter referred to as a symptom) or symptom complex (group of symptoms) 𝐵𝑖 – possible 

symptoms.  

If specified: 

1. conditional probability distributions 𝑃(𝐵𝑖|𝐴𝑗); 

2. a priori probabilities of hypotheses 𝑃(𝐴𝑗). 

Then the problem of differential diagnosis is reduced to the statistical problem of choosing 

hypotheses, the optimal diagnostic rule for which is easy to construct using the well-known Bayes’ rule, 

which for the a posteriori probability of the hypothesis 𝐴𝑗 is as follows (6): 

𝑃(𝐴𝑖|𝐵𝑗) =
𝑃(𝐵𝑗|𝐴𝑖)𝑃(𝐴𝑖)

∑ 𝑃(𝐵𝑗|𝐴𝑖)𝑃(𝐴𝑖)
𝑛

𝑖=1

,   𝑖 = 1, 𝑛̅̅ ̅̅ ̅,   𝑗 = 1, 𝑚̅̅ ̅̅ ̅̅ , (6) 

where 𝑃(𝐴𝑖), 𝑖 = 1, 𝑛̅̅ ̅̅ ̅ is a priori probability of the hypothesis 𝐴𝑖, ∑ 𝑃(𝐴𝑖)
𝑛

𝑖=1
= 1; 

𝑃(𝐴𝑖|𝐵𝑗) – is the probability of the hypothesis 𝐴𝑖 provided that the symptom or symptom 

complex 𝐵𝑗 occurred; 



𝑃(𝐵𝑗|𝐴𝑖) – is the probability of occurrence of a symptom or symptom complex if the hypothesis 𝐴𝑖 

is true. 

If for any hypothesis 𝐴′
𝑗: the probability 𝑃(𝐴′

𝑖|𝐵𝑗) ≫ 𝑃(𝐴𝑖|𝐵𝑗) for the other  𝑗 ≠ 𝑗′, then the 

optimal rule assigns the hypothesis 𝐴′
𝑗 to the investigated object [16]. 

Often, probabilities 𝑃(𝐴𝑖) are called a priori probabilities because they characterize the degree of 

probability of event 𝐴𝑖 before the occurrence of event 𝐵𝑗. The occurrence of event 𝐵𝑗 obviously results 

in the change in the measure of the probability of event 𝐴𝑖 occurring, so the probabilities 𝑃(𝐴𝑖|𝐵𝑗) are 

called a posteriori. 

The task to be defined is to identify the criterion (symptom) and the smartest city 

(hypothesis). 

So, there are the following 5 hypotheses to make a decision:  

1. 𝐴1 – Ternopil; 

2. 𝐴2 – Lviv; 

3. 𝐴3 – Rivne; 

4. 𝐴4 – Khmelnytskyi; 

5. 𝐴5 – Chernivtsi. 

Criteria that will be referred to as symptoms: 

1. 𝐵1 – smart mobility; 

2. 𝐵2 – smart environment; 

3. 𝐵3 – smart lifestyle. 

Let's set the a priori (before the experiment) probabilities of the hypotheses for the given 

problem (∑ 𝑃(𝐴𝑖)𝑛
𝑖=1 = 1). Since all the cities can equally be the smartest, they are:  

𝑃(𝐴1) = 𝑃(𝐴2) = 𝑃(𝐴3) = 𝑃(𝐴4) = 𝑃(𝐴5) =
1

5
. 

Now let's determine the distribution of conditional probabilities 𝑃(𝐵𝑗|𝐴𝑖) of the symptom 

complex occurrence. In order to do this, let's turn to the statistics on the use of criteria in 

these cities (we will distribute probabilities according to the development of criteria in the 

city). 

Thus, we get the following distribution of conditional probabilities 𝑃(𝐵𝑗|𝐴𝑖).  

You can enter the problem name, hypotheses, and symptoms in order to solve the  problem 

with 5 hypotheses and 3 symptoms.   

How to enter the problem name, hypotheses, and symptoms into the program to make a 

decision about the smartest city is shown in Figure 22. 

 

 
Figure 22: Entering input data 

 

The next step is to enter the a priori probabilities of the hypotheses and the conditional probabilities 

of the symptom complex (Figure 23). 

 



 
Figure 23: Entering of a priori probabilities of hypotheses and conditional probabilities of the symptom 
complex 
 

Since each of the symptoms affects the problem of determining the smartest city, we take all of them 

into account in further calculations. 

The final stage of the developed software is the search for a posteriori (after the experiment) 

probabilities according to Bayes' rule (6) and the selection of the best hypothesis (Figure 24). 

 

 
Figure 24: Choosing one hypothesis among the set of specified ones 

 

The program will display the text message about the best hypothesis that is true for a particular 

symptom, and it and the a posteriori probability of this event (the maximum value among all 

probabilities) will be highlighted in green in the program dialog box. 

 

 



6. Creating the information system for evaluation of the smartness of 
Ukrainian cities 

With the development and application of smart city architectures and platforms, there is the need to 

check their implementation in particular city. In order to do this, let’s look at the methodology that we 

propose to use to evalluate cities in Ukraine. The criteria have the hierarchical structure, and the overall 

city index is based on 6 characteristics, 25 factors, and 50 indicators (Figure 25). 

The smart economy includes 3 factors and 5 indicators, among which it is worth paying attention to 

the level of self-employment of city residents and the unemployment rate, as these factors are crucial 

for attracting investors and building a business. 

Smart mobility includes 3 factors and 8 indicators that make it possible to check the level of 

satisfaction with transport services in the city and the level of computerization of the population 

(availability of PCs and Internet access). 

Smart environment involves creating comfortable and environmentally friendly living conditions for 

city residents and is based on 3 factors and 5 indicators. 

Smart people (6 factors and 13 indicators) should be researched and analyzed in detail, because it is 

experienced and successful people who will be able to ensure the process of maintaining and developing 

the elements of the city smartness. 

Smart living has the hierarchy of 7 factors and 11 indicators that are responsible for the life quality 

of city residents. 

Smart governance is based on 3 factors and 8 indicators and involves identifying the level of 

commitment to the government and the services it provides. 

 

 
Figure 25: List of all indicators 
 

The values of each of the indicators can be obtained from the open data sources (e.g., the Unified 

State Web Portal of Open Data [17]). 

The calculation stage starts with the indicator weights calculation (7). 

𝑊 = 1 ⋅ 𝑃1 + 2 ⋅ 𝑃2 + 3 ⋅ 𝑃3 + 4 ⋅ 𝑃4 + 5 ⋅ 𝑃5 (7) 
The result of calculating the weights is within the range from 1 to 5, thus we scale them into the 

value between 1 and 2 in order to make the weights more reasonable according to the following 

formula (8). 

𝑛𝑒𝑤𝑊𝑖 =
𝑤𝑖 − min(𝑤)

max(𝑤) − min(𝑤)
+ 1 (8) 



In the equation 𝑤𝑖 – is the initial weight, max(𝑤) – is the maximum value, and min(𝑤) – is the 

minimum weight.  

In order to compare different indicators, we need to standardize their values. We use the Z-transform 

standardization method (9). 

𝑍𝑠𝑐𝑜𝑟𝑒 =
𝑥𝑖 − 𝜇

𝜎
 (9) 

In this formula, 𝑥𝑖 – is the original value of the sample data, μ is the mathematical expectation, and 

𝜎 – is the standard deviation calculated using formula (10). 

𝜎 = √
1

𝑁
∑(𝑥𝑖 − 𝜇)2

𝑁

𝑖=1

 (10) 

The values of the factor are calculated using the formula (11). 

𝐹 =
1

𝑁
∑(𝑍𝑥 ⋅ 𝑊𝑥)

𝑁

𝑥=1

 (11) 

In the equation, 𝑁 – is the number of indicators belonging to a given factor, 𝑍𝑥 – is the 𝑍𝑠𝑐𝑜𝑟𝑒 of the 

value of the indicators belonging to that factor, and 𝑊𝑥 is the weight of the indicators. 

Characteristic values are calculated as the arithmetic mean of the factors related to a given 

characteristic using formula (12). 

С =
1

𝑁
∑ 𝐹𝑥

𝑁

𝑥=1

 (12) 

The comprehensive city score or city smartness index is obtained by aggregating the values of the 

characteristics (13). 

𝐼 = ∑ 𝐶𝑥

6

𝑥=1

 (13) 

This methodology assumes that each characteristic has an equal impact on the overall result of the 

city.  

It is decided to implement the information system to the above mentioned methodology for the 

automated process of determining the city smartness. 

For the correct operation of IS and data storage, the database with all user data, indicator scores, and 

results of the investigated cities will be used. 

The result of its work is shown in Figure 26. 

 

 
Figure 26: Implementation of the designed information system 

 



The possibility of generating the results of all calculations and determining the city’s evaluation by 

creating PDF file with detailed information has been implemented (Figure 27). 

 

 
Figure 27: PDF file with evaluation results 

 

You can see that Ternopil is ahead of Lviv in terms of evaluation. However the accuracy of the 

results depends directly on the number of surveyed city residents and their ratings for each criterion. 

7. Conclusions 

Thus, these methodologies and the designed information system make it possible to evaluate the 

cities smartness for their comparison and determination of their strengths and weaknesses of each of 

them. 

As we can see from the results of the investigation, almost all system analysis methodologies and 

the designed information system make it possible to carry out comprehensive or almost comprehensive 

evaluation of the city smartness, and Ternopil is the winner. 

Further investigations will be focused on the surveys of Ukrainian cities residents and obtaining 

more accurate results, on the basis of which the information dashboard with analytics will be designed. 

8. References 

[1] D. Correia, J. L. Marques, L. Teixeira, Assessing and Ranking EU Cities Based on the 

Development Phase of the Smart City Concept, in: Sustainability 2023, 15, 13675. 

doi:10.3390/su151813675. 

[2] A. Khamseh, Sh. S. Ghasemi, A. Khamseh, A Model for the Success of Smart City Services with 

a Focus on Information and Communication Technology, in: International Journal of Supply and 

Operations Management, Vol. 10, №. 1, 2023, pp. 76-88. doi:10.22034/IJSOM.2022.109548.2474. 

[3] United Nations (UN). World Population Prospects 2022 Highlights, Department of Economic and 

Social Affairs, Population Division, 2022. URL: 

https://www.un.org/development/desa/pd/sites/www.un.org.development.desa.pd/files/wpp2022

_summary_of_results.pdf. 



[4] A. Siekelova, I. Podhorska, J. Imppola, Analytic Hierarchy Process in Multiple–Criteria Decision-

Making: A Model Example, in: International Conference on Entrepreneurial Competencies in a 

Changing World (ECCW 2020), Vol. 90, 2021. doi:10.1051/shsconf/20219001019. 

[5] A. Ntafalias, G. Papadopoulos, P. Papadopoulos, A. Huovila, A Comprehensive Methodology for 

Assessing the Impact of Smart City Interventions: Evidence from Espoo Transformation Process, 

in: Smart Cities 2022, 5, 90–107. doi:10.3390/smartcities5010006. 

[6] K. Kuru, D. Ansell, TCitySmartF: A Comprehensive Systematic Framework for Transforming 

Cities Into Smart Cities, in: IEEE Access, Vol. 8, 2020. doi:10.1109/ACCESS.2020.2967777. 

[7] M.A.U.R Tariq, A. Faumatu, M. Hussein, N. Muttil, Smart City Ranking System: A Supporting 

Tool to Manage Migration Trends for Australian Cities, in: Infrastructures 2021, 6, 37. 

doi:10.3390/infrastructures6030037. 

[8] S.P. Mohanty, U. Choppali, E. Kougianos, Everything You Wanted to Know about Smart Cities, 

in: The Internet of Things Is the Backbone. IEEE Consumer Electronics Magazine, 2016, 5, 60-

70. doi:10.1109/MCE.2016.2556879. 

[9] MORI Memorial Foundation. Global Power City IndeX., 2022. URL: https://mori-m-

foundation.or.jp/pdf/GPCI2022_summary.pdf. 

[10] F. Liu, Y. Shi, Z. Chen, Smart City Ranking Reliability Analysis, in: Proceedings of the 2018 

International Conference on Computational Science and Computational Intelligence (CSCI), Las 

Vegas, NV, USA, 13–15 December 2018. 

[11] B. Benamrou, M. Ahmed, A. Bernoussi, M. Ouardouz, Ranking models of smart cities, in: 2016 

4th IEEE International Colloquium on Information Science and Technology (CIST), 2016. 

doi:10.1109/CIST.2016.7805011. 

[12] Z. Wu, Z. Intelligent City Evaluation System; Springer: Singapore, 2018. 

[13] W. Onnom, N. Tripathi, V. Nitivattananon, S. Ninsawat, Development of a Liveable City Index 

(LCI) Using Multi Criteria Geospatial Modelling for Medium Class Cities in Developing 

Countries, in: Sustainability 2018, 10(2), 520. doi:10.3390/su10020520. 

[14] C. Nikoloudis, E. Strantzali, T. Tounta, K. Aravossis, A. Mavrogiannis, A. Mytilinaioy, E. Sitzimi, 

E. Violeti, An Evaluation Model for Smart City Performance with Less Than 50,000 Inhabitants: 

A Greek Case Study, in: Proceedings of the 9th International Conference on Smart Cities and 

Green ICT Systems (SMARTGREENS 2020), pp. 15-21. doi:10.5220/0009327700150021. 

[15] H. Anysz, A. Nica, Ž. Stević, M. Grzegorzewski, K. Sikora, Pareto Optimal Decisions in Multi-

Criteria Decision Making Explained with the Construction Cost Cases. Symmetry 2021, 13, 46. 

doi:10.3390/sym13010046. 

[16] N. Stylianides, E. Kontou, Bayes Theorem And Its Recent Applications, 2020. URL: 

https://core.ac.uk/download/pdf/327259193.pdf. 

[17] Unified State Web Portal of Open Data. URL: https://data.gov.ua/dataset. 


