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Abstract 
The heart, as the primary organ responsible for circulating blood throughout the body, is of 

great concern in society due to heart disease. Diagnosing heart disease presents significant 

challenges for doctors, considering its diverse types. Multiple prediction methods have been 

explored by researchers to address this issue. The accuracy of these predictions remains a key 

consideration. In this study, we focused on five different machine learning algorithms, 

including Random Forest, Decision Tree Classifier, Logistic Regression, K-Nearest Neighbor 

Classifier, and Decision Tree Classifier with Grid search. Additionally, we developed an 

ensemble model with the primary objective of accurately predicting heart disease. Our analysis 

utilized a heart disease dataset from Kaggle, and among the five algorithms examined, the 

Decision Tree Classifier achieved the highest accuracy of 92%. This finding highlights its 

effectiveness in predicting heart disease. 
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1. Introduction 

The heart is the primary organ that sends blood to entire parts of our body. This pumped blood 

carries oxygen and nutrients. The embryology of cardiovascular disease has now become an unsolved 

problem. Due to increasing stress and change in lifestyle the number of people getting affected by 

cardiovascular diseases is growing enormously day by day. Earlier heart disease prediction is very 

strenuous. Because it depends upon several factors. There are a variety of features that cause heart 

disease such as Hypertension, cholesterol, abnormal pulse rate, etc. The symptoms also may vary for 

different genders. For example: if females have symptoms such as Chest pain with chest discomfort, 

men may have only chest pain. One American dies every 34 seconds due to cardiovascular diseases.  

 

There are diverse Types of cardiovascular diseases. Each has distinct types of symptoms and various 

causes. Diverse types of CVD are cardiac arrhythmia, Aorta disease, coronary Thrombosis, ischemic 

heart disease, angina pectoris, cardiac infarction, myocardial infarction, stroke, etc.  If it is possible to 

predict heart disease prematurely, it will save several lives. 

 

CAD is a condition that narrows or blocks the arteries that supply blood to our heart due to plaque 

buildup. This decreased blood flow may lead to chest pain and dyspnea, and a complete impasse of 

blood flow may cause a heart attack. The most widespread symptom of CAD is chest discomfort. 
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Following a heart-healthy lifestyle can stave off one's life from CAD. In this work, we are going to use 

machine learning techniques to predict heart disease. 

1.1.  Machine Learning 

 

Artificial Intelligence is a sub-part of Machine Learning, in which machines are learning things from 

past data like human beings learn from experiences. Nowadays, it is used commonly in the medical 

field, computer - vision, speech recognition, etc. Supervised Learning, Unsupervised Learning, Semi-

supervised Learning, and Reinforcement Learning are four kinds of machine learning.  

1.1.1. Supervised Learning 

It is a kind of Machine Learning, where we are providing a labeled dataset to train the model, and 

based on this it predicts the output. In Supervised learning, the system creates a model by using the 

labeled data and will test the model by providing sample data to check whether it predicts accurately 

or not. Classification and Regression are the two classifications of supervised learning. 

1.1.2. Unsupervised Learning 

Here, we are providing an unlabeled dataset. In unsupervised learning, training is provided without 

any supervision. The two classifications of Unsupervised learning are Clustering and Association. 

1.1.3. Semi-Supervised Learning 

Here, we are providing both labeled as well as unlabeled datasets.  

1.1.4. Reinforcement Learning 

Reinforcement learning (RL) is a branch of machine learning that focuses on an agent's learning 

process through interactions with an environment. It involves an agent learning optimal actions by 

receiving rewards or penalties based on its actions. RL has gained significant attention in research due 

to its ability to tackle sequential decision-making problems. It has been applied in various domains, 

such as robotics, game playing, and autonomous systems. RL algorithms, such as Q-learning and Deep 

Q-Networks (DQN), have shown promising results in training agents to make intelligent decisions in 

dynamic and uncertain environments. It is feedback-based learning. It learns from experience and the 

feedback it tries to improve. 

2. Related Work 

Heart disease prediction is extremely critical. A plethora of studies are conducted in this area. 

Different methods are already used. Some are using different machine learning algorithms; some are 

using deep learning, and some are using data mining techniques. The selection of features is especially 

important.  

 

In [1] they used CT and CCTA scans as input and then they applied ML algorithms like DNN, SVM, 

and Random Forest. They have concluded by stating that if it is possible to use AI-based Cardiovascular 
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images then it will be helpful for the prediction. Authors in [3] stated that this was the first paper that 

uses a modern technology called Optimally Time- Frequency Concentrated (OTFC) Even-length Bio-

orthogonal wavelet Filter Bank (BWFB). They have concluded that they need more CAD ECG data 

sets for better prediction. Authors in [4], have used the CAD dataset and applied ten different machine 

learning algorithms such as C-SVC, nu-SVC, Logistic regression, Naïve Bayes, etc. Applied Genetic 

Algorithm and Particle Swarm Optimization. They eliminated the sparse set, but still, they noticed that 

there is no effect on the accuracy. In [7], the authors explained very well about invasive and non-

invasive methods used in CAD detection. They have used another method called Gaussian Mixture 

Model (GMM) classifier. Different classifiers were used in this. In this work, they have used six 

classifiers Decision Tree, Fuzzy Sugeno, GMM, KNN, RBPNN, and Naïve Bayes Classifier. They have 

introduced a new parameter, the Heart index which is a 16-digit number getting after combining all the 

feature's values. For normal subjects, the heat index is 2.52 ± 0.07, and for CAD subjects 2.86 ± 0.11. 

They concluded by stating that they have 100% accuracy, which can be developed as software and can 

be implemented on mobile phones. Different methods used for prediction are well explained in [5], [6] 

and [19] and about ANN in [21] as well.  

 

In [9], they used SVM for Classification and Regression tasks. They used Principal Component 

Analysis for identifying patterns in such a way that it should highlight all the similarities and differences 

as well. They have implemented this in Matlab 7.0 and tried the SVM method for 23 features. But they 

got less accuracy. Then using PCA they reduced the features to 18. Then it shows an accuracy of 

79.17%. In [2] they used SVM-RFE to reduce the dimension to find the optimal feature subset. In [10], 

they compared various CAD prediction methods. In this study, they have used images for prediction 

and two different training models such as Naïve-Bayes Classifier and SVM. They concluded by stating 

that SVM is better for prediction and that a database needs to be updated with more descriptions of 

patients. 

 

In [12] they used the Weighted Associative Rule Mining method to predict heart disease. In this 

model, weights were assigned to unique features, and calculated the total score obtained for features 

was. Then they applied WARM using Apriori Algorithm and selected the best features. When compared 

with the previous models, this model got a 98% Confidence score. Vardhan S et al. [13] in 2021, used 

the CVD dataset from Kaggle. Along with traditional classifiers, they applied some ensemble 

techniques such as boosting, bagging, and stacking. The bagged model shows 1.96% more accuracy, 

the bagged model shows an accuracy of 73.4%, and Boosted model shows an accuracy of 75.1%. 

 

In [14], a new method called Hybrid Random Forest with Linear Model (HRFLM) got introduced. 

DT, Language model, SVM, RF, Naïve Bayes, neural network, and K nearest neighbor were the six 

classifiers used for this study. They got an accuracy of 0.8847. In addition to these basic methods 

AdaBoost M1 and MLP were used in [11]. Sabrina m et al., [15] used two data sets, an Italian data set, 

and an American dataset. They have applied several scaling methods such as normalization, Min Max 

scalar, and standardization. LR, KNN, classification decision tree (CART), NB, linear svc, and support 

vector classifier with radial basis function Kernel were the different Machine learning algorithms. They 

got more accuracy for SVC with RBF and Grid search algorithm.  

 

Sumit S et al. in [16] created a deep-learning Neural Network for heart disease prediction. Also used 

a new optimization technique called Talos hyperparameter. The different learning algorithms used were 

LR, KNN, SVM, NB, and Talos. Talos follows prepare, optimize, and deploy process flow. The last 

process is the evaluation. Compared to other methods, it shows an accuracy of 90.78 percent. S M M 

Hasan et al.[17] proposed a study with basic machine learning methods and LR got more accuracy and 

in [28] KNN got 90.79% accuracy. In [18], they have applied enhancement methods such as AdaBoost, 

Bagging, and Boosting along with LMT and Hoeffding Tree Techniques. For LMT they selected 

AdaBoost with 80.32% accuracy and for Hoeffding, got 81.96% accuracy with Bagging Technique.  
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Jaymin Patel et al., [20], To extract hidden patterns they used data mining techniques. They used 

Waikato Environment for Knowledge Analysis (WEKA) Tool and the classification Tree Algorithms 

used were J48 with reduced error pruning, Logistic model Tree Algorithm, and Random Forest 

Algorithm. The J48 algorithm shows the highest accuracy, and it is 56.76% and LMT shows the lowest 

accuracy at 55.77%. Their accuracy was less compared to other models. In [22], they used the KEEL 

tool for feature selection, and for feature extraction, they used PCA under the WEKA tool. Under 

WEKA Tool, 10-fold cross-validation majority voting got an accuracy of 80.20, and AdaBoostM1 

without an ensemble model got an accuracy of 80.01. Under KEEL tool GFS- LogitBoost-c got an 

accuracy of 80.53. Bagging and Boosting ensemble models were applied in [23]. 

 

In [26], they used the Phonocardiogram heart sound dataset. They applied PCG augmentation, then 

samples were doubled. On all signals, amplitude normalization was performed. CNN was used and this 

study shows an accuracy of 98.60. In [8], they proposed voting ANN. CNN is used in [25]. In [27], 

they used a new methodology called Swarm ANN on the UCI repository and they got an accuracy of 

.9578. Abidishaq et al., [29], applied one oversampling method called SMOTE (Synthetic Minority 

Oversampling Technique). Among 9 classifiers, they got more accuracy for RF, and it was .8889. With 

SMOTE, it shows 10% more accuracy. Extra Tree Classifier shows an accuracy of .9262.  

 

Random Forest algorithm on spark framework is applied in [30] and they got an accuracy of 98%. 

Basic machine learning models were applied in [31] and SVM got more accuracy, and it was 94.60% 

and boosted SVM got more accuracy in [33]. ANN was created in [32] with a performance of 90%. In 

[36] presents a detailed examination of the effectiveness and performance of both proposed and existing 

methodologies for classification task. The study aims to compare and evaluate the advantages and 

limitations of different methodologies for collecting and analyzing data for structured data. By 

conducting a comparative analysis, the paper provides valuable insights for researchers and 

practitioners seeking to optimize their methodologies for classification tasks and for data that is in 

structured format. Liu J et al in [34], proposed a stacking model. They applied different methods such 

as LR, RF, ET, MLP and CatBoost. And for stacking model they got an accuracy of 84.62%. In [35] 

they applied RB-Bayes, NB and SVM and got more accuracy for SVM and it was 85.71%. 

 

In [37] concludes by identifying the current research trends and challenges in sentiment 

classification using hybrid ensemble-based approaches. It highlights the need for further investigation 

into the combination of diverse classifiers and the integration of deep learning techniques in ensemble 

frameworks. The hybrid ensemble approach can be applied to classification dataset like heart disease 

detection to achieve better accuracy. In [38] created a review of the application of data mining in heart 

disease prediction. In this, they have compared different data mining algorithms and concluded like 

heart disease prediction with data mining will become most successful with a smaller number of 

attributes, and text mining the medical data needs to be extended in predicting the health care data. 

3. Proposed Methodology 
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Figure 1: Proposed Methodology 

 

This section discusses the structure of the Model. Data collection is the first step. There are different 

datasets available online or we can collect real-time datasets from hospitals. In this proposed 

methodology we have used Kaggle dataset which contains 303 records of patients with 14 attributes 

including the result. Then data preprocessing is needed. Since this was an online dataset, there were no 

missed values or redundant values. Split the dataset into two as Training set and Testing set. Choose 

the best correlated feature using correlation matrix. Train the model with the training set. Now the 

model has been trained with the labels and tested the model with Testing set. Performance of the model 

will be evaluated. Different evaluation metrics used here are Precision, Recall, F1-score, Accuracy, 

Confusion matrix and ROC curve. Then compared the accuracy of different models. The framework of 

the proposed model is in figure 1. These are briefly discussed in the following subsections. 

3.1.  Collection of Dataset  

Dataset collection is the initial step in heart disease prediction. Here, we have used the Kaggle 

dataset. This dataset contains 14 attributes including the output. Table 1 depicts the attributes of the 

datasets used in this study. 

 

Table 1: Attributes of Dataset 

Sl No: Attribute Name Description Type 

1 age Patient’s age int64 

2 sex Sex of the patient int64 

3 exng Angina induced by Exercise (1 = yes; 0 = no) int64 
4 caa Count of major vessels int64 

5 cp Chest pain type int64 

6 trtbps Resting blood pressure (in mm Hg) int64 

7 chol Cholesterol in mg/dl fetched via BMI sensor int64 

8 fbs FBS int64 

9 restecg Resting electro-cardiographic results int64 

10 thalachh Most heart rate attained int64 

11 oldpeak  Exercise induced ST -segment depression relative 
to restfulness 

float64 
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3.2.  Selection of Attributes 

The correlation matrix is used for feature selection. Before doing this step, we must remove the 

missing values to clean the dataset. Figure 2 shows the correlation matrix. 

 
Figure 2: The correlation matrix 

3.3.  Splitting of the Dataset 

We must split the dataset into Training and Testing. Here, we have split the dataset in 75:25 

proportion. The training set is used for training the model and for testing the model test set is used.  

3.4. Applying Machine Learning Algorithms 

Different machine learning algorithms were applied to the dataset to find out the finest prediction 

model. The 5 types of algorithms compared here are Decision Tree Classifier, Random Forest, Logistic 

regression, KNN classifier, and Decision Tree Classifier with Gridsearch. 

3.4.1. Decision Tree Classifier 

It is a supervised machine-learning approach used in predictive models. If discrete values are taken 

by the target variable, then it is called a classification tree and if it takes continuous values, then it is 

called a regression tree. 

3.4.2. Random Forest 

It is suitable for both classification and regression tasks. Random forest algorithm combines several 

decision trees. In this, each tree in the forest predicts in which category a new record belongs. Then it 

is assigned to the category which got the majority vote. 

12 thall Thalium Stress results int64 

13 slp The slope of the peak exercise-ST segments int64 

14 output 0 = less chance of heart attack, 1= more chance of 
heart attack  

int64 
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3.4.3. Logistic Regression 

It is used to solve binary classification problems. This algorithm predicts one of the possible 

outcomes based on distinctive features pertinent to the problem.  

3.4.4. KNN Classifier 

KNN is used in both classifications as well as regression tasks. Here, we use the Euclidian-distance 

formula to calculate the distance. ‘k’ in KNN is the number of neighbors we need to take into 

consideration while predicting the output. 

3.4.5. Decision Tree classifier with Grid search 

We are using Grid search to get the best parameters. It passes all the possible parameters one by one 

into the model and finally, it gives out the best parameters. These best parameters are used in Decision 

Tree Classifier. It is a supervised machine-learning approach used in predictive models. If the target 

variable takes discrete values, then it is called a classification tree and if it takes continuous values, it 

is called a regression tree. 

3.4.6. Voting Method 

Here, the voting method combines Naïve Bayes, Deep learning, Generalized Linear Model, and 

Random Forest.  

3.5.  Evaluation Metrics 

Here we are calculating different evaluation metrics such as Precision, Recall, confusion matrix, F1- 

score, and accuracy. 
 

Precision is calculated as, 

P= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

 

Recall is calculated as, 

R=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 

F1 -Score is calculated as, 

F1=2*(P*R)/P+R 
 

Accuracy= 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙  𝑆𝑎𝑚𝑝𝑙𝑒
 

3. Results and Discussions 

Table 2: Results Comparison 

Method Precision Recall F1-score Accuracy 

Decision Tree Classifier .89 .97 .93 .92 
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Random Forest .88 .95 .92 .91 
Logistic regression .86 .95 .90 .89 
Decision Tree with Grid search .86 .93 .89 .88 
KNN .70 .82 .76 .72 

 

In this study, as of now, we have compared five machine learning algorithms such as Decision Tree 

Classifier with Grid search, DT, RF, LR, and KNN. Precision, Recall, F1- score, confusion matrix, 

ROC curve, and accuracy are the different evaluation metrics calculated here. 

 

Table 2 and Figure 3 depict the confusion matrix and ROC curves for the five diverse machine-

learning algorithms. 

 

Predicted 

A
ct

u
a

l Total - 303 Positive (1) Negative (0) 

Positive (1) - 165 TP FN 

Negative (0) - 138 FP TN 
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Figure 3: Confusion matrix and ROC curve for these four different machine learning algorithms. 
 

 
Figure 4: Shows the algorithm accuracy comparison. 
 

Here, the Decision Tree classifier got more accuracy, and it is 92%. In this study, we developed a 

novel ensemble model which is a voting method that combines four different algorithms such as Naïve 

Bayes, Deep learning, Generalized Linear Model, and Random Forest. For this model, we got an 

accuracy of 85.44%. Figure 5 depicts the same. 

 

 
Figure 5: Performance Vector of the ensemble model 
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4. Conclusion 

The field of heart disease prediction continues to witness extensive research, reflecting the critical 

nature of accurate predictions in saving lives. As demonstrated in this study, numerous methods, 

including deep learning, machine learning, data mining, Artificial Neural Networks, and IoT, are being 

explored by researchers to predict heart disease. However, there is a persistent need for improved results 

in this domain. Given the gravity of this life-threatening disease, the development of more effective 

ensemble models becomes crucial. The Decision Tree Classifier demonstrated a higher accuracy rate 

in predicting heart disease in this study. With an accuracy of 92%, it outperformed the other evaluated 

machine learning algorithms, including Random Forest, Logistic Regression, K-Nearest Neighbour 

Classifier, and Decision Tree Classifier with Grid search. This finding highlights the effectiveness of 

the Decision Tree Classifier in accurately predicting heart disease. Future endeavors aim to incorporate 

real-time data and identify the optimal ensemble model for heart disease prediction. It is imperative to 

continue this quest for enhanced accuracy, as even a small error can have fatal consequences. 
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