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Abstract  
Image compression algorithms direct to reducing the measure of information that need to give 

an adequate image quality. The fundamental cause for this being the repetitive information. 

Clinical image compression assumes a vital part as the medical services industry moves 

towards the filmless image and goes completely advanced into telehealth and remote patient 

monitoring. The trouble of clinical image compression is a proceeding with research field and 

the majority of the explores being proposed focus either on building up another method or 

improve the current procedures. The clinical local area has been hesitant to receive lossless 

strategies for image compression. The fundamental moto has been to deliver a precise 

reproduction of the first clinical image, with a high record size. The consideration regarding 

the utilization of lossy image compression, which augments compression while keeping up 

clinical significance information, has been tested. Four solutions for the above issue 

articulation have been chosen, specifically, compression ratio (CR), Discrete Cosine 

Transformation (DCT), compression time (CT) and peak signal to noise ratio (PSNR) in light 

of their transcendent spot overall image handling field. Different trials were tested to 

investigate the performance of the four image compression algorithms on clinical image 

compression.  

 

Keywords  1 
Image compression, tele health, lossy compression, fuzzy, runlength encoding, Huffman 

coding. 

1. Introduction 

In this work, compression takes place for most famous image. The correlation between lossy and 

lossless compression is studied and analyzed in this paper. The work is done by correlation of both 

lossy and lossless techniques. Besides, the way to improve the image coding is also briefed based on 

the changed calculation. Image compression is a kind of information compression applied to 

computerized images with the image level in suitable nature. In the proposed method size deduction in 

documents allows the user to place more images in a limited memory space. It additionally decreases 

the amount of time needed to send the images or download the image from various web pages. 

 

The virtual streamlining of even the traditional day after day workouts has induced using multimedia 

to surge surprisingly on a each day basis. The often used multimedia layout on this regard is Image. 

Every day we gather and shop many pics for diverse motives and purposes. This hobby ends in the 

widespread garage of picture documents which occupy nearly all of the reminiscence area of the pc 

disk. A exact answer for this trouble is the use of compression techniques  to lessen the scale of the 

picture. There are diverse compression techniques, and we are able to pick the best method primarily 

based totally at the sort of picture and the preferred best of the picture output after compression. Lossy 

and Lossless image compression are the most significant classifications of compression techniques 
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commonly used. Lossless compression keeps all of the unique facts and there'll now no longer be any 

degradation within side the picture best even after compression. If needed, it may be without difficulty 

decompressed into its unique form. It is normally used to compress the clinical and commercial 

enterprise pics with the intention to preserve the picture best. Lossy compression gets rid of the 

redundant facts permanently. Thus, the compressed report cannot be modified into its unique form. 

 

In the initial stage of the image compression is done by removing the unwanted data and then the 

redundant data will also be removed by various image processing techniques. Thus the useless and 

redundant data are eliminated in image compression. This redundant data is invisible to the human eye 

in most cases (psychological redundancy). The main redundancies that are easy to identify are coding 

redundancy, pixel-to-pixel redundancy, and psychovisual redundancy. 

2. Literature Survey 

A huge amount of work is carried out by a wide range of researchers for improving JPEG image 

compression techniques, whereas it is a limited amount of literature is there for coding redundancy and 

pixel redundancy removal. Aria [17] et al proposed a new methodology to improve the image visual 

quality and to reduce the artifacts in image coding. They discussed the novel image processing 

techniques for the packed images without reducing the visual quality of the image. Different types of 

shift operations like frequency shaping during JPEG encoding are carried out to expose the boundaries 

of the processed image. The mentioned process helped to increase the quality of the image by reducing 

the magnitude of the blackness. 

 

Chengyou et al. (2007) [16] suggested an enhanced introduced an improved JPEG compression 

algorithm based on Haralick sloped-facet model. Generally the DCT process of image compression is 

applied to whole image. They applied a new methodology where the segmented images only the 

compression is carried out instead of the whole image. Four different models are adopted for image 

compressions depending on the output of Haralick sloped-facet model. It has been proven that the 

suggested methodology for image compression is improved in the aspects of a bit rate as well as quality. 

 

Most of the JPEG images the blocky artifacts are caused due to coarse quantization of the DCT 

coefficients. Sukhpal (2012) [15] developed a deblocking algorithm to overcome this kind of artifacts.  

This algorithm uses anti-aliasing to guide obstacle edges, locate obstacle edges, and then split the 

contrast between pixels containing the obstacle edges. The computations introduced prove beneficial in 

reducing vague curiosity about the image and thus expanding the emotion and target character of the 

remake image. 

3. Algorithm Used 

Compression algorithms utilized might be comprehensively ordered into two classes in particular 

the lossy compression and the lossless compression. These two compression techniques are used to 

compress the image with high quality. A lossy compression strategy is one where compacting 

information and afterward decompressing it recovers information that is unique in relation to the first, 

yet is adequately close to be valuable somehow or another. In lossy compression the entire data file is 

reverted into some other format. This technique is mainly supported in real time media and web 

communication. Paradoxically, lossless compression is wanted for textual content and data documents, 

for example, financial institution facts, textual content articles, and so on via way of means of and big 

it's miles profitable to make an professional lossless report which might then be capable of be applied 

to create packed facts for numerous purposes; as an example a multi-megabyte report may be applied 

at complete length to supply a complete-web page merchandising in a glowing magazine, and a ten 

kilobyte lossy replica made for a touch picture on a internet site web page. Lossless information 

compression is a class of information compression calculations that permits the specific unique 

information to be reproduced from the compacted information. The term lossless is rather than lossy 

information compression, which just permits an estimation of the first information to be recreated in 
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return for improved compression rates. Lossless compression is utilized once it is significant that the 

first and the decompressed information be indistinguishable, or when no presumption can be made on 

whether certain deviation is careless. Run of the mill models are executable projects and source code. 

Some image record designs, as PNG, utilize just lossless compression, while others like TIFF may 

utilize either lossless or lossy techniques. 

3.1. Enhanced Joint Photographic Experts Group Compression Algorithm 

The JPEG compression algorithm is at its best on photos and works of art of practical scenes with 

smooth varieties of tone and shading. For web utilization, where the transfer speed utilized by an image 

is significant, JPEG is mainstream. JPEG is additionally the most widely recognized organization saved 

by advanced cameras. Then again, JPEG isn't too appropriate for line drawings and other printed or 

famous illustrations, where the sharp differentiations between nearby pixels cause perceptible relics. 

JPEG is likewise not appropriate to records that will go through numerous alters, as some image quality 

will typically be lost each time the image is decompressed and recompressed, especially if the image is 

trimmed or moved, or if encoding boundaries are changed. As JPEG is a lossy compression technique, 

which eliminates data from the image, it should not be utilized in cosmic imaging or different purposes 

where the specific multiplication of the information is required. Lossless configurations should be 

utilized all things being equal. 

3.2. Lossless Compression 

In this section we show how to combine our lossy compression method with a lossless compression 

technique to get an even better compression ratio without increasing the reconstruction error. The lossy 

compression method proposed in this paper represents every patch of the image with just one dictionary 

element. This setup is quite similar to the setup of text compression. In text compression the alphabet 

is the dictionary and instead of patches there are letters. One way of compressing a text is to use an 

oracle. Let us assume the oracle can predict a letter based on the previous letters. By having such an 

oracle we do not have to store all the letters. We just have to store a 1 for a letter which the oracle 

predicts correctly and a 0 followed by the correct letter if the oracle predicts the letter wrong. 0 and 1 

we can encode with 1 bit. We improve the compression if the rate of correctly predicted letters is higher 

than 1 k, where k is the no. of bits we need to encode a letter or in our case a patch. In text compression 

Context Tree Weighting (CTW) based oracles show good performance 

 

In our setting of image compression, the idea is to train an oracle to predict patches (instead of 

letters). We build the image patch by patch and try to predict each patch based of the patches we already 

know. Unfortunately the Context Tree Weighting approach cannot be directly adapted to our image 

setting. There are two main difficulties. First of all we use a much bigger dictionary. The tree has the 

potential to grow very big, even if we just save the observed paths. But there is also another difficulty. 

Text is one dimensional, images on the other hand are two dimensional. Which is the patch which has 

the most influence on the current patch? The left or the upper? This difficulties advise us to avoid 

Context Trees and use another structure to do statistics on adjacent patches. For simplicity we predict a 

patch based on two adjacent patches. Assuming we build the image patch by patch starting at the upper 

left corner, we are able to achieve good performance by applying a simple Winner Takes-It-All 

approach. The oracle predicts the current dictionary element based on its left and upper neighbor by 

just taking the patch from the dictionary which appeared most with the given left and upper patch. 

 

We make the assumption that the left and the upper patch equally influence the current patch. 

Another assumption we make is that the influence of the upper and the left patch on the current patch 

are independent of each other. Of course we update the oracle while constructing the image. This has 

the advantage that the approach even works without training. This kind of oracle while using a 

dictionary of size 1000 can correctly predict about 50% of the patches on an average image. Despite 

it’s good performance it is easy to implement, it just needs two matrices with dimension K×K to store 
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the statistics. Where K is the number of dictionary elements. We can try to get an even better prediction 

rate by maximize over the combined probability. 

 

3.3. Lossy Compression 

Lossy compression is a compression strategy that removes unrecognizable information. In order to 

give the picture a much more modest size, lossy compression removes certain parts of the picture that 

are less important. Package documents cannot be restored to their defined unique structure. This 

compression reduces the quality of information and changes its size. Lossy compression is mainly used 

for image, audio and video compression and various lossy compression calculations are: 
 

• Discrete Cosine Transform (DCT) 

• Encoding 

• Decoding 
 

Many other lossy image compression methods have already been proposed. Most of them, like us, 

assume that the image being compressed is relatively smooth. Low frequencies dominate. Therefore, 

there are methods to transform the input image into the frequency domain, such as Fourier domain or 

wavelet. Then some information is lost because only the low frequencies are stored as compressed 

image information. 

 

The method based on the feature learning method that uses k-means to build the prior. The idea is 

to select a large number of random pieces from a given set of images. Once selected, these patches can 

be preprocessed. The dictionary features are then trained using an unsupervised learning algorithm.  

 

We adapted and simplified this and learned the vocabulary as follows. We used the CIFAR-10 image 

set and selected 100,000 random d × d × 3 color patches from the images. For simplicity, no 

preprocessing of the patch was performed. Converted the patches into 100000 vectors of size d 2 * 3. 

Each vector consists of pixels from the first, second, and third color channels connected in sequence. I 

then used this patch to form a d**2*3x100000 X E R matrix. In matrix X, the k-means algorithm was 

used to group these selected regions to create K centroids. These centroids are matrices containing 

image patches as 2 * 3xK also form a D E R d lexical matrix. 

3.3.1. Discrete Cosine Transformation 

The DCT is a chance to recurrence area change. The DCT coefficients and the converse DCT 

coefficients structure a straight pair. DCT incidentally builds the piece profundity of the image, since 

the DCT coefficients of a 8-cycle/segment image take up to at least 11 pieces (contingent upon devotion 

of the DCT estimation) to store. It may also constrain the codec to make use of 16-bit transistors to 

maintain those coefficients, multiplying the dimensions of the photo portrayal now; they may be 

frequently faded returned to 8-digit esteems via way of means of the quantization step. The transitory 

expansion in size at this stage isn't a presentation worry for most JPEG executions, on the grounds that 

regularly just an exceptionally little piece of the image is put away in full DCT structure at some random 

time during the image encoding or deciphering measure. The 2-D DCT is gotten exploiting the equation 

given underneath: 

𝒇𝑿,𝒀 =
𝟏

𝟒
∑ ∑ ∝ (𝒖) ∝ (𝒗)

𝟕

𝒖=𝟎

𝟕

𝒖=𝟎

𝑭𝒖,𝒗 𝐜𝐨𝐬 [
(𝟐𝒙 + 𝟏)𝒖𝝅

𝟏𝟔
] 𝐜𝐨𝐬 [

(𝟐𝒚 + 𝟏)𝒗𝝅

𝟏𝟔
] 

 

Where 
 

x is a pixel row, for the integers0≤x<8. 

y is a pixel column, for the integers0≤y<8. 

𝛼(𝑢)𝑖𝑠 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑎𝑠 𝑎𝑏𝑜𝑣𝑒, 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 0≤u<8. 
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𝐹𝑢,𝑣is a reconstructed approximate coefficient at coordinates(u,v). 

𝑓𝑥,𝑦 is a reconstructed pixel value at coordinates(x,y) 

 

The DCT interaction creates a somewhat greater worth at the upper left. It may be termed as DC 

coefficient. In a 8x8 image block, the leftover 63 coefficients are identified as AC coefficients. The 

profit of DCT is its inclination to tsum the greater part of sign in one corner of the outcome, as might 

be seen previously. The quantization step to follow emphasizes this impact while at the same time 

lessening the general size of the DCT coefficients, bringing about a sign that is not difficult to pack 

productively in the entropy stage. 

3.3.2. Encoding Algorithm 

The necessary steps of complete JPEG encoding algorithm is pictured in Figure 2. An input image 

is transformed into 8x8 blocks and the DCT process is applied for each block. Every block divided by 

quantization table. Then block is converted as vector ZigZag pattern. Runlength encoding algorithm is 

applied for each vector. Finally, to encode the image Huffman encoding is used. 

 
Figure 1: JPEG Compression flow 

3.3.2.1 Colour Space Transformation 

First, the image needs to change from RGB to an alternate shader space called YCbCr. It has three 

parts Y, Cb and Cr: the Y segment deals with pixel luminance, and the Cb and Cr segments deal with 

chroma (which is divided into blue and red segments). The YCbCr shading space shift allows for more 

noticeable compression without severely affecting the sensory quality of the image. Compression is 

more efficient due to lustrous data, more important to the inevitable perceptual nature of the image, 

confined to a single channel, handling the human visual frame strongly stronger. This conversion to 

YCbCr is defined in the JFIF standard and must be done so that the following JPEG document has the 

greatest similarity. However, some JPEGs run at "maximum" mode that is not critical to this progress 

and instead keeps the shader data in an RGB shader model, where the image is packed into separate 

channels. For red, green and blue luminance. This results in less efficient compression and probably 

won't be used if record size is an issue. 

3.3.2.2 Downsampling 

Because of the densities of shading and splendor touchy receptors in the natural eye, people can see 

significantly more fine detail in the brilliance of an image (the Y segment) than in the shade of an image 

(the Cb and Cr segments). Utilizing this information, encoders can be intended to pack images all the 

more productively. The change into YCbCr shading model empowers the subsequent stage, which is to 
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lessen the spatial goal of the Cb and Cr parts. The proportions at which the Downsampling should be 

possible on JPEG are 4:4:4 (no downsampling), 4:2:2 (diminish by factor of 2 even way), and most 

ordinarily 4:2:0 (decrease by factor of 2 in flat and vertical ways). For the remainder of the compression 

interaction, Y, Cb and Cr parameters are handled independently. 

3.3.2.3 Block Splitting 

Subsequent to subsampling, each channel should be parted into 8×8 squares of pixels. Contingent 

upon chroma subsampling, this yields. MCU squares of size 8×8 (4:4:4 – no subsampling), 16×8 (4:2:2), 

or most regularly 16×16 (4:2:0).If the information for a channel doesn't address a whole number of 

squares then the encoder should fill the excess space of the deficient squares with some type of faker 

information. Filling the edge pixels with a fixed shading (ordinarily dark) makes ringing curios along 

the noticeable piece of the boundary; rehashing the edge pixels is a typical procedure that decreases the 

apparent line, however it can in any case make relics.  

3.3.2.4 Discrete Cosine Transform 

Then, every segment (Y, Cb, Cr) of each 8×8 square is changed over to a recurrence space portrayal, 

utilizing a standardized, two-dimensional sort II discrete cosine change (DCT). Prior to processing the 

DCT of the sub image, its dark qualities are moved from a positive reach to one jogged around nothing. 

For a 8-cycle image every pixel has 256 potential qualities: [0,255]. To focus on zero it is important to 

deduct significantly the quantity of potential qualities, or 128. Deducting 128 from every pixel esteem 

yields pixel esteems on [− 128,127]. 

3.3.2.5 Quantization 

The natural eye is acceptable at seeing little contrasts in brilliance over a generally huge region, 

however not very great at recognizing the specific strength of a high recurrence splendor variety. This 

permits one to enormously lessen the measure of data in the high recurrence parts. This is finished by 

just separating every segment in the recurrence area by a steady for that segment, and afterward 

adjusting to the closest number. This is the principle lossy activity in the entire cycle. Thus, it is 

normally the situation that a considerable lot of the greater recurrence parts are adjusted to nothing, and 

a significant number of the rest become little sure or negative numbers, which take numerous less pieces 

to store. 

3.3.2.6 Entropy Coding 

Entropy coding is an exceptional type of lossless information compression. This is organizing an 

image segments in a "crisscross" request utilizing run-length encoding (RLE) calculation to assemble 

comparative frequencies, embeddings length coding zeros, and afterward utilizing Huffman coding for 

the image. JPEG standard additionally permits, however doesn't need, the utilization of number-

crunching coding, which is numerically better than Huffman coding. Nonetheless, this detail is from 

time to time applied as it's far protected through licenses and seeing that it's far a lot extra sluggish to 

encode and translate contrasted with Huffman coding. Number-crunching coding in most cases makes 

files approximately 5% extra modest. On the off hazard that the I-th block is addressed through Bi and 

positions internal every rectangular are addressed through (p, q) in which p = 0, 1, ...,7 and q = 0, 1, 

...,7, at that factor any coefficient with inside the DCT photo may be addressed as Bi(p, q). 

Consequently, in the above plot, the request for encoding pixels (for the I-th block) is Bi(0,0), Bi(0,1), 

Bi(1,0), Bi(2,0), Bi(1,1), Bi(0,2), Bi(0,3), Bi(1,2), etc. This mode of encoding is called pattern 

consecutive encoding. Gauge JPEG additionally upholds reformist encoding. While consecutive 

encoding encodes coefficients of a solitary square at a time (in a crisscross way), reformist encoding 

encodes comparable situated coefficients of all squares in one go, trailed by the following situated 
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coefficients, all things considered, etc. Along these lines, if the image is partitioned into N 8×8 squares 

{B0,B1,B2, ..., Bn-1}, 18 info4eee | Project Report then reformist encoding encodes Bi(0,0) for all 

squares, i.e., for all I = 0, 1, 2, ..., N-1. This is trailed by encoding Bi(0,1) coefficient, all things 

considered, trailed by Bi(1,0)- the coefficient, everything being equal, at that point Bi(2,0)- the 

coefficient, all things considered, etc. It ought to be noted here that once all comparable situated 

coefficients have been encoded, the following situation to be encoded is the one happening next in the 

crisscross crossing as shown in the figure above. It has been discovered that Baseline Progressive JPEG 

encoding generally gives better compression when contrasted with Baseline Sequential JPEG because 

of the capacity to utilize distinctive Huffman tables (see underneath) customized for various frequencies 

on each "output" or "pass" (which incorporates comparative situated coefficients), however the thing 

that matters isn't excessively enormous. In the remainder of the article, it is accepted that the coefficient 

design created is because of successive mode. To encode the above produced coefficient design, JPEG 

utilizes Huffman encoding. JPEG has an extraordinary Huffman code word for finishing the succession 

rashly when the leftover coefficients are zero. JPEG's further code words address blends of (a) the 

quantity of critical pieces of a coefficient, including sign, and (b) the quantity of successive zero 

coefficients that go before it. (When realize the number of pieces to expect, it takes 1 bit to address the 

decisions {-1, +1}, two pieces to address the decisions {-3, - 2, +2, +3}, etc.). In this model square, the 

bulk of the quantized coefficients are little numbers that aren't long past earlier than fast through a 0 

coefficient. These greater-successive instances might be addressed through greater constrained code 

words. The JPEG widespread offers extensively beneficial Huffman tables; encoders might also 

additionally likewise determine to supply Huffman tables upgraded for the actual recurrence 

appropriations in an images being encoded. 

3.3.3. Decoding Algorithm 

 
Decoding intends to show the image prior to its original packed structure. It comprises of doing all 

steps mentioned in Fig.2. By considering the DCT coefficient network (subsequent to adding the 

distinction of the DC coefficient back in) and availing the section for-passage item with the quantization 

framework from above outcomes in a grid which intently takes after the first DCT coefficient lattice for 

the upper left bit. Taking the reverse DCT brings about an image with values (actually moved 

somewhere near 128). Adding 128 to the got lattice brings about an image which takes after intimately 

with the first image. This mistake is generally observable in the base left corner where the base left 

pixel gets more obscure than its nearby right pixel. 

 

 
Figure 2: JPEG Decoding flow 
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3.3.3.1 An example considered is an 8x8 matrix 

 
Figure 3: 8 x 8 image format 
 

 
Figure 4: Subtracting -128 from image 
 

 
Figure 5: DCT of an image 
 

 
Figure 6: Quantization matrix and rounding for dividing the image 

 

Taking the Zigzag Order: 
 

−25  

−3    0 

−3  −2  −5  

  2  −4     1  −3  

  1    1    3    1    2  

−1    2   −1    2   0  0  

  0    0     0  −1  −1   EOB 
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Implementing RLE and Huffman Coding: 
 

Output: 

1100010101001110010001011000010110100011001100011001001100101001011000

00010000110111 101000001010 
 

Input image size: 64 bytes  

Output image size: 12 bytes  

Ratio of Compression: 5.333:1 

4. Comparative Results  

JPEG compression curios mix well within photos with nitty gritty non-uniform surfaces, permitting 

greater compression proportions. The higher compression proportion means that the high-recurrence 

surfaces in the upper-left corner of an image, and the differentiating lines represents a fuzzier. An 

exceptionally high compression proportion seriously affect the originality of an image. Be that as it 

may, the accuracy of tones endure less (for a natural eye) than the exactness of forms (in light of 

luminance). This legitimizes the way that images ought to be first changed in a shading model isolating 

the luminance from the chromatic data, before sub inspecting the chromatic planes (which may likewise 

utilize lower quality quantization) to save the exactness of the luminance plane with more data bits. The 

uncompressed MRI image underneath (2,62,144 pixels) may need 7,86,432 bytes (barring any 

remaining data headers). 

 

 
Figure 7: Using once matrix 
 

 
Figure 8: High Compression Matrix 

5. Comparative Analysis with Existing Work 

In the below graphs the performance of different algorithms are shown in the graph of which 

JPEG[8],Wavelet transform[18], JPEG200[7], vector quantization[20], fractal[19] and enhanced 

JPEG(ours) which the performance matrixes are compression ratio, MSE, peak signal to noise 

ratio(PSNR),bitrate 
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Figure 10. Compression Ratio for Enhanced JPEG algorithm and previous works 
 

 
Figure 11. The graphical variation of parameters with MSE using Enhanced JPEG algorithm and 
previous works 
 

 
Figure 12. Graphical correlation for PSNR with past works 
 

 
Figure 13. Graphical examination for variety of boundaries with BITRATE with past Works 
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Figure 14. Compression of Time utilizing with past Works 
 

CR = 
𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑆𝑖𝑧𝑒

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑒𝑑𝑆𝑖𝑧𝑒
     (1) 

 

MSE = 
1

𝑚 𝑛
∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]2𝑛−1

𝑗=0
𝑚−1
𝑖=0   (2) 

 

PSNR = 10 ∙  𝑙𝑜𝑔10(
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
)    (3) 

6. Conclusion 

For image compression jpeg is the standard used, this paper examines the fundamental interaction 

of jpeg encoding. Compression has been accomplished by utilizing DCT procedures, which partition 

the image into various recurrence segments. The superfluous data would be able to taken out from the 

image by quantization. This implies that DCT assumes an imperative part in JPEG image compression. 

As the compression proportion is getting greater and greater it increases more data. Consequently, the 

need to acquaint high proficiency DCT calculation accomplish better image compression. By 

comparing with various algorithms DCT gives the better results. 

7. References 

[1] Digital Image Processing (Pearson Education, Second Edition) By Rafael C. Gonzalez and Richard 

E. Woods 

[2] Raid, M., Khedr, M., El-Dosuky, A. and Ahmed, W. (2014). Jpeg image compression using 

discrete cosine transform-A survey. arxiv preprint arxiv:1405.6147 

[3] Deepthi, K. and Ramprakash, R. (2013). Design and Implementation of JPEG Image Compression 

and Decompression. International Journal of Innovations in Engineering and Technology (IJIET), 

2(1), 90-98 

[4] Krishnaraj, N. et al. (2019). Deep learning model for real-time image compression in Internet of 

Underwater Things (IoUT). Journal of Real-Time Image Processing, 1-15. 

[5] Siddeq, M. and Ghadah Al-Khafaji. (2013). Applied Minimized Matrix Size Algorithm on the 

Transformed Images by DCT and DWT used for Image Compression. International Journal of 

Computer Applications 70.15 

[6] Alam, L. et al. (2017). An improved JPEG image compression algorithm by modifying luminance 

quantization table. International Journal of Computer Science and Network Security (IJCSNS) 

17.1: 200 

[7] Cogranne, R. (2018). Determining JPEG image standard quality factor from the quantization 

tables. arxiv preprint arxiv: 1802 00992. 

[8] A Comparative Study of Image Compression Techniques Based on Svd, Dwd- Dct” ICSCI2008 

proceedings pg 494-496 

0

0.5

1

1.5

2

2.5

3

C
o

m
p

re
ss

io
n
 T

im
e



12 

 

[9] Singh, S. (2012). An algorithm for improving the quality of compacted JPEG image by minimizes 

the blocking artifacts. arxiv preprint arxiv:1208.1983. 

[10] Wang, C. et al. (2007). An improved JPEG compression algorithm based on sloped-facet model of 

image segmentation. International Conference on Wireless Communications, Networking and 

Mobile Computing. IEEE. 

[11] Nosratinia, Aria. (2002). Enhancement of JPEG-compressed images by reapplication of JPEG. The 

journal of VLSI signal processing 27 (2002): 1291-1298. 

[12] A. Said, W.A. Pearlman, “A new, fast, and efficient image codec based on set partitioning in 

hierarchical trees”, IEEE Trans. on Circuits and Systems for Video Technology, vol. 6, 243-250, 

1996. 

[13] Y.W. Chen, “Vector Quantization by principal component analysis”, M.S. Thesis, National Tsing 

Hua University, June, 1998. 


