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ABSTRACT 

The need for cooperation between an ever increasing number of 

distributed information clients has led to the development of a 

broad number of tools and theories in the field of the semantic 

web. As a consequence, also several middleware systems have 

been extended to support these semantic data formats and 

knowledge integration techniques. However, all these middleware 

systems implement semantic extensions of their original 

communication model, but they do not employ the concept of 

knowledge as an integral part of the interaction metaphor. This 

often necessitates writing unnatural programme code, results in 

redundantly transferred data and leads to inconsistent 

interpretation of knowledge. In this paper, we present a semantic 

event notification service that addresses this problem by defining 

an event as the change of knowledge. We describe the 

communication mechanisms of the system and show how they are 

employed for implementing knowledge-driven coordination tasks. 

We also provide an architecture overview of our implementation 

and present first performance and scalability results. 
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1. INTRODUCTION 
Providing a mechanism for sharing knowledge between 

information clients is a core requirement on modern middleware 

systems. Data that is distributed over many information clients 

and the conclusions that can be drawn from this data are essential 

for realising many important tasks: 

 Knowledge-based coordination: workflows need to be 

controlled (i.e. started, interrupted, postponed, aborted, 

etc.) depending on knowledge about the workflow context 

and changes/extension of this knowledge  

 Knowledge-based decision making: decisions have to be 

made based on existing knowledge about the decision 

domain; domain knowledge may be available explicitly 

(as pure data) or implicitly (inferable by algorithms, rule 

engines, etc.)  

 Processing of semantic data streams: data and event 

streams have to be analysed for patterns that are 

representing particular knowledge; clients need to be 

notified about the (un)availability of knowledge  

 Semantic queries, knowledge extraction: parts of the 

stored knowledge need to be extracted for further 

processing or presentation to the end user  

 Semantic correlation: events need to be correlated via 

semantic dependencies, i.e. dependencies that are not 

explicitly visible but can be inferred from a knowledge 

base  

 Metadata management: context information and data 

about data semantics needs to be stored and made 

accessible to applications and users 

For consolidation, storage, and processing of knowledge from 

different data sources, a number of tools and concepts have been 

developed in the field of the semantic web. Over the last years, 

existing middleware systems have been extended with support for 

these developments, e.g. data stores provide support for semantic 

data types, coordination spaces have been complemented with 

matchmakers for semantic data, and messaging systems allow for 

annotating event channels with metadata (see Section 5 

Discussion and Comparison with Related Work). However, all 

these approaches are only semantic extensions of the original 

interaction model, but none of them truly integrates the concept of 

knowledge with its own interaction metaphor. This often results in 

redundantly stored data and leads to reduced data quality and 

inconsistent interpretations of the same knowledge fragments.  

In this paper, we present conceptual model and implementation of 

Semantic Event Notification Service (SENS), an event processing 

system that avoids redundant processing by introducing the 

concept of knowledge events, i.e. events that indicate the change 

of knowledge rather than the change of state or the transfer of 

data. 

The paper is structured as follows: In Section 2 we introduce the 

conceptual model of the semantic event notification service 

SENS. Section 3 describes how SENS‟ interaction mechanisms 

can be employed for implementing knowledge-driven 

coordination. Section 4 presents architecture and implementation 

results of the SENS prototype and discusses first performance and 

scalability observations. In Section 5 we compare our approach to 

related work. Conclusions and future work are presented in 

Section 6. 

2. SENS – SEMANTIC EVENT 

NOTIFICATION SERVICE 
Semantic Event Notification Service (SENS) is realised as a 

publish/subscribe middleware and shall ease the development of 

semantically enabled applications following the event driven 



architectural style (EDA) [25]. Generally, all interactions with the 

system are modelled as events. However, the essential difference 

to ordinary event processing systems is that SENS works with 

knowledge events, i.e. events that contain knowledge (fragments) 

about a certain domain. Clients can subscribe for changes or 

extensions of domain knowledge by registering a description of 

this knowledge at SENS. When a knowledge event is sent to 

SENS, the event‟s content is added to the internal knowledge 

base. Then SENS tries to infer additional knowledge by reasoning 

about the available data and adds the new data to the knowledge 

base. If the new knowledge is relevant for any of the registered 

subscribers, these are notified and provided with the new parts of 

the affected knowledge. This is at the same time the most 

important advantage of SENS over other approaches, as the 

middleware itself decides whether newly inserted data is relevant 

for the subscriber. The subscriber only tells the middleware in 

which kind of information it is interested in. 

Example: The SENS knowledge base states that “Randy is 8.” 

and “Tim is a parent of Randy.”. Client A wants to get notified 

about persons with siblings and registers the according 

subscription at SENS. If client B sends a knowledge event stating 

that “Mark is child of Tim.”, this would cause SENS to generate a 

new knowledge event containing knowledge about Randy and 

Mark1.  

Note that sending the same knowledge event twice would not 

result in another notification, since SENS detects that the 

subscribers have already received this knowledge. The same is 

true for sending knowledge that was already inferred from the 

knowledge base before. This means that the subscribers are really 

notified about new knowledge and not about the availability of 

particular data structures. 

2.1 SENS  API 
In SENS, knowledge is represented in RDF. RDF [27] describes 

both data and metadata as directed graphs which are created by 

making statements about resources in the form of 〈subject, 

predicate, object〉 triples (corresponding to a directed, named edge 

predicate from node subject to node object).  

When a SENS client wants to subscribe for changes of 

knowledge, it needs to define the parts of the knowledge it is 

interested in using a SPARQL CONSTRUCT statement. The 

SPARQL CONSTRUCT [35] query form is defined to identify a 

single RDF graph that matches a given graph template. The result 

graph is formed by substituting variables of the graph template by 

the query solutions found.  

The SENS API is shown in Listing 1. Knowledge can be added to 

SENS in form of a single RDF triple or as a graph data structure 

defined by a set of triples (publish). 

The subscription mechanism of SENS (subscribe, unsubscribe) 

allows a client to be notified about changes or extensions of 

certain parts of the stored knowledge. Whenever data is added, 

SENS checks whether a re-evaluation of the SPARQL statement 

would return additional triples (i.e. new knowledge) and transfers 

new results to the subscriber using a callback interface.  

 

                                                                 

1 We assume that the reasoning engine is aware of the required 

relations. 

Listing 1. SENS API (Java) 

public interface SENS  { 

 // adds a triple to the knowledge base 

 void publish(Triple triple);   

 // adds a set of triples to the knowledge base 

 void publish(TripleSet tripleSet);  

 // subscribes for all knowledge events that match the provided 
       // knowledge description 

 SubscriptionID subscribe(Subscriber s, String sparqlDescr); 

 // removes the subscription 

 void unsubscribe(Subscriber s, SubscriptionID id); 

 // receives the desired knowledge; blocks if no result is found 

 TripleSet receive(String sparqlDescr);    

 // like receive but returns null if no result is found 

 TripleSet tryReceive(String sparqlDescr); 

 // registers a continuous insertion 

 InsertionID registerInsertion(String sparqlDescr); 

 // unregisters a continuous insertion 

 void unregisterInsertion(InsertionID id); 

// removes the result graph from the knowledge base; blocks if 
// no result is found 

TripleSet remove(String sparqlDescr);  

 // like remove but returns null if no result is found 

 TripleSet tryRemove(String sparqlDescr);  

} 

 

Example: The registration of a subscription with the following 

SPARQL description would notify the subscriber every time new 

knowledge about persons with at least one child is available. 

Notice that the construct part of the query defines the operation‟s 

result, which is then compared to previous results of the query. 

 

CONSTRUCT {   // CONSTRUCT part defines 

  ?s  :name ?n; // the result graph 

   ?p    ?o.   

}  

WHERE {  // WHERE part describes 

  ?s :name ?n; // the knowledge of  

?p    ?o; // interest by means of  

      a     :Person; // a graph pattern 

 :hasChild ?c.   

} 

 

The subscriber receives the new triples together with a triple 

containing the name of the concerned person. Implementing this 

example with a traditional event processing system would require 

to (1) define an extra event channel for modifications of data of 

persons with children, (2) register for events on this channel, (3) 

determine the concerned person, when an event is received, and 

(4) query a database for the required context information. With 

SENS, this can be implemented within one single subscription. 

A client can also wait for the availability of certain knowledge 

(receive). If the requested knowledge is not available, the request 

is blocked until it can be answered. If the client only wants to test 

for the existence of certain knowledge, SENS offers a non-

blocking variant of this API primitive (tryReceive). 



Another mechanism frequently employed in event processing is 

continuous insertion (cf. [8]) (registerInsertion, 

unregisterInsertion). Continuous insertions are descriptions of 

event patterns that are evaluated each time an event occurs. If the 

given pattern is found, a new event is generated. This mechanism 

is usually applied to generate high-level events from a number of 

low-level events. In SENS, an insertion is also described by a 

SPARQL CONSTRUCT statement. When the described 

knowledge is available in SENS, the triples of the constructed 

result graph are added to the knowledge base. 

Finally, we also added two primitives for the removal of semantic 

data (remove, tryRemove). These primitives have been introduced 

as it turned out that in some cases it is necessary to make SENS 

“forget” particular parts of its knowledge. This is especially useful 

for controlling memory and storage requirements of SENS and it 

simplifies the implementation of certain knowledge-centric 

coordination patterns (e.g. request/response, produce/consume).  

3. KNOWLEDGE-DRIVEN 

COORDINATION 
Malone et al. [26] define coordination as “managing 

dependencies between certain activities”. Accordingly, we define 

knowledge-driven coordination as coordination that is driven by 

knowledge about the coordination scenario, e.g. knowledge about 

the involved entities, dependencies between entities, 

consequences of coordination activities, and the current state of an 

interaction. SENS implements several typical interaction 

primitives that can be employed for the coordination of multiple 

clients (subscriptions, blocking receive, blocking consume). 

While the use of such primitives has already been studied 

extensively in other work (e.g. [13][15][16][24][40][44]), this 

section describes how ontologies and continuous insertions are 

employed for implementing knowledge-driven coordination with 

SENS.  

3.1 A Use Case Scenario 
A governmental health organisation wants to develop a system 

that allows for quickly finding blood donors for people with very 

special forms of blood incompatibleness. The system should 

therefore collect knowledge about patients of general practitioners 

and hospitals and analyse specific relations between the blood 

types and other blood properties. Multiple information systems 

provide the required data which is then used to coordinate a 

number of clients. Currently, a commercial enterprise service bus 

is used to connect all involved information systems following the 

SOA approach. The new system has to be integrated with the 

existing infrastructure and shall use the existing communication 

mechanisms for interacting with the employed business process 

execution engine. Figure 1 shows an overview of the system 

infrastructure and presents a small example fragment of the 

patient data that will be managed by SENS. 

In the example, only the most important properties (age, blood 

type) and known relationships (isParentOf, isChildOf) between 

the blood donors are shown (a textual description of the RDF 

graph can be found in Appendix A). 

 

 

Figure 1. Use case scenario 

 

In the following, we briefly summarize four use cases of this 

scenario:  

 UC1 – Data Import: After the deployment of the new 

system as well as each time a new information system of 

a hospital or a general practitioner is integrated with the 

system, patient data of existing databases, knowledge 

management systems, or experts systems has to be 

imported into the SENS knowledge base. 

 UC2 – Data Analysis: For finding appropriate blood 

donors, the knowledge base has to be analysed with 

respect to the given blood properties, health situation, 

relational dependencies, etc. of the donors. In 

emergency situations, this process must not exceed a 

critical time limit. 

 UC3 – Knowledge-driven Coordination: While some 

clients will act as pure data providers, others need to be 

notified about suitable blood donors. SENS has to 

correlate semantic data published by different clients 

and notify the corresponding subscribers so that they 

can continue their current work unit. The notification 

mechanism has to be implemented using the existing IT 

infrastructure. 

 UC4 – Knowledge Extraction: For the purpose of 

statistical analyses in medical research, the system must 

allow for the extraction of particular parts of the stored 

knowledge. Appropriate query mechanisms have to be 

provided. 

3.2 Ontologies 
The use of ontologies for driving a coordination process is the 

most distinguishing feature of SENS compared to existing event 

processing and space-based middleware. An ontology is a model 

that describes a set of concepts within a domain and the relations 

between them. It can be used to reason about data and information 

within that domain. SENS supports ontologies for RDF based 

knowledge descriptions. Whenever new data is added, the internal 

reasoning engine infers new knowledge and adds it to the 

knowledge base in the form of additional (virtual) RDF triples. 

 

 



Example: SENS supports ontologies defined in OWL [29], a 

formal language for the specification of relations between certain 

classes and properties of resources. The following OWL ontology 

describes certain relationships between the data objects stored in 

SENS (OWL can be represented as RDF triples itself). 

 

:Person a owl:Class . 

 

:Man a owl:Class ; 

      rdfs:subClassOf :Person . 

 

:Woman a owl:Class ; 

 rdfs:subClassOf :Person . 

 

:isAncestorOf 
 a owl:TransitiveProperty , 

owl:ObjectProperty . 

 

:isParentOf 

 a owl:ObjectProperty ; 

 rdfs:domain :Person ; 

 rdfs:range :Person ; 
 rdfs:subPropertyOf :isAncestorOf ; 

 owl:inverseOf :isChildOf . 

 

:isChildOf 

 a owl:ObjectProperty ; 

 rdfs:domain :Person ; 

 rdfs:range :Person ; 
 owl:inverseOf :isParentOf . 

… 

 

The ontology specifies three classes (Person, Man, Woman), the 

latter two being sub-classes of the former, and three properties. 

The property isAncestorOf is defined to be transitive; its sub-

properties isParentOf and isChildOf are defined as relationships 

between two persons and to be the inverse of each other.  

We now assume that a young person (Randy) has been injured 

during a car accident and requires a blood transfusion. Due to 

special blood incompatibleness, the person can receive blood 

from a blood-relative (ancestor) only. While it is not possible to 

express recursions with SPARQL descriptions, the OWL ontology 

allows for modelling such relations using a transitive property 

(isAncestorOf). After registration of the above ontology at SENS, 

we can use a subscription with the following simple SPARQL 

description to get notified each time a potential blood donor is 

found.  

 

CONSTRUCT { 

  :Randy :canReceiveBloodFrom ?p. 

}  

WHERE {  

  ?p :isAncestorOf :Randy.  

  ?p :hasBloodType :O. 

} 

 

Addition of the triple <:Randy, :isChildOf, :Tim> (cf. Figure 1) to 

the SENS knowledge base would trigger the reasoning engine 

inferring the following knowledge: 

 〈:Tim, :isParentOf, :Randy〉, as isParentOf is the inverse 

property of isChildOf 

 〈:Tim, :isAncestorOf, :Randy〉, as isAncestorOf is a 
super-property of isParentOf 

 〈:Lucille, :isAncestorOf, :Randy〉, as isAncestorOf is a 
transitive property 

Consequently, the subscriber is notified about the existence of the 

triple 〈:Randy, :canReceiveBloodFrom, :Lucille〉. In this case, not 
the addition of the triple but the reasoning process has 
triggered the event. The defined relations have directly triggered 

a coordination step.  

The use of formal, logic-based ontology languages like OWL 

allows for solving highly complex coordination problems for 

which obvious algorithmic solutions are hard to find. Ontologies 

should be used for modelling generally valid or at least in the 

context of the application permanently applicable relations and 

taxonomies. These are read frequently and hardly change over 

time. For the definition of temporary relations, SENS provides the 

mechanism of continuous insertion. 

3.3 Continuous Insertion 
The term continuous insertion originates from the field of event 

processing, where it is evaluated after each event, whether a 

certain (potentially complex) event pattern can be detected and 

whether a new high-level event indicating the occurrence of this 

pattern shall be generated. In SENS, we adopted this concept for 

the notion of knowledge. A continuous insertion describes a graph 

pattern to search for and a graph data structure to be added to the 

knowledge base, when the pattern is found or can be inferred. The 

description is registered at SENS and is evaluated each time data 

is added or removed. 

Example: This time we assume that the injured person can only 

receive blood from a male adult also having blood type „0‟. The 

following SPARQL description defines these requirements. 

 

CONSTRUCT { 

  :Randy :canReceiveBloodFrom ?p.  

} 

WHERE {  

  ?p a :Man.  

  ?p :hasBloodType :O. 

  ?p :hasAge ?a. 

  FILTER (?a >= 18)  

} 

 

Registration of a continuous insertion with this SPARQL 

description has the effect that SENS explicitly generates triples 

for all persons who can be blood donors for Randy. Addition of 

data about Al would cause the generation of the triple 〈:Randy, 

:canReceiveBloodFrom, :Al〉. This may in turn allow for inferring 

new knowledge which triggers the notification of subscribers or 

unblocks pending receive requests.  

Consequently, also continuous insertions may directly trigger a 

coordination step. They provide the client with a means to define 

rules for special relations between the data objects using the 

employed description language. Since continuous insertions can 

be registered and unregistered dynamically, they allow a client to 

define these rules temporarily, which can be advantageous in 

many application scenarios. While this is not possible for 

ontologies, they provide a more powerful means for defining 

complex relations and concepts. 



4. ARCHITECTURE AND 

IMPLEMENTATION 
In this section we present architecture and implementation 

of SENS and discuss first performance and scalability 

results. 

4.1 SENS Architecture and Implementation 
SENS consists of two main components: a semantic storage and 

inference layer for RDF data and an event processing layer that 

implements the SENS API primitives (see Figure 2). 

 

 

Figure 2. SENS architecture 

 

The Jena Semantic Web Framework (Java) [20] is employed for 

storing and querying RDF data. When SENS is initialised, the 

used ontology model is loaded into the Ontology Graph and the 

Jena built-in reasoner creates an initial Inferred Graph. Both 

insertion and removal of data are performed on the inferred graph. 

Hence, the inferred graph contains explicitly inserted as wells as 

implicitly available data, i.e. data inferred by applying the 

provided ontology. 

If the inferred graph is changed, this may trigger further rule 

firings of the reasoning engine. The RETE-based forward 

reasoning engine [11] works incrementally and only the 

consequences of the added or removed triples are explored. The 

current version of SENS supports a subset of the ontology 

languages supported by Jena, namely NONE, RDFS, and OWL. 

The Jena framework offers two interfaces to access the inferred 

graph. The Graph API provides access to the contained triples 

through explicit references to resources and properties of the RDF 

model. More complex queries can be formulated using the 

SPARQL API. 

The main component of the event processing layer is the Event 

Processor, which implements the SENS API. It synchronises 

concurrent access and manages subscriptions, continuous 

insertions, and pending receive/consume requests:  

 Subscriptions: Whenever new data is added, the event 

processor checks whether the result graph of any 

subscription‟s request has changed. If so, the according 

subscriber is notified and provided with the newly 

availably result triples.  

 Continuous insertions: At each write operation, the 

event processor checks whether the knowledge base 

matches any of the registered SPARQL descriptions for 

continuous insertions and adds the corresponding new 

triples to the knowledge base.  

 Pending receive and consume requests: If receive or 

consume requests cannot be answered immediately, they 

are stored and re-evaluated when new data is added to 

the space. The result graph is provided to the client as 

soon as it consists of at least one triple.  

The current version of SENS can be run in-memory or in 

persistence mode with an HSQLDB 1.8 [19] or MySQL 5.0 [31] 

database backend. Clients can instantiate SENS in-process or 

access it via an extensible adapter mechanism. Currently, we 

provide an RMI adapter for remote access to a SENS server 

installation. This RMI adapter can also be used for connecting 

SENS to an enterprise service bus. 

4.2 Performance and Scalability 
With the goal to get a first impression of performance and 

scalability of SENS, we implemented two test scenarios for the 

previously described use cases. All tests were run on a Pentium 

IV HT 3,2GHz, 4GB RAM, Windows Vista PC. 

 

 

Fig. 3: Data load times for one patient record (32 triples) at 

different sizes of the SENS knowledge base (persistence mode) 

 

For the evaluation of data load times (UC 1), we loaded chunks of 

32 triples (one patient description) into SENS. While the in-

memory mode performed well (~2.5sec/10.000 triples), both 

configurations with data persistence did not show satisfactory 

results (see Figure 3). The high load times of up to 1.7sec for one 

record can be ascribed to the high number of database connections 

that are opened by the Jena framework. While this leaves much 

room for optimizations, it makes it difficult to draw further 

conclusions about the performance of the persistence mode of 

SENS at the current stage of development. An interesting 

observation is that with HSQLDB, the insertion times increased 

with the size of the knowledge base. This may indicate bad 

scalability and could cause severe performance problems with 

bigger knowledge bases. 

In the described use case scenario, SENS is initialised with the 

ontology presented in Section 3.2. Generally, we can say that the 

reasoning engine did not cause any significant delay in any of the 

performed tests (UC 2). Apart from the instantiation of the 

reasoning engine and the initial reasoning process, the processing 

overhead caused by the reasoning engine never exceeded 5% of 



the total processing time. However, the time required for 

reasoning strongly depends on the number of rule firings that are 

triggered after adding a triple, which correlates with the size and 

complexity of the employed ontology as well as the size and 

internal structure of the stored knowledge. A more comprehensive 

evaluation of the reasoning engine is beyond the scope of this 

paper (the reader may refer to [12]). 

For the evaluation of query processing (UC 3 & UC 4), we 

defined two SPARQL descriptions and registered them at SENS: 

the first describes one specific property of a particular patient 

description (1 triple); the second describes more complex 

relations between three different patient types (~100 triples). 

Again, the in-memory mode performed best (~1,1ms for 1 triple; 

~3,5ms for 3 descr.), but for the simple query, HSQLDB exhibited 

almost the same processing times as the in-memory configuration 

(see Figure 4). In this test scenario, all queries showed constant 

processing time. While HSQLDB being significantly faster than 

MySQL, it is important to note that HSQLDB does not support 

full ACID transactions.  

 

Fig. 4: Query times for read operations at different sizes of the 

SENS knowledge base (persistence mode) 

 

The first tests demonstrated that SENS has the potential to 

coordinate clients based on larger knowledge bases. However, 

especially the data load mechanism still requires substantial 

optimisation. As a next step, we are going to investigate a number 

of possible performance improvements. Special indexing schemes 

(e.g. [6][18][28][39]) could be employed for efficient storage and 

retrieval of RDF triples. Furthermore, highly optimised algorithms 

for scalable matching of graph based data structures have been 

proposed for semantic publish/subscribe systems (e.g. [34][43]). 

Although these algorithms were developed for the comparison of 

rather small graphs, they could be adapted and employed for the 

processing of subscriptions and receive operations for an entire 

knowledge base. Further performance improvements could be 

achieved by leveraging query engines capable of result set caching 

and incremental query execution. Performance of write operations 

may be further improved by employing reasoning engines 

optimised for different  requirements on data sizes, 

responsiveness, platforms, and distribution topologies (e.g. 

[17][38][41]; for a comparison see [12]).  

More comprehensive measurements of performance and 

scalability for an optimised implementation of SENS as well as a 

comparison with alternative implementation approaches are 

subject to future work. 

5. DISCUSSION AND COMPARISSON 

WITH RELATED WORK 
In the past few years, several databases and frameworks for the 

management of semantic data have been developed (e.g. Redland 

[2], Sesame [3], Yars [18], Jena [20], Oracle@Spatial RDF [33]). 

While these systems are optimised for storing, querying, and 

reasoning about large amounts of semantic data, they do not offer 

a coordination mechanism for controlling interactions between 

multiple clients.  

Traditional event processing systems [25] are a practical means 

for implementing simple coordination scenarios. However, the 

event models of these systems define an event as a simple data 

object that can only be received via a certain event channel. 

Consequently, the data structures of events and the hierarchy of 

event channels need to be defined in advance. Knowledge, in 

contrast, is inferred from arbitrarily structured and connected data. 

Techniques of complex event processing (e.g. Coral8 [7], Esper 

[8]) [30] allow for detecting multiple related events based on 

relations that do not need to be known in advance, but they still 

rely on the events‟ data structures. 

RDF based publish/subscribe systems (e.g. GToPSS [34], OPS 

[43]) extend the event matching algorithm with semantic 

matching capabilities. Every time a message is published, it is 

verified whether the message meets certain semantically defined 

matching criteria. If this is the case, the message is sent to the 

subscriber in its original form. While this is a useful improvement 

of content based subscription, it is still based on the exchange of 

single messages. In contrast, our approach aims at collecting and 

distributing knowledge, i.e. (fragments of) the consolidated 

contents of all exchanged messages.  

Semantic coordination spaces take an approach that aims at 

realising space-based coordination [23] with technologies from 

the semantic web. Based on the Linda model [13], coordination is 

implemented as reactions to insertion or removal of tuples that 

contain semantic data. sTuples [22] and Semantic Web Spaces 

[32], for example, allow for formulating more expressive 

templates than the original Linda model, but they still limit 

template matching to tuples. The TSC [10] prototype offers a 

query primitive for extraction of arbitrary parts of the entire stored 

knowledge. However, this primitive just passes the read request to 

the underlying database, which makes it difficult to implement 

more complex coordination patterns. TripCom [37][5] also 

provides access to the entire knowledge that is stored in the space. 

The rd and in primitives of TripCom behave like the original 

versions of Linda, which (in contrast to SENS) do not reliably 

report all occurrences of events. TripCom‟s notification 

mechanism also works differently as it only evaluates whether the 

inserted tuples match a given template. TripCom follows this 

approach, since the developed system is targeted at becoming a 

web scale infrastructure for the storage and retrieval of RDF data. 

Therefore, its interaction primitives are defined to allow for 

maximal scalability. In SENS, triple patterns are matched against 

the entire knowledge that can be inferred from the currently as 

well as from previously inserted tuples. Although scalability is 

also a key requirement for SENS, we introduced this more 

processing intensive matching process in order to allow for a more 

expressive subscription mechanism. 



Furthermore, the concept of continuous insertion for extending 

the system with user-defined rules is not available in any 

implementation of a semantic coordination space. 

For distribution of semantic data, there exists interesting work on 

optimisation of storage and retrieval of RDF [27] data. PAGE 

[42] and RDFCube [36] define indexing schemes that use multi-

dimensional hash indices to provide efficient query processing for 

RDF triples. For the implementation of simple subscriptions, 

peer-to-peer and distributed hash table based approaches such as 

RDFPeers [4] and MDV [21] promise to offer query times that are 

logarithmic to the number of participating network nodes. 

6. CONCLUSION 
In this paper we presented SENS, a semantic event notification 

service for the implementation of knowledge-driven coordination. 

By allowing a client to register for changes of knowledge, typical 

knowledge integration problems such as redundant storage, 

inconsistent interpretations, and repeated processing of the same 

knowledge fragments are avoided. 

Using SENS, the stored knowledge can directly drive a 

coordination process. The use of ontologies allows for describing 

highly complex coordination problems which can be 

automatically resolved and processed by SENS. Continuous 

insertion provides a flexible means for generating new knowledge 

when clients are interacting with SENS. This new knowledge can 

then trigger subsequent steps of a coordination process. While 

continuous insertions can be employed more dynamically, 

ontologies provide a more powerful means for defining complex 

relations and concepts within the knowledge domain. Both 

coordination mechanisms can be combined to best meet the 

requirements of a specific coordination problem. 

Finally, the implementation of a SENS use case scenario gave a 

first insight into performance and scalability of the proposed 

system. While the read operation is efficient enough for querying 

large amounts of semantic data, the measurements showed that the 

write operation still requires optimisation. 

Performance of data import is at the same time the first problem 

that we are going to address in future work. Furthermore, we are 

going to define a formal model of semantic event processing and 

to employ this model in the specification of the SENS API 

semantics.  
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Appendix A. Content of SENS Knowledge 

Base2  

:Tim      a       :Man ; 

          :hasAge "41"^^xsd:int ; 

          :hasBloodType :A . 

 

:Al       a       :Man ; 

          :hasAge "39"^^xsd:int ; 

          :hasBloodType :0 . 

 

:Jill     a       :Woman ; 

          :hasAge "37"^^xsd:int ; 

          :hasBloodType :B ; 

          :isParentOf :Randy . 

 

:Randy    a       :Man ; 

          :hasAge "11"^^xsd:int ; 

          :hasBloodType :O ; 

          

:Lucille  a       :Woman ; 

          :hasAge "61"^^xsd:int ; 

          :hasBloodType :O ; 

          :isParentOf :Tim . 

 

... 

                                                                 

2 in Turtle RDF format [1] 
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