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Abstract.
different experts has resulted in the accessibility of ipldtview-
points about the same topics. In this work we assume thatifegr
resources are underpinned by ontologies. Different fazatbns of
domains may result from different contexts, different iptetation
of terminology, different vocabularies to define conceptsomplete
knowledge and conflicting knowledge of the experts derithgon-
tologies. We define the notion aognitive learning contextthat
refers to multiple and possibly inconsistent ontologiesudla single
topic. We then discuss how this notion relates to the cognitates
of ambiguityandinconsistencyDiscrepancies in viewpoints can be
identified via the inference of conflicting arguments fronmgistent
subsets of statements. Two types of arguments are discussadly
arguments inferred directly from taxonomic relations tesgw con-
cepts and arguments about the necessary and jointly soffiae-
tures that define concepts.

1 Introduction

Learning resources are becoming increasingly availakletdéearn-

The deployment of learning resources on the web by Secondly, we propose a proof-theoretic approach to theraatio

derivation of arguments from ontologies. Out of the resesi@vail-
able to the learner, she only needs to consider those sudfstte-
ments that are relevant to her reasoning. We use the notienlof

ontology to describe consistent subsets of ontologies that can loe use

to form the cognitive context of the learner. We also sugtiestdif-

ferences in ontologies can be identified via the use of argtatien

and we formalize two different types of arguments that asfuisn

learning. These are syllogistic arguments following fromrarchi-

cal relations in ontologies and arguments about necesadrjpntly

sufficient features of concepts. The rest of this paper ibnaat as
follows. Section 2 reviews related work on the definition ohtext
based on the locality assumption and paraconsistent logoziel-

ing inferences from inconsistent theories. In section 3 iseuss the
notions of cognitive learning context, cognitive ambigwind incon-
sistency arising from the resources taking part in a legrattivity.

Section 4 discusses our approach to defining syllogistioraemts
and arguments from necessary and jointly sufficient featfoethe
definition of concepts. Section 5 summarizes the main isdiges
cussed and briefly outlines current research.

ers on the web. As a result a learner may have access to raultipl

learning resources about the same topic. We assume thatesaoh

ing resource is underpinned by an ontology. Ontologies @fstme

domain may be represented at various degrees of abstramtibn
granularity. Reasons can be traced to different points efvvand

experience of the experts deriving the ontologies. It can be due

to different degrees of completeness of ontologies. Theézanay

not be able to determine whether discrepancies in ontdogise

due to incompleteness of knowledge, due to disagreemewebat
ontologies, or due to differences in the perspectives giviee to

different viewpoints.

This paper’s purpose is twofold. Firstly, to formalize tlognitive
state of ambiguity and inconsistency arising when a leagneoun-
ters incomplete ontologies of learning resources aboypia.ttn or-
der to address the problem of cognitive ambiguity and caofusf
learners we allow resources with conflicting or differerfibirmation
to be part of the same cognitive context. We assume that thtexto
is related to the goal of the learning activity (referred $otlaefo-
cusof the learning activity) rather than on the compatibilititoe
resources referred to by the context. As a consequencepttiext
may involve multiple domains, if multiple domain points aéw are
relevant to the learning topic. For example, the topic maglire the
points of view of multiple domains like psychology, socialence
and anthropology in order to form a particular position.
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2 Related Work

The Local Model Semantics [6] provide a foundation for reaso
with contexts which is based on two main principles: the gigle
of locality and the principle of compatibility. The first st that rea-
soning requires only a part of what is potentially availgle The
principle of compatibility states that there is compatipilamong
the kinds of reasoning performed in different contexts {blis as-
sumes a relatedness between different contexts by somenggdn
relation of subsets of local models. In this paper we focughen
cognitive context of a learner in a learning situation. Thagple of
locality, discrepancies in the ontologies of learning teses and the
assumption that the available information may be inconepédtect
the way learners interpret the information and can be useabitel
the cognitive state of the learner.

The assumption of possible inconsistency in theories owkno

edge bases has been addressed via a number of logics. Fqrlexam

paraconsistent, many-valued logics and modal logics amngrthe
ones used widely to model inconsistency. Notable uses aicpar
sistent and possible world semantics to model mental maatels
epistemic states can be traced to the works of [5] and [9]inFad
Halpern [5] consider each agent as a society of minds rattzer &
single mind. Lokhorst [8], inspired by the local reasoningdeals of
Fagin and Halpern [5], developed a two-valued split-pasidacal
reasoning model as a structutef = (W, wo, ¥, S, R, V), where
W is a set of possible worldsy, is the actual world if?/, ¥ is a set



of "minds”, S is a function fromi¥ into the set of non-empty subsets
of ¥ (i.e. S maps a world to the set of minds in which this world is
possible) andR is a function from¥ into W x W. If we consider
each mind in Lockhorst’s model as a different ontology atediin-
dependently of each other we might argue that the above niedel
suitable to be allied as a local reasoning model of a leakhen-
ever, this model would imply that the learner is unable t@meiste
information from different resources.

The paraconsistent logiEE [ is based on the idea of multiple ob-
servers having diverging views about a certain state ofraff ex-
tends classical logic with the formul& wherep? is satisfied when-
everp holds in all plausible worlds. Unlike the traditional modiad-
ics approach to modeling necessity and possibility /i employs
two satisfaction relations: the credulous and the skelpigproach.
Martins et al. [9] provided a multiple world semantics to tizove
idea where each plausible world corresponds to a partieigar of
the world. The above approach is useful in comparing betiefived
by the credulous vs. skeptical entailment relation whictifferent
from the focus of this paper.

tion language because it is a decidable fragment of degwrifugic
and expressive enough to satisfy our need for the representzt
concepts, roles and hierarchies that give rise to the typegoiments
formalized in this work.

3.1 Ontology

An Ontology in this paper is described as a struct{ifeA) where
T denotes a DL TBox (i.e. a set of terminological) axioms ande-
notes a DL ABox (i.e. a set of grounded assertions). Eachiagyo
has its own signature consisting of a disjoint set of refatiames,
concept names and constant names of individuals. We ddreséig-
nature of an OWL ontology; by Sig(O;) = RU C U N, where
R denotes the relation namés the concept names arid the set of
individual names. The interpretatidn of Sig(O;) is the structure
(D;,-"t) where D; is the domain of the ontology and is the in-
terpretation function such thaf!’s C D;, R C D;™ (in OWL is
D; x D;). Assume a set of resourcéy, . .., R, underpinned by a
set of ontologied, . . ., E,, respectively. Then we define the local

Unlike the above model, we assume that the learner is able téearning context of a learner as follows:

compare information obtained from different ontologies its rel-

evance, its validity, and for drawing inferences. Whereréievance
between concepts used in different ontologies cannot ladlesied
the learner is bound to feel confused. We therefore neednibice

two levels of reasoning: a local reasoning level which cdexs each
ontology locally and the meta-epistemic level, at which dgent
compares inferences drawn locally in each ontology and hétes
compatibility with other ontologies.

Our work is influenced by significant relevant work in the area

of representing and combining information from differentaogies
using context formalisms, e.g. [2, 7, 3]. In this paragraghbriefly
discuss how our work relates to the use of ontologies to semte
context. Bouquet et al. [2] introduced the notiorcohtextual ontol-

ogy where the contents of an ontology are kept local and explici

mappings are used to associate the contents (e.g. concelgts,
etc) of one ontology to the content of another. He addredsethtt
that each ontology may represent its own local domain ratieer a
unique shared domain and provided the semantitsoal domains

In line with this approach, we also assume that each ontdi@gpye-

senting a learning resource) used in the learning actiagyits own
local domain and interpretation function. Although copasdences
between ontologies may be represented via bridge rules [§ho

ple default rules where applicable, these may not alwaysnoevk

to the learner. The above assumptions are important in thetrem-

tion of derivations whenever assumptions from one ontolzayy be
combined to make inferences in another ontology.

The notion ofcontext spacaddressed in [2] is similar to the idea
upon which thecognitive learning contexof a learner is based in
this paper, namely that a context consists of a set of reesuktow-
ever, the focus of our work is on the representation of théonst
of cognitive ambiguity and inconsistency rather than on efiod
the mappings of concepts between different ontologies afifqular
importance to us then are the relevance of the ontologiegheied
in the learning task and the plausible epistemic alteraatin case of
information incompleteness.

3 Cognitive Learning Context, Ambiguity and
Inconsistency

In this paper we represent each epistemology via its uniderign-
tology. In this project we us®@W L — DL as an ontology representa-

t . .
function § associates each sub-ontology (set of statements selected

3.2 Cognitive Learning Context

The local reasoning learning context of a learfeis defined as a
structure

YT = (E,W,d,n,sit,o,I")

where

E = {0,...0,} is the set of possibly inconsistent ontologies re-
ferred to by the learner, where eadh has its own vocabularyy is

a non-empty set of epistemic alternatives (possible whriisubset

of terminological axioms and assertions selected from dology

0, is referred to asub-ontologyand is denoted byub(O;). The

from an ontology),Sub(0;), to a set ofcompatible epistemic alter-
nativesin W. The phraseompatible epistemic alternativesfers to
the possible epistemic states such that if the associasednee con-
tainsp or infersp, each of the epistemic alternatives also infers or
entailsp. We assume that tHecus,n, of the learning activity is ei-
ther is a proposition. Alseit denotes the actual situation the learner
is in during the learning activity. The relevance functipmccesses
subsets of ontologies that are relevant to the focus of tistezpic
activity. Therefores maps an ontology and a proposition denoting
the focus of the learning activity to a set of propositionshef ontol-
ogy (sub-ontology) relevant to the focus. Assume thakenotes the
set of all possible propositions arftD; is the set of sub-ontologies
that can be created out of each ontology. ThenO; x & — SO;.
The axiomatization of relevance is currently under develept and
not provided in this papef.” is an interpretation function on the joint
vocabulary

V= O Sig(O0;)
i=1

such that:

1. For each axiom; € T, of = o't

2. For each axiomy; ¢ T; anda; € T; there existSub(O;)-
compatible subsets of epistemological alternatiiésC W and
W> C W such that?; = a; andWs £ «;. Note thatiV = ¢
if and only if for each worldw € W we havew | ¢ for any
formula¢.



Using the above definition of the cognitive state of a learwerare
now able to discuss the cognitive states of ambiguity, ignoe and
inconsistency.

3.3 Cognitive Ambiguity

Intuitively, a learner reaches a cognitive state of amiyguihen-
ever she has access to more than one plausible epistenittiltes
and the learner is unable to choose one. The Oxford English Di
tionary defines ambiguity asavering of opinion, hesitation, doubt,
uncertainty, as to one’s course, or, capable of being urtdersin
two or more ways, or, doubtful, questionable, indistindisaure,
not clearly defined and lastly, admitting more than one ipteta-
tion or explanation; of double meaning or several possiblam

ings (in [4]). The notion of ambiguity in our case refers to the in-

terpretation of incompleteness of information containedearning
resources by the learner. We assume that a learner becoraes @w
the incompleteness of a learning resource when she conipwits
her background knowledge or with another resource. Thefget o
sources relevant to the subject of the learning activity ot@nge in
each situation according to the focus of the learning agtibissume

a unified signaturec which consists of the union of all the signa-

turesSig(O;) (defined as above). To simplify matters, we assume

that any two identical non-logical symbols of two resourégsand
R, are considered the same unless there is evidence to theugontr
The following defaults enable us to draw inferences basedkedeult
correspondences between identical symbols across oigslog
[R1: C(x)] : [R2 : C(z)] « [R1 : C(x)]
[Ra : C(w)]

()

Default rule 1 states that if there is no inference incoesisto
[R2 : C(z)] <« [R1 : C(z)] in Rz thenR; : C(z) can be asserted
in R,. A similar default inference rule is used for relations begw
concepts and names of individuals.

[R1: R(z,y)] : [R2 : R(z,y)] < [R1: R(z,y)] )
[R2 : R(=,y)]

The biconditional used in the inference rules aims to mairgan-
sistency with mappings of terms between different vocairgaFor
example, when two peoplé’( and P; say) are viewing a scene from
opposite sites the?; : right < P» : left. Further assume that
P; : right — —P; : left holds for each person. Then obviously, it
is inconsistent to assume thBt : right < P> : right. Note that
the intended meaning of the notions@f : right andP; : left for
eachi € {1,2} is independent of the situation &f;. However the
actual assignment of terms is dependent on their situation.

Let us consideO; = Sub(O1) andO, = Sub(O2) of two differ-
ent ontologies); andO- as above. We use the notati@m; \ O;]T
to denote all the terminological axioms Ciﬁ that are not included
in O; For example, assume, = {ENC C OOL,VB C ENC} and
0, = {INH C OOL,VB C INH}. Then,[0] \ O.]r = {ENC C
OOL}.

3.4 Cognitive Inconsistency (Confusion)

Intuitively, we assume that Cognitive inconsistency arigden in

the actual world of the learner, information about a topicdsflict-

ing. This is evidenced by conflicting information from difémt re-
sources. ltis different from cognitive ambiguity in thapoitive am-
biguity appears as a consequence of possible epistemioatites
due to lack of knowledge. The cognitive state of inconsisgeran

be explained via the existence of conflicting arguments fdbifer-

ent learning resources. The cognitive state of ambiguigearfrom

the possibilityof inconsistency between incomplete resources due to
absence of information to the contrary.

In the next section we argue that the method of argumentation
can be used to determine inconsistencies between confti@me
biguities between ontologies. Inconsistencies are détedrvia the
derivation of refuting arguments from different resourcelated to
thefocusof the learning activity.

4 Syllogistic Arguments and Ontological
Taxonomic Relations.

The process of argumentation is important during inteoactith a
learner in order to determine discrepancies in concepttidins of
the learner and the tutor or the learner and the learningiress re-
lated to the focus of the learning activity. It is also im@uort for the
recognition of differences or inconsistencies in ontaésghutomati-
cally. In the next section we discuss the formalization af types of
arguments that can be inferred from ontologies, namelypgidins
and arguments about necessary and jointly sufficient fes@ssoci-
ated to the definition of concepts.

An Ontology may include one or more hierarchies of concepas t
can be used to infer categorical statements.

4.1 Concept hierarchy

A concept hierarchyis a structureH = (Cx, Rx) WhereCy is
a set of concepts, sx C C of the ontologyO, and Ry
{Disjoint, SubclassO f, Intersects, ComplementOf} and ev-
ery concept irC'y is associated with another concept via a relation in
Rw. OWL-DL provides all of relations iR, and therefore a hierar-
chy can be represented in it. We are interested in thosehetations
of a hierarchy that satisfy all the taxonomic relations witthe hi-
erarchy. A model M+ of H is an interpretationl of H where all
the taxonomic relations i}, are satisfied. The semantics of onto-
logical primitives used in a taxonomic hierarchy are asofeli: If
C1,Co € Cy thensubclassOf(Cy,Cy) if and only if C{ C C3,
Disjoint(C1,Cz) ifand only if CT NC3 = 0, Intersects(C1, Co)
if and only if C{ N C% # @, andComplementOf(C1) = U \ CY.
Obviously, M is a sub-model of\1 and therefore any entailment
of M is an entailment of\1.

The above set-theoretic semantics of taxonomic primitiaes
used to represent syllogisms and arguments from necessary a

Now assume tha. does not include any axiom associating jointly sufficient properties for the representation of cepts.

the concepts o NC andIN H. If there was an association (e.g.
Disjoint(ENC,INH)) then{ENC C OOL} might not be a
possibility at all. However, since there is no informati@saciating
the two concepts if,, thenO; is compatible with two sets of epis-
temic alternatives: the first set is the one in which the aximtuds
and the second in which it doesn’t. Using this approach weneefi
cognitive ambiguity as the situation in which the learner see pos-
sible epistemic alternatives of a resource which are caitvipawith
the resource but inconsistent with each other.

Bennett[1] showed (see 4.4) that set-equations can bdatedso
equivalent propositional formulae subject to certain ¢@ists. Con-
sequently syllogisms can be tested for their validity agaénpropo-
sitional theorem prover.

4.2 Categorical statements

Generalized statements of the forBvery X is a Yor Every X has
the property of Ycan be inferred from taxonomic hierarchies and



can be combined to forsyllogistic argumentsThese statements are
referred to agategorical statement#\ syllogism [11] is a particular
type of argument that has two premises and a single conalasid
all statements in it are categorical propositions.

4.2.1 Individuals

In ontologies, a distinction is made between individuald elasses.
In the consequent we argue that the set equations that casebe u
to represent ontological primitives can be translated tpgpsitional
logic formulae that can be used to test validity of argumefdsim-
plify computation and to prove whether an individual belerig a
class (or a refutation that an individual belongs to a classyep-
resent individuals as singular sets consisting of thatviddal only.

In this way we treat individuals as classes during infereAeceon-
tology may include one or more hierarchies of concepts taathe
used to infer syllogisms.

4.2.2 Syllogisms

Syllogisms form a particular type of arguments that are taoted
from generalized statements (categorical statementsyeTdre four
basic categorical statements which can be combined to peo6id
patterns of Syllogistic Arguments. These are shown bel@etteer
with the corresponding ontological primitives:

Categorical Statement
EverySisaP
NoSisaP
SomeSisaP

Some Sis not P

Ontological Primitive
SubclassOf(S, P)

SubclassOi( S, ComplementOf(P))
Intersects(S, P)

Tniersects(S, ComplementOf(P))

However, only27 of them are valid syllogisms. This suggests the
need to check the validity of syllogisms constructed frortotogies
and exchanged during interaction with the learner.

4.3 Necessary and Sufficiency Conditions
Arguments.

The classical view of the representation of concepts statdsthe
features representing a concept sirggly necessargndjointly suffi-

C’. An example of a refutal (i.e. an attacking argument) to thave
assumption would be the existence of an individual that hase
properties but does not belong €. Conflicting arguments about
these notions can be used to differentiate concept defisitietween
different ontologies.

4.4 Bennett’s theory

Bennett [1] proved that set equations can be translateduivadgnt
universal equations which can in turn be converted to pritipasl
logic formulae and can be tested for their validity with a @en
theorem prover. The theorem expressing the correspontienveen
set equations to universal equations is catlledsical entailment cor-
respondence theoremAlthough his theory was intended primarily
for reasoning with mereological relations it is applicainl®ur case
for reasoning with the type of arguments described abovs.ihe-
cause the mereological relations being represented usismgheory
closely resemble the set-theoretic semantics attribotttetontolog-
ical primitives describing associations between conceptmtolo-
gies. Based on Bennettidassical entailment correspondence theo-
remwe were able via a small adaptation to deritexonomic entail-
ment correspondence theorewhich is very similar to the theorem
described above but concerns hierarchical relations. i$lsisted as
follows:

Mg E ¢if andonlyif Mcy ET7=U 3)

wherel/ is the universe of discourse. Thiaxonomic entailment cor-
respondence theoreghows the correspondence between taxonomic
relations and universal set equations. As in [1], we candvoi
intended taxonomic relations captured during the traiosidrom
universal set equations to propositional formulae, by the afen-
tailment constraint$1]. In order to avoid excessive technical details
which are beyond the scope of this paper, we focus on the ube of
above theory to our work. In particular, it can be used to edrwach
categorical statement in a syllogistic argument to itsegponding
propositional form which can be tested efficiently againgt@posi-
tional theorem prover.

cientto define a concept. In line with the above view we propose the4.5  Conflicts between arguments

following definitions for thenecessarandjointly sufficientfeatures
representing a concept.

4.3.1 Necessary Features for the Representation of a
Concept

Intuitively, a featurep is singly necessarfor the definition ofC' if
and only if existence of implies existence ab. Assume a feature.
We define a se® consisting of all individuals of the domain which
have propertyy (e.g. via the onProperty restriction in OWL-DL ).
Then, ¢ is a necessary property for the representation of conCept
if and only if 7 C ®. An example of a refutal to the assumption
that ¢ is a necessary feature f6r is the derivation of an individual
that belongs t@' and to a class disjoint witfp.

4.3.2 Jointly Sufficient Features for the Representaticm of
Concept

Let{<1>1, ..
turesgs, ..., ¢, respectively. Theg, ..., ¢,, are jointly sufficient for
the representation of concegtif and only if {®:1N,...,N®,} C

Intuitively, a set of arguments consists of a minimal setrefhpises
(here categorical statements) used in the derivation afimcln this
paper we focus on strict arguments that are inferred vialdssical
entailment relation. Two arguments conflict with each oflagtack)
if either (i) the claim of one argument is inconsistent witle tlaim
of the other argument (i.eebutal [10]) or (ii) the claim of one ar-
gument is inconsistent with one of the other premises of thero
argument (i.eundercutting [10]) or (iii) one argument’s premises
are inconsistent with the other argument’s premises. Sinsglo-
gism is defined entirely in terms of categorical expresstbes two
syllogistic arguments conflict each other if any expressioone ar-
gument is inconsistent with an expression in the other aeguim

5 Conclusion and Future Work

In this paper we introduced the notion of cognitive learniogtext
that refers to multiple and possibly inconsistent ontatsgiDiffer-
ences in ontologies can be identified via arguments that ean-b

., @, } represent the set of concepts corresponding to feaferred from consistent subsets of ontologies. We show flilaigstic

arguments can be inferred from ontological primitives amdrepre-
sent the necessary and sufficient properties of concepistosegue



in learning situations. Current work focuses on the axidwatibn
of relevance of modules, the argumentation theory and ésnuthe
representation of the cognitive state of the learner.
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