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Abstract. Process representation in Temporal Concept Analysis is described and re-
lated to other process descriptions. Temporal Concept Analysis [15] is based on 
Formal Concept Analysis (Ganter, Wille [2,3]). The basic tools are Conceptual Time 
Systems [10,11,14] introducing the new construction of state and phase spaces as 
concept lattices. Applications in industry and science using the new tool of concep-
tual movies are demonstrated.  

1 Continuous, Discrete, and Conceptual Structures 

The investigation of processes was very successful at first in physics wh ere the observa-
tion of systems led to laws formulated in highly developed theories using as mathematical 
tools the continuum of real numbers, multidimensional vector spaces and partial differential 
equations. 'Natura non facit saltus' was accepted until 1900 when Planck introduced Quan-
tum Theory. The successful development of discrete mathematics and its applications, for 
example in the computer sciences and in linguistics, led to a dissection into continuous and 
discrete methods.  

General knowledge representation has to cover both, the continuous and the discrete 
case. A powerful tool for that purpose is Conceptual Knowledge Processing based on For-
mal Concept Analysis (Wille[8], Ganter, Wille [2,3]) which represents data tables by concep-
tual hierarchies, called concept lattices; they are (up to isomorphism) exactly the complete 
lattices. Therefore the complete lattice of all real numbers (including  +∞ and -∞) with its 
usual ordering is covered as well as all finite lattices, and among them finite chains. That led 
the author [10] to a new conceptual description of time generalizing continuous and discrete 
time as well as (order-theoretic) multidimensional time – for example for the formal represen-
tation of a flight through several time zones. 

General knowledge representation has to develop granularity tools. In Conceptual 
Knowledge Processing the main granularity tools are the conceptual scales [1] which are 
used to represent the objects of a many-valued context ('data table with arbitrary values') in 
the direct product of the concept lattices of the scales. The close connections among scaled 
many-valued contexts, information channels, linguistic variables in Fuzzy Theory, and 
knowledge bases in Rough Set Theory are investigated by the author [12,9,13].  
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2  Processes: Concepts, States, and Phases  

For a common description of continuous and discrete processes the author [10,11] has in-
troduced the notion of a conceptual time system as a pair (T,C) of two scaled many-valued 
contexts [1,3] on the same object set G of time objects where T is called the time part and C 
the event part  of (T,C). The attributes in T are interpreted as time measurements, those in C 
as event measurements. For each attribute the concept lattice of its conceptual scale is a 
hierarchy for the values of that attribute and therefore yields a suitable frame for embedding 
objects at the same place, namely its object concept iff they have the same value (at the 
given attribute). The introduction of that granularity tool into the formal definition of a con-
ceptual time system allows for the definition of states as the object concepts of the derived 
context [1,3] of the event part. The set of states is called the state space,  the concept lattice 
of the event part is called the general state space . A phase is a pair (t(g),s(g)) where t(g) is 
the object concept of the time object g in the time part and s(g) is the state of g. A phase is a 
special element of the general phase space which is defined as the direct product of the 
concept lattice of the time part and the concept lattice of the event part. The elements of the 
general phase space are pairs ((A,B), (C,D)) of concepts, called general phases, where (A,B) 
describes a general time granule (for example 'week') by its extent A consisting of all time 
granules (for example '7 days') satisfying all conditions of the intent B; similarly the formal 
concept (C,D) is called a general state and we say that the system (T,C) is during the gen-
eral time granule (A,B) always in the general state (C,D)  iff A⊆C. That yields statements 
like: 'During the first week the system was in an optimal state'.   

Conceptual time systems have been applied by the author in industry, psychology, and 
sociology.  

3 Comparison to Other Process Definitions  

In contrast to many other definitions of processes or systems like those given in Mathe-
matical System Theory [4,5], in Automata Theory, in the theory of Petri Nets or in Knowl-
edge Representation by Sowa [7] the definition of conceptual time systems  

• covers the continuous case as well as the discrete case, 
• has a simple and useful definition of states and phases which is related to time 

representation and to the granularity of the system description, 
• relates the process description by data tables to the process description by laws 

through the implications of the derived context [14]. 
 

That leads to a unification of the above mentioned process theories, to a better under-
standing of the relation between data and laws, and to an easier and more flexible way to 
represent processes in practice. Applications in industry and science are demonstrated in 
the talk.  
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