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Ontology Matching

OM-2008

Papers from the ISWC Workshop

Introduction

Ontology matching is a key interoperability enabler for the semantic web, since
it takes the ontologies as input and determines as output an alignment, that is,
a set of correspondences between the semantically related entities of those on-
tologies. These correspondences can be used for various tasks, such as ontology
merging, query answering, data translation, or for navigation on the semantic
web. Thus, matching ontologies allows the knowledge and data expressed in the
matched ontologies to interoperate.

The workshop had two goals:

• To bring together academic and industry leaders to assess how academic
advances are addressing real world requirements. The workshop strives
to improve academic awareness of industrial needs, and therefore, direct
research towards those needs. Simultaneously, the workshop serves to
inform industry representatives about existing research efforts that may
meet their business needs. Moreover, it is central to the aims of the
workshop to evaluate how technologies for ontology matching are going to
evolve, which research topics are in the academic agenda and how these
can fit emerging business issues.

• To conduct an extensive, rigorous and transparent evaluation of ontol-
ogy matching approaches through the OAEI (Ontology Alignment Evalu-
ation Initiative) 2008 campaign, http://oaei.ontologymatching.org/
2008. The particular focus of this year’s OAEI campaign is on real-
world matching tasks from specific domains, such as cultural heritage and
medicine. Moreover, there are several multi-lingual matching tasks that
involve Japanese and Dutch languages. Therefore, the ontology matching
evaluation initiative itself will provide a solid ground for discussion of how
well the current approaches are meeting business needs.

We received 26 submissions for the technical track of the workshop. The
program committee selected 6 submissions for oral presentation and 9 submis-
sions for poster presentation. 13 matching systems participated in this year’s
OAEI campaign. Further information about the Ontology Matching workshop
can be found at: http://om2008.ontologymatching.org/.
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Jérôme David, INRIA & LIG, France
Wei Hu, Southeast University, China
Ryutaro Ichise, National Institute of Informatics, Japan
Antoine Isaac, Vrije Universiteit Amsterdam, Netherlands
Anthony Jameson, DFKI, Germany
Yannis Kalfoglou, Ricoh Europe plc., UK
Vipul Kashyap, Clinical Informatics R&D, Partners HealthCare System, USA
Monika Lanzenberger, Vienna University of Technology, Austria
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Incoherence as a Basis for Measuring the
Quality of Ontology Mappings

Christian Meilicke and Heiner Stuckenschmidt

Computer Science Institute
University of Mannheim, Germany

{christian,heiner}@informatik.uni-mannheim.de

Abstract. Traditionally, the quality of ontology matching is measured using pre-
cision and recall with respect to a reference mapping. These measures have at
least two major drawbacks. First, a mapping with acceptable precision and recall
might nevertheless suffer from internal logical problems that hinder a sensible use
of the mapping. Second, in practical situations reference mappings are not avail-
able. To avoid these drawbacks we introduce quality measures that are based on
the notion of mapping incoherence that can be used without a reference mapping.
We argue that these measures are a reasonable complement to the well-known
measures already used for mapping evaluation. In particular, we show that one of
these measures provides a strict upper bound for the precision of a mapping.

1 Introduction

Assessing the quality of alignments is an important aspect of ontology matching. A
number of different measures have been proposed for this purpose. According to [4] it
can be distinguished between compliance measures, measures concerned with system
usability, and performance measures that focus on runtime or memory requirements.
A compliance measure compares a set of correspondences with a gold standard which
should be the complete set of all correct correspondences. The most prominent com-
pliance measures are precision and recall which have been adapted from information
retrieval to the field of schema and ontology matching [1]. As complement to these
measures we propose a family of measures based on the definition of mapping incoher-
ence. These measures do not fall in one of the above mentioned categories, but should
be categorized as formal or logic-based measures.

Compared to the widely used measures of precision and recall, the measures that
will be proposed in this paper do not rely on the existence of a gold standard (also
referred to as reference mapping). Contrary to this, they measure internal properties of a
mapping based on the semantics of the ontologies aligned via the mapping. This makes
our approach applicable in matching scenarios where we do not have a gold standard.
Measuring the incoherence of a mapping is motivated by the idea that the incoherence of
a mapping will hinder its sensible use even though it might contain a significant amount
of correct correspondences. Although we introduce incoherence as a new dimension for
quantifying mapping quality, there is a non-obvious relation to traditional measures. In
particular, we show that we can use one of the suggested measures to compute a strict
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upper bound for the precision of a mapping. This result is surprising at first sight and
shows the significance of the overall approach.

In the following section we discuss related work on quality measures for mappings
and explain how our approach extends existing work. In section 3 we recall and refine
the theory of mapping incoherence as basis for the following sections. Before introduc-
ing incoherence measures, we discuss some problems caused by mapping incoherence
which justify the importance of measuring incoherence (section 4). In particular, we
explain the effects of incoherence with respect to the application scenario of data trans-
formation and query processing. In section 5 we introduce four incoherence measures
divided in two groups. Measures of the first group are concerned with the impact of
incoherence, while measures of the second group are used to measure the effort of re-
pairing an incoherent mapping. Finally, we show that one of these measures can be
used to compute a strict upper bound for mapping precision (section 6) followed by
some concluding remarks (section 7).

2 Related Work

Several suggestions have been made to extend and introduce new evaluation measures
to the field of ontology matching. In [2] Ehrig and Euzenat introduce relaxed precision
and recall. Their work is motivated by the idea that a correspondence of a mapping M
might not be totally incorrect even though it is not contained in reference mapping R.
Thus, it can be measured how close a correspondence is to a similar one in R. Amongst
others they suggest to measure the correction effort to transform such a correspondence
into a correct one. We pick up this idea and suggest measuring incoherence based on
the effort necessary to remove all causes of incoherence from M. In [3] Euzenat intro-
duces semantic precision and recall. These measures are based, roughly speaking, on
comparing the (bounded) deductive closure of R and M instead of a direct compari-
son. Such an approach requires the use of logical reasoning where both correspondences
and ontologies are considered. While Euzenat focuses on the entailment of correspon-
dences, our approach accounts that certain combinations of correspondences result in
incoherence.

Measuring mapping incoherence is closely related to measuring and repairing on-
tology incoherence. Thus, we adapted some of the measures defined by Qi and Hunter
in [11]. Later we will show how to reduce the incoherence of a mapping M to con-
cept unsatisfiability in an ontology that results from merging the ontologies matched
via M. An obvious way of measuring mapping incoherence is thus based on counting
the number of unsatisfiable concepts in the merged ontology. As proposed in [6], it can
be distinguished between root and derived unsatisfiable concepts. Accordant to [11],
we pick up this distinction and distinguish between two types of measuring the impact
of incoherence based on concept unsatisfiability.

In previous work [8, 9] we have developed and tested strategies to repair incoherent
ontology mappings.1 These strategies rely on discarding individual correspondences
from an incoherent mapping M to finally arrive at a coherent submapping M∗ ⊆ M.

1 Notice that in previous work we misleadingly used the notion of inconsistency instead of
incoherence. Precise definitions of these notions are given in [5].
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Clearly, such a strategy should remove a minimal set of correspondences. This approach
leads to an incoherence measure that indicates the effort of repairing incoherent map-
pings in numbers of correspondences to be removed. Moreover, it has been emphasized
that the confidence value of a correspondence plays an important role in mapping re-
pairing. Thus, we distinguish between a cardinality based measure and a confidence
based measure. Both measures quantify the effort of revising an incoherent mapping.

3 Foundations

According to Euzenat and Shvaiko [4] a correspondence can be defined as a semantic
relation between ontological entities annotated with a confidence value.

Definition 1 (Correspondence and Mapping). Given ontologies O1 and O2, let Q be
a function that defines sets of matchable elements Q(O1) and Q(O2). A correspondence
between O1 and O2 is a 4-tuple 〈e, e′, r, n〉 such that e ∈ Q(O1) and e′ ∈ Q(O2), r
is a semantic relation, and n is a confidence value from a suitable structure 〈D,�〉. A
mapping between O1 and O2 is a set of correspondences between O1 and O2.

Definition 1 allows to capture a wide class of correspondences by varying what is
admissible as matchable element, semantic relation, and confidence value. In this work
we consider correspondences between named concepts and properties. We also restrict
correspondences to match entities of the same type, i.e. both e and e′ have to be concepts
or both have to be properties. We also restrict r to be ≡, � or �, i.e. we only focus on
equivalence and subsumption correspondences. Finally, we assume that the confidence
value, which can be seen as a measure of trust in the fact that the correspondence holds,
is represented numerically on D = [0.0, 1.0].

As argued in [8] and [9] the semantics of a mapping M between ontologies O1

and O2 can be defined in the context of merging O1 and O2 via M. In this section we
focus on technical aspects and postpone the discussion on adequacy and implications to
the next section. A merged ontology contains the axioms of O1 and O2 as well as the
correspondences of M translated into axioms of the merged ontology.

Definition 2 (Merged ontology). Let O1 and O2 be ontologies (finite sets of axioms).
The merged ontology O1 ∪Mt O2 of O1 and O2 connected by M is defined as O1 ∪Mt

O2 = O1 ∪ O2 ∪ {t(x) | x ∈ M} with t being a translation function that maps
correspondences to axioms.

Notice that in O1 and O2 a concept or property might have the same local name. To
refer without ambiguity in the context of a merged ontology to an entity e which origins
from Oi we use prefix notation i#e in the following. There is a straightforward way to
translate concept correspondences and property correspondences into DL axioms. We
refer to the corresponding translation function as natural translation tn.

Definition 3 (Natural Translation). Given correspondence c = 〈1#e, 2#e ′, r, n〉 be-
tween ontologies O1 and O2, the natural translation tn of c is defined as

tn(c) 
→
⎧⎨
⎩

1#e ≡ 2#e ′ if r =≡
1#e � 2#e ′ if r =�
1#e � 2#e ′ if r =�

3



Now let us briefly recall the notion of ontology incoherence. An ontology O is
incoherent, iff there exist an unsatisfiable concept in O. Analogous, a mapping M be-
tween O1 and O2 is called incoherent due to t, if there exists an unsatisfiable concept
i#Ci∈{1,2} in O1 ∪Mt O2 that is satisfiable in Oi. If there exists such a concept, its
unsatisfiability must have (at least partially) been caused by M.

Definition 4 (Incoherence of a Mapping). Given a mapping M between ontologies
O1 and O2 and a translation function t. If there exists a concept i#C with i ∈ {1, 2}
such that O1 ∪Mt O2 |= ⊥ � i#C and Oi |= ⊥ � i#C then M is incoherent with
respect to O1 and O2 due to t. Otherwise M is coherent with respect to O1 and O2 due
to t.

Obviously, the incoherence of a mapping is strongly affected by our choice of t. In the
following we use t = tn as translation function. Notice that it is possible to define an al-
ternative translation function. In particular, it will turn out that the measures introduced
in section 5 are independent of this choice with respect to their applicability, although
their results are affected by the choice of the translation function.

4 The Importance of Mapping Coherence

One might argue, that mapping coherence is only important in a very specific appli-
cation scenario like reasoning in a merged ontology. In the following we show that
incoherence has a negative effect on a wide range of relevant applications. In [10] four
different purposes of using ontology mappings have been distinguished. A more fine-
grained distinction has been proposed in [4], but most of these scenarios can be sub-
sumed under one of these use cases.

– Frameworks. Mappings are described in frameworks on an abstract level indepen-
dent of an intended use.

– Terminological Reasoning. Mappings are used to perform reasoning across aligned
ontologies.

– Data Transformation. Data from one ontology is transferred into the terminology
of another ontology based on the knowledge encoded in a mapping.

– Query Processing. Queries formulated with respect to a certain ontology are trans-
lated into the terminology of a different ontology.

The Frameworks use case is about describing mappings on an abstract level. Since
we try to argue for the applicability of our approach in a practical context, it is of minor
interest and will not be discussed. It is obvious that incoherence is undesirable in the
Terminological Reasoning case as incoherence will lead to inconsistency of the whole
ontology when instances are added to unsatisfiable concepts. Inconsistency, however,
disables meaningful reasoning as everything can be derived from an inconsistent on-
tology. It is less obvious that coherence is important for the Data Transformation and
Query Processing use cases. In the following, we show that an incoherent mapping will
lead to serious errors in the context of data translation and query processing.
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4.1 Data Transformation

To better understand the effects of incoherence in the context of Data Transformation
let us consider the following example. Suppose there are two companies C1 and C2.
Both use different ontologies, say O1 and O2, to describe human resources and related
topics. Now it happens that C2 takes over C1. C2 decides to migrate all instance data of
O1 into O2. O1 will no longer be maintained. A terminological mapping M between
O1 and O2 has to be created to migrate the instances of O1 to O2 in a fully automated
way.

Fragments of ontologies O1 and O2 are depicted in figure 1. We refer to these frag-
ments throughout the whole section without explicitly mentioning it in the following.
Data Transformation can be roughly described as the following procedure.

1. For all instances a of O1 create a copy a′ of this instance in O2.
2. For all concept correspondences 〈1#e, 2#e ′, r, n〉 ∈ M with r ∈ {≡,�} and for

all instances a with O1 |= 1#e(a) add axiom 2#e ′(a′) to O2.
3. For all property correspondences 〈1#e, 2#e ′, r, n〉 ∈ M with r ∈ {≡,�} and for

all instances a, b with O1 |= 1#e(a, b) add axiom 2#e ′(a′, b′) to O2.

In the following we refer to the ontology resulting from migrating instances from Oi

to Oj based on mapping M as Oj ∪M(Oi). At first sight, mapping coherence seems
to be irrelevant with respect to this use case, because we do not copy any of the termi-
nological axioms into Oj . Consider the following correspondences to understand why
this impression is deceptive.

〈1#Person, 2#Person,≡, 1.0〉 (1)
〈1#ProjectLeader , 2#Project ,�, 0.6〉 (2)

Let now mapping M contain correspondence (1) and (2). M is incoherent, due to the
fact that in O1 ∪Mt O2 concept 1#ProjectLeader becomes unsatisfiable. Concepts
2#Project and 2#Person are disjoint and due to M concept 1#ProjectLeader is
subsumed by both of them, resulting in its unsatisfiability. Suppose now, there exists an
instance a with 1#ProjectLeader(a). Applying the migration rules results in a new in-
stance a′ with 2#Project(a′) and 2#Person(a′). Due to the disjointness of 2#Project
and 2#Person there exists no model for O2 ∪ M(O1) and thus O2 ∪ M(O1) is an
inconsistent ontology. Opposed to our first impression there seems to be a tight link
between the incoherence of M and the inconsistency of O2 ∪M(O1).

Contrary to this, mappings can be constructed, where such a direct link cannot be
detected. Let M, for example, contain correspondences (3) and (4). M is incoherent
due to the unsatisfiability of 2#ProductLine in the merged ontology.

〈1#Deadline, 2#TimedEvent ,�, 0.9〉 (3)
〈1#ProjectDeadline, 2#ProductLine,�, 0.7〉 (4)

Now we have to acknowledge that both O2 ∪M(O1) and O1 ∪M(O2) do not become
inconsistent. But what happens if we first transfer all instances x of O2 to O1∪M(O2)
and then again transfer the x′ instances of O1 ∪M(O2) to O2 ∪M(O1 ∪M(O2))?

5



Fig. 1. Fragments of ontologies O1 (on the left) and O2 (on the right). A square represents a
concept, an ellipse a property, subsumption is represented by indentation. Domain and range of
a property are restricted to be the concepts connected by the accordant arrow. Dashed horizontal
lines represent disjointness between concepts.

Given some instance a with O2 |= 2#ProductLine(a) after the first step we have
the counterpart of a, namely a′, with O1 ∪M(O2) |= 1#ProjectDeadline(a′) by ap-
plying correspondence (4) and can derive O1 ∪M(O2) |= 1#Deadline(a′). After the
second step we have O2 ∪M(O1 ∪M(O2)) |= 2#TimedEvent(a′′) by applying cor-
respondence (3). We expect that adding axiom a = a′′ does not affect the consistency of
O2 ∪M(O1 ∪M(O2)). But O2 ∪M(O1 ∪M(O2)) now implies 2#ProductLine(a)
as well as 2#Event(a). Since 2#ProductLine and 2#Event are defined to be disjoint,
there exists no model for O2∪M(O1∪M(O2)). Again, we find a strong link between
mapping incoherence and inconsistency after instance migration.

4.2 Query Processing

In the following we revisit a variant of the example given above to better understand the
use case of Query Processing. Again, company C2 takes over C1. But this time both O1

and O2 are maintained. Instead of migrating all instances from O1 to O2 queries are
rewritten at runtime to enable information integration between O1 and O2. A termino-
logical mapping is the key for information integration. It is used for processing queries
and generating result sets which contain data from both ontologies. As we are con-
cerned with theoretical issues, we argue on an abstract level instead of discussing e.g.
characteristics of a SPARQL implementation. A query language for DL based knowl-
edge bases should at least support instance retrieval for complex concept descriptions.
Depending on the concrete query language there might be a complex set of rewriting
rules. At least, it must contain variants of the following two rules.

R1: Let i#C and i#D be concept descriptions in the language of Oi. If Oi |= i#C ≡
i#D , then query q can be transformed into an equivalent query by replacing all
occurrences of i#C by i#D .

R2: Let i#C and j#D be concept descriptions in the language of Oi, respectively
Oj . If there exists a correspondence 〈i#C , j#D ,≡, n〉 ∈ M, then query q can be
transformed into an equivalent query by replacing all occurrences of i#C by j#D .

6



Suppose we query for the name of all project leaders, formally speaking we are inter-
ested in the instances of ∃1#hasName−1.1#ProjectLeader . To receive instances of
both O1 and O2 we have to rewrite the query for O2. Now let M contain correspon-
dences (5), (6), and (7).

〈1#hasName, 2#name,≡, 0.9〉 (5)
〈1#Project , 2#Project ,≡, 1.0〉 (6)

〈1#manages, 2#managerOf ,≡, 0.7〉 (7)

Suppose that O1 contains axiom 1#ProjectLeader ≡ ∃1#manages.1#Project .
We exploit this axiom by applying R1. Now for every concept and property name that
occurs in ∃1#hasName−1.∃1#manages.1#Project , there exists a direct counterpart
in O2 specified in M. By applying R2 we thus finally end with a concept description
in the language of O2.

∃1#hasName−1.1#ProjectLeader (8)
R1⇐⇒ ∃1#hasName−1.∃1#manages.1#Project (9)
R2⇐⇒ ∃2#name−1.∃2#managerOf .2#Project (10)

What happens if we process the query based on this concept description to O2? As result
we receive the empty set. The range of 2#managerOf is concept 2#ProductLine ,
and 2#ProductLine is defined to be disjoint with 2#Project . Thus, for logical reasons
there exists no instance of concept description (10) in O2.

This problem is obviously caused by the incorrectness of correspondence (7). But
the incorrectness of (7) does not only affect the query under discussion. It also causes
mapping M to become incoherent, because in the merged ontology O1 ∪Mt O2 con-
cept 1#ProjectLeader becomes unsatisfiable due to its equivalence with concept de-
scription ∃1#manages.1#Project . This time we find a strong link between mapping
incoherency and the incorrectness of a query result due to processing the mapping.

5 Measuring Incoherence

The definition of mapping incoherence given above is a boolean criterion that only dis-
tinguishes between coherent and incoherent mappings. Contrary to this, an incoherence
measure should satisfy m(O1,O2,M) > m(O1,O2,M′) if M has a higher degree
of incoherence than M′. At the moment we might have an intuitive understanding of
different degrees of incoherence, but a precise definition has to be given in the follow-
ing subsections. Up to now, we define an incoherence measure to satisfy the following
constraint.

Definition 5 (Incoherence Measure). Let M be a mapping between ontologies O1

and O2 and let t be an translation function. An incoherence measure mt maps O1,O2,
and M to a value in [0, 1] such that mt(O1,O2,M) = 0 iff M is coherent with respect
to O1 and O2 due to t.
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In the following we distinguish between effect-based and revision-based measures. The
former are concerned with the negative impact of mapping incoherence. The latter
measure the effort necessary to revise a mapping by removing incoherences. Both ap-
proaches make it possible to extend the boolean property of incoherence to a continuous
measure of its degree.

5.1 Measuring the Impact of Incoherence

The first measure to be introduced is based on the idea of counting unsatisfiable con-
cepts. It is an adaption of an ontology incoherence measure introduced in [11]. Before
we proceed, we need to agree on some abbreviations and naming conventions.

Definition 6. Let O be an ontology. Then CO(O) refers to the set of named concepts
in O and US (O) = {C ∈ CO(O) | O |= C � ⊥} refers to the set of unsatisfiable
concepts in O.

Contrary to measuring incoherences in ontologies, we have to distinguish between
two types of concept unsatisfiability in the merged ontology: There are unsatisfiable
concepts in O1 ∪Mt O2 which have already been unsatisfiable in O1, respectively O2,
while there are unsatisfiable concepts which have been satisfiable in O1, respectively
O2. We are interested in the latter concepts. In particular, we compare the number of
these concepts with the number of all named concepts satisfiable in O1 or O2.

Definition 7 (Unsatisfiability Measure). Let M be a mapping between ontologies O1

and O2, and let t be a translation function. Unsatisfiability measure mt
sat is defined by

mt
sat(O1,O2,M) =

|US (O1 ∪Mt O2) \ (US (O1) ∪ US (O2))|
|CO(O1 ∪Mt O2) \ (US (O1) ∪ US (O2))|

This measure can be criticised for the following reason. Suppose again, we have an
incoherent mapping M for ontologies O1 and O2 depicted in figure 1. Suppose that due
to M concept 1#Person becomes unsatisfiable in the merged ontology. As a conse-
quence concept 1#ProjectLeader becomes unsatisfiable, too. By applying definition 7
we thus measure both direct impact (unsatisfiability of 1#Person) and indirect impact
(unsatisfiability of 1#ProjectLeader ) of M, even though we might only be interested
in the direct impact. The distinction between root and derived unsatisfiability, as intro-
duced in [6], solves this problem. A precise definition requires us to recall the notion of
a MUPS, defined in [12], which is minimal unsatisfiability preserving sub-TBox.

Definition 8 (MUPS). Let O be an ontology, let T ⊆ O be the TBox of O, and let
C ∈ US (O). A set T ′ ⊆ T is a minimal unsatisfiability preserving sub-TBox (MUPS)
in T for C if C is unsatisfiable in T ′ and C is satisfiable in every T ′′ ⊂ T ′. The set of
all MUPS with respect to C is referred to as mups(O,C ).

A MUPS for a concept C can be seen as a minimal explanation of its unsatisfi-
ability. Whenever there exists another unsatisfiable concept D such that the minimal
explanation of C ’s unsatisfiability also explains the unsatisfiability of D then C is re-
ferred to as derived unsatisfiable concept, because one reason for C ’s unsatisfiability is
the unsatisfiability of D .
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Definition 9 (Derived and Root Unsatisfiability). Let O be an ontology and let C ∈
US (O). C is a derived unsatisfiable concept if there exists D = C ∈ US (O) such that
there exist M ∈ mups(O,C ) and M ′ ∈ mups(O,D) with M ⊇ M ′. Otherwise C is a
root unsatisfiable concept. The set of derived unsatisfiable concepts of O is referred to
as USD(O) and the set of root unsatisfiable concepts is referred to as USR(O).

Similar to the unsatisfiability measure we can now introduce the root unsatisfiabil-
ity measure by considering only root unsatisfiable concepts instead of all unsatisfiable
concepts in the merged ontology.

Definition 10 (Root Unsatisfiability Measure). Let M be a mapping between ontolo-
gies O1 and O2, and let t be a translation function. Root unsatisfiability measure mt

rsat
is defined by

mt
rsat(O1,O2,M) =

|USR(O1 ∪Mt O2) \ (US (O1) ∪ US (O2))|
|CO(O1 ∪Mt O2) \ (US (O1) ∪ US (O2))|

Obviously, we have mt
sat(O1,O2,M) ≥ mt

rsat(O1,O2,M) for each mapping M
between two ontologies O1 and O2. As argued above, the mt

rsat measure has to be
preferred. Nevertheless, a non trivial algorithm is required to compute the set of root
unsatisfiable concepts as described in [6] which makes the application of this measure
more expensive from a computational point of view.

5.2 Measuring the Effort of Mapping Revision

The second type of measure is concerned with the effort of revising incoherent map-
pings. We use the term revision to describe the process of removing correspondences
from an incoherent mapping until a coherent submapping has been found. If a revision
is conducted by a domain expert we would, for example, be able to measure the time
necessary. Since we want our measure to be computable without any human interven-
tion, we thus have to think of an automated strategy to revise a mapping. Such a strategy
should obviously remove a minimum number of correspondences, because we would
like to keep as much information in the mapping as possible. The following measure is
based on this idea and compares the number of correspondences that would be removed
by such a strategy with the number of all correspondences in the mapping.

Definition 11 (Maximum Cardinality Measure). Let M be a mapping between on-
tologies O1 and O2, and let t be a translation function. Maximum cardinality measure
mt

card is defined by

mt
card(O1,O2,M) =

|M \M′|
|M|

where M′ ⊆ M is coherent with respect to O1 and O2 due to t and there exists no
M′′ ⊆ M with |M′′| > |M′| such that M′′ is coherent with respect to O1 and O2

due to t.

Suppose there are incoherent mappings M1 and M2 with |M1| = |M2| = 10. Fur-
ther suppose, according to the naming convention in definition 11, we have |M′

1| = 8
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and |M′
2| = 7. Thus, we have mt

card(O1,O2,M1) = 0.2 and mt
card(O1,O2,M2) =

0.3. But now suppose that all of the correspondences in M1 have the same confidence
value, say 1. Contrary to this, M2 differs with respect to the confidence value of its
correspondences. In particular, it turns out that all of the three correspondences that
have been removed have a very low confidence value compared to the remaining corre-
spondences. The following definition introduces the maximum trust measure which is
similar to the maximum cardinality measure but accounts for differences in the confi-
dence distribution.

Definition 12 (Maximum Trust Measure). Let M be a mapping between ontologies
O1 and O2, and let t be a translation function. Further, let conf : M → [0, 1] be a
function that maps a correspondence on its confidence value. Maximum trust measure
mt

trust is defined by

mt
trust(O1,O2,M) =

∑
c∈M\M′

conf (c)

∑
c∈M

conf (c)

where M′ ⊆ M is coherent with respect to O1 and O2 due to t and there exists no
M′′ ⊆ M with

∑
c∈M′′ conf (c) >

∑
c∈M′ conf (c) such that M′′ is coherent with

respect to O1 and O2 due to t.

This measure is derived from the algorithm already described in [9] which can be
used to compute M′ for a specific type of mappings. Namely, one-to-one mappings
that contain only correspondences expressing equivalences between concepts. We also
used it in the context of mapping extraction [8]. Its application is motivated by the idea
that M \ M′ mainly contains incorrect correspondences given an appropriate confi-
dence distribution. We adapted this idea to introduce the mt

trust measure as confidence
weighted complement to the mt

card measure.
Notice that computing both of these measures requires to solve computational hard

problems. On the one hand only full-fledged reasoning guarantees completeness in de-
tecting unsatisfiability. On the other hand the underlying problem is the optimization
problem of finding a hitting set H ⊆ M of minimal cardinality (respectively minimal
confidence total) over the set all of minimal incoherent subsets of M. This problem is
known to be NP-complete [7]. Nevertheless, first experiments indicate that both mea-
sures can be computed in acceptable time for small and medium sized ontologies.

6 Truth and Coherence

In the following we are concerned with an important interrelation between the classical
compliance measure of precision and the maximum cardinality measure of incoherence.
Philosophically speaking, we are interested in how far an incoherent mapping can truly
express semantic relations between ontological entities. Accordant to [1], the precision
of a mapping can be defined as follows.

Definition 13 (Precision). Given a mapping M between ontologies O1 and O2, let R
be a reference mapping between O1 and O2. The precision of M with respect to R is
defined as precision(M,R) = |M ∩R| / |M|.
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In section 4 we argued that an incoherent mapping M causes different kinds of
problems when applied in a realistic scenario. More precisely, it is the incorrectness
of a correspondence that causes both the problem as well as the incoherence. Even
though incorrect correspondences not necessarily result in incoherence, we can be sure
that an incoherent mapping contains at least one incorrect correspondence. Thus, a
well-modeled reference mapping R will be coherent due to each translation function
t compatible with the mapping semantics accepted by the person who created R. The
following proposition corresponds to this consideration.

Proposition 1 (Incoherence and Precision). Let R be a reference mapping between
O1 and O2. Further let mapping M be incoherent and let R be coherent with respect
to O1 and O2 due to translation function t. Then we have precision(M,R) < 1.

Proof. Given the coherence of R, it can be concluded that every subset of R is coherent,
too. Since M is incoherent, it is thus no subset of R, i.e M\R = ∅. We conclude that
M∩R ⊂ M. It follows directly precision(M,R) < 1.

Notice that automatically generated mappings normally do not have a precision of 1.
Thus, the application of proposition 1 is only of limited benefit. Nevertheless, it can be
generalized in a non trivial way by exploiting the definition of the maximum cardinality
measure (definition 11). This generalization allows us to compute a non trivial upper
bound for mapping precision without any knowledge of R.

Proposition 2 (Upper Bound for Precision). Let M be a mapping and R be a refer-
ence mapping between O1 and O2. Further let R be coherent with respect to O1 and O2

due to translation function t. Then we have precision(M,R) ≤ 1−mt
card(O1,O2,M).

Proof. Accordant to definition 11 let M′ ⊆ M be the coherent subset of M with
maximum cardinality. Further let be M∗ = M ∩ R, i.e. M∗ consist of all correct
correspondences in M. Since M∗ is a subset of R and R is coherent with respect to
O1 and O2 due to t, we conclude that M∗ is also coherent. It follows that |M∗| ≤ |M′|,
because otherwise M′ would not be the coherent submapping of maximum cardinality
contrary to definition 11. In summary, the following inequation holds.

precision(M,R) =
|M ∩R|

|M| =
|M∗|
|M| <

|M′|
|M| = 1 − |M′ \M|

|M| = mt
card(O1,O2,M)

Proposition 2 reveals an important interrelation between coherence and precision.
The counterpart of mapping precision is the measure of recall. At first glimpse it seems
that recall and coherence describe independent properties of a mapping. Nevertheless,
there exists a non trivial relation between recall and coherence that allows to derive
comparative statements about the relative recall of two overlapping mappings in some
cases. Although this interrelation is not as significant as the the one expressed in propo-
sition 2, further theoretical considerations are required.

The utility of proposition 2 in the evaluation process essentially depends on the dis-
tance between the upper bound and the actual value of mapping precision. In particular,
measuring low values for the mt

card measure will lead to a poor differentiation with
respect to the precision that has to be expected. In initial experiments, not included in
this paper due to lack of space, first results indicate that the upper bound for mapping
precision strongly varies and can be used to filter out highly imprecise mappings.
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7 Conclusion

In this paper, we have discussed the notion of incoherence of ontology mappings and
its role in the assessment of automatically created mappings. There are two main con-
clusions of this work. First, we conclude that incoherence is an important aspect of
mapping quality as incoherent mappings have undesirable effects on most relevant ap-
plication scenarios as we have demonstrated in section 4. Second, appropriate measures
of incoherence can help to assess the quality of a mapping even if no reference map-
ping is available and thus precision and recall cannot be determined. In particular, the
measure of incoherence provided in definition 11 provides a strict upper bound for the
precision of a mapping and can therefore be used as a guideline for estimating the per-
formance of matching systems. In future work experimental studies will show in how
far the proposed measures can be effectively applied in the evaluation process.2
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Abstract. Interoperability is a strong requirement in open distributed
systems and in the Semantic Web. The need for ontology integration
is not always completely met by the available ontology matching tech-
niques because, in most cases, the semantics of the compared ontologies
is not considered, thus leading to inconsistent mappings. Probabilistic
approaches has been proposed to validate mappings and solve the in-
consistencies, based on a mapping confidence measure. As probabilistic
approaches suffer from the lack of well-founded likelihood measures of
mapping correctness, we propose a validation approach based on fuzzy
interpretation of mappings, which better models the notion of degree
of similarity between ontology elements. Moreover, we describe a con-
flict resolution method which computes the minimal sets of conflicting
mappings and can be the ground of different validation strategies.

1 Introduction

In the context of the Semantic Web, the available information is organized in on-
tologies. Ontologies are controlled vocabularies describing objects and relations
between them in a formal way, and have a grammar for using the vocabulary
terms in order to express something meaningful within a specified domain of
interest. However, ontologies themselves can be heterogeneous: given two on-
tologies describing a reference domain, the same real entity can be denoted in
the two ontologies with different names or it can be defined in different ways (an
entity of one ontology may be the union of two of the entities of the other ontol-
ogy) whereas both ontologies may be expressed in different languages, though
expressing the same knowledge. In order to achieve the goal of ontology inter-
operability, we need to align heterogeneous ontologies by (semi-)automatically
discovering mappings between the elements in two different ontologies. Most of

(∗) This paper has been partially funded by the BOEMIE Project, FP6-027538, 6th EU
Framework Programme.
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the existing matching techniques do not take into account the semantics of the
compared ontologies, therefore the resulting mappings can not be interpreted as
semantic relations among the ontology elements, which is a necessary condition
to perform integration and, subsequently, query answering over the integrated
schema. Recently, several studies have focused on mapping validation with
respect to the semantics of the ontologies involved and, at the same time, by
maintaining the uncertain nature of mappings. In [1] is proposed a language for
representation and reasoning with uncertain mappings by combining ontology
and rule languages with probabilistic reasoning. This method represents confi-
dence values as error probabilities in order to resolve inconsistencies by using
trust probabilities, and to reason about these on a numeric level. In our previous
work [2] we presented a tool for mapping validation with the help of probabilistic
reasoning. The idea is to assume a semantic interpretation of ontology mappings
as probabilistic and hypothetical relations among ontology elements in order to
build a unique distributed knowledge base from the two independent ontologies
and, subsequently, check for inconsistencies.

Probabilistic approaches for mapping validation suffer of limitations due to
the nature of mappings and the way the probability values are computed. Our
idea is to adopt a completely different interpretation in order to be able to val-
idate mappings even in the absence of a precise semantics and in the presence
of uncertainty. Assuming that an ontology mapping states the generic similarity
of two concepts, we can assert that the objects modeled by the first concept
can be also modeled by the second concept to a certain degree. In other words,
the individuals of the first concept belong to the second concept with a cer-
tain degree, which is exactly the semantics of fuzzy membership functions. The
degree of membership is determined by the strength of the similarity relation,
computed by the same matching technique which produced the mapping. By
using the acquired mappings to create fuzzy individual assertions, we provide
a formal interpretation of mappings. Moreover, on the grounds of the Fuzzy
Description Logics theory, we are able to perform reasoning on the integrated
ontologies in order to detect and solve inconsistencies by mapping refinement,
which is another difference compared to [2].

2 Ontology Mappings and Fuzzy Interpretation

In this section, we provide an introduction to a fuzzy extension of Description
Logics (DL) by adding degrees to DL facts; we call this extension f-DL. This
extension is based on Fuzzy Sets and Fuzzy Logic [3] and on previous work on
fuzzy Description Logics [4, 5].

As usual fuzzy DLs are defined by an alphabet of distinct concept names
(class names) C, role names (property names) R and individuals I. The set
of roles (properties) is defined as R ∪ {R− | R ∈ R}, where R− represents the
inverse of R. Elementary descriptions are atomic concepts and atomic roles, and
by using concept constructors we can define complex concept descriptions. More
precisely, if A, C,D ∈ C, R,S ∈ R and p ∈ N, where A is an atomic concept,
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C, D are complex concepts, and S is an atomic role [6], then f-SHIN -concepts
are defined inductively by the following abstract syntax:

C, D −→ ⊥ | � | A | C � D | C � D | ¬C | ∀R.C | ∃R.C |≥ pS |≤ pS

A fuzzy DL Knowledge Base Σ is a triple Σ = 〈T ,R,A〉, where T is a TBox,
R a RBox and A an ABox. A TBox is a set of concept subsumption axioms of
the form, C � D and concept equivalence axioms of the form C ≡ D, where
C, D are f-SHIN -concepts. An RBox is a set of transitive role axioms of the
form Trans(R) and role subsumption axioms of the form R � S, where R,S are f-
SHIN -roles, while an ABox is a set of fuzzy concept and fuzzy role assertions of
the form (a : C)��n and ((a, b) : R)��n, or individual equalities and inequalities
of the form a = b or a = b, where a, b ∈ I, �� ∈ {≥, >,≤, <} and n ∈ [0, 1].

The semantics of f-DL are based on fuzzy interpretations. A fuzzy interpre-
tation I is a pair I = (ΔI , ·I), where the domain ΔI is, like the crisp case, a
non-empty set of objects and ·I is a fuzzy interpretation function, which maps

– an individual name o to an object oI ∈ ΔI ,
– a concept name C to a membership function CI : ΔI → [0, 1] 1, and
– a property name R to a membership function RI : ΔI × ΔI → [0, 1].

Complex f-SHIN -concepts, roles and axioms are interpreted by extending
fuzzy interpretation, making use of fuzzy set theoretic operators and notions, like
subsethood, from the fuzzy set literature. The complete semantics are presented
in Table 1, where sup is the supremum, inf is the infimum, c is a fuzzy comple-
ment, t is a fuzzy conjunction (t-norm), u is a fuzzy disjunction (t-conorm) and
J is a fuzzy implication.

A fuzzy knowledge base Σ is satisfiable iff there exists a fuzzy interpretation
I which satisfies all axioms in Σ. Basic inference problems in f-DL are: (i) check
if a fuzzy knowledge base is consistent i.e. has a model, (ii) check if D subsumes
C w.r.t. Σ, i.e. Σ |= C � D, (iii) check if a is an instance of C to degree ��n,
i.e. Σ |= a : C��n, where �� ∈ {≥, >,≤, <} and (iv) determine the greatest lower
bound of a w.r.t. Σ, denoted glb(Σ, a), where glb(Σ, a) = sup{n | Σ |= a ≥ n}.

2.1 Fuzzy Interpretation of Ontology Mappings

In order to achieve ontology interoperability heterogeneous ontologies should
be (semi-)automatically aligned. The problem called “Ontology Alignment” or
“Ontology Matching” can be described as follows: given two ontologies each
describing a set of discrete entities (which can be classes, properties, predicates,
etc.), find the relationships (e.g., equivalence or subsumption) that hold between
these entities. In a more formal way we could say that a mapping M is a set of
tuples

mi = 〈Ci, C
′
i, ni, Ri〉

for i ∈ I, where
1 For instance, given an object a ∈ ΔI and a class name C, CI(a) gives a degree of

confidence (such as 0.8) that the object a belongs to the fuzzy concept C.
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Table 1. Fuzzy DL Descriptions and Axioms

Abstract Syntax DL Syntax Semantics

Bottom ⊥ ⊥I(a) = 0

Top � �I(a) = 1

Intersection C � D (C � D)I(a) = t(CI(a), DI(a))

Union C � D (C � D)I(a) = u(CI(a), DI(a))

Complement ¬C (¬C)I(a) = c(CI(a))

Existential Restriction ∃R.C (∃R.C)I(a) = supb∈ΔI t(RI(a, b), CI(b))

Universal Restriction ∀R.C (∀R.C)I(a) = infb∈ΔI J(RI(a, b), CI(b))

Min Cardinality Restriction ≥ nR (≥ nR)I(a) = sup
b1,...,bp∈ΔI

t(
p
t

i=1
RI(a, bi), t

i<j
{bi �= bj})

Max Cardinality Restriction ≤ nR (≤ nR)I(a) = inf
b1,...,bp+1∈ΔI

J (
p+1
t

i=1
RI(a, bi), u

i<j
{bi = bj})

SubClass C � D CI(a) ≤ DI(a)

Equivalent Classes C ≡ D CI(a) = DI(a)

SubRole R � S RI(a, b) ≤ SI(a, b)

Class Individual o : C��n CI(oI)��n

Role Individual (o, o′) : R��n RI(oI , o′I)��n

Disjoint Classes C � ¬D CI(a) ≤ 1 − DI(a)

Transitive Object Property Trans(R) supb∈ΔI t(RI(a, b), RI(b, c)) ≤ RI(a, c)

– Ci, C ′
i are the discrete entities from two ontologies, O and O’, between which

a relation is asserted by the mapping;
– ni is a value, which is a part of structure 〈D,≤, 0, 1〉, where D is the set

of degrees and ∀d ∈ D, 0 ≤ d ≤ 1 holds, that denotes the strength of the
relation Ri;

– and Ri is one of the following relations R = {≡,�,�}, that holds between
the entities Ci and C ′

i.

Another way to represent these relations using bridge rules, as used in distributed
description logics [7], is

Ci
≡−→ C ′

i : n Ci
�−→ C ′

i : n Ci
�−→ C ′

i : n

In order to take into account the uncertain and fuzzy nature of the mappings
we define a fuzzy mapping as follows.

Definition 1 (Fuzzy Mapping). Given two ontology elements Ci and C ′
i, a

fuzzy mapping fmi = 〈Ci, C
′
i, ni, Ri〉 is a mapping mi, whose value ni denotes

the degree that the semantic relation Ri holds between Ci and C ′
i, where Ri can

be one of equivalence (≡) or subsumption (�, �).

This way the mappings are formalized as fuzzy knowledge. The basic idea behind
the formalization of mappings as fuzzy knowledge is to use the mappings so as to
create fuzzy individual assertions. In order to do that we must provide semantics
for the mappings and to do so we will use the Fuzzy Set Theory [3]. Let I be
a fuzzy interpretation, while let Ic be a crisp interpretation. Then we have the
following conditions:
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I |= Ci
≡−→ C ′

i : ni ⇐⇒ ∀b.b ∈ CIc
i → C ′I

i (b) = ni

I |= Ci
�−→ C ′

i : ni ⇐⇒ ∀b.b ∈ CIc
i → C ′I

i (b) ≥ ni

I |= Ci
�−→ C ′

i : ni ⇐⇒ ∀b.b ∈ CIc
i → C ′I

i (b) ≤ ni

The above definitions imply a procedure by which we can transfer individuals
from the source ontology O to the target ontology O’, creating a set of fuzzy
assertions AM . This procedure will be described in more detail in the following.

2.2 Fuzzy DL Reasoning with FiRE

In this section we provide a short introduction to the Fuzzy Reasoning Engine
FiRE [8]. FiRE is a prototype JAVA implementation of a fuzzy algorithm for
an expressive fuzzy DL language fKD-SHIN [9]. It allows the user to create a
fuzzy knowledge base, based on the description logic Knowledge Representation
System Specification (KRSS) which was extended to accommodate the fuzzy
elements of fuzzy assertions. The inference services that FiRE supports are: (i)
checking consistency of a fuzzy knowledge base, (ii) entailment of fuzzy assertions
and (iii) subsumption between two fuzzy concepts. In the following of the paper
and in the evaluation procedure we will use the consistency checking inference
service.

3 Mapping Validation

Our approach to mapping validation is articulated in four phases

1. Ontology mapping acquisition. In this phase, we acquire mappings produced
by using an ontology mapping system; the matching system can rely on
syntactic, structural or even semantic matching techniques.

2. Fuzzy interpretation of mappings. In this phase, the acquired mappings are
interpreted as fuzzy assertions as presented in Section 2.1.

3. Fuzzy reasoning over mappings. In this phase, the ontology obtained by en-
riching the second ontology of the mapping with fuzzy individual assertions
produced with the help of the mappings is checked for consistency by means
of a fuzzy reasoning system.

4. Mapping validation and revision. In this phase, mappings are revised accord-
ing to the reasoning results; mappings causing inconsistencies within the new
ontology are refined and given a new strength.

In more detail the validation procedure, takes as input a mapping set (M)
together with the respective ontologies (O1 and O2) and creates a new mapping
set (M ′), which includes refined mappings or discarded ones.

The main algorithm is described by Algorithm-1. Firstly, M is ordered
by descending order. In this way, we first consider the stronger mappings for
which similarity is higher. Then, the algorithm examines each mapping with
the aforementioned order and calculates a strength. If a mapping was refined
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Algorithm 1 M ′ := fuzzyValidation( M )
input: a mapping set M , and the mapped ontologies
output: a validated mapping set M ′

while the degree of some mapping has changed do
sort M w.r.t. the strength ni of each mapping mi = {Ci, C

′
i, ni, Ri} ∈ M

M ′ := ∅
for mi ∈ M do

newStrengthi := computeStrength( mi )
if newStrengthi is different than ni then

mi := {Ci, C
′
i, newStrengthi, Ri}

break
end if
if newStrength is non zero then

add mi to M ′

end if
end for

end while
return M ′

then the same method is applied again for the old set of mappings plus the new
refined one, since the new degree might cause a new conflict that did not occur
before. This is performed iteratively until all the mappings have been used and
no inconsistencies occur. The final set of mappings is saved in M ′.

The method that refines the degree of a mapping is described by Algorithm-
2 and proceeds as follows: A new ontology O′ = 〈T ′, R′, A′〉 is created, where
T ′ = T2, R′ = R2. The ABox of the new ontology is gradually constructed from
the ABox of O2 and by using the current mapping in order to transfer individuals
from ontology O1. More formally, A′ = A2∪AM , where AM is defined as follows:

AM = {a : C ′
i ≥ n | 〈Ci, C

′
i, n,�〉 ∈ M,O1 |= Ci(a)}∪

{a : C ′
i = n | 〈Ci, C

′
i, n,=〉 ∈ M,O1 |= Ci(a)}∪

{a : C ′
i ≤ n | 〈Ci, C

′
i, n,�〉 ∈ M,O1 |= Ci(a)}.

As it can be noted by the above definition, both the explicit as well as inferred
assertions are taken into consideration (O1 |= Ci(a)). To do so we make use of a
classic DL reasoner and more precisely in the current setting we have used Pellet
[10]. For example, if mi = 〈Ci, C

′
i, 0.8,≡〉 and O1 |= Ci(a) then AM = AM ∪{a :

C ′
i = 0.8}. After, a new fuzzy individual assertion has been added in O′ we

call FiRE, in order to check for inconsistencies. If an inconsistency occurs the
strength of the mapping is refined, while if an inconsistency does not occur the
old degree is retained. The procedure that refines the strength of the mapping is
refineStrength. This procedure takes as input low level information from the
fuzzy reasoner about what conditions created the inconsistency, and according to
it proceeds with the refinement of the strength of the mapping so as to restore
the consistency in the ontology. For example, a pair of assertions of the form
a : C ≥ 0.8 and a : C ≤ 0.7 obviously denotes a contradiction.
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Algorithm 2 s := computeStrength( mi )
input: mi := {Ci, C

′
i, ni, Ri}

output: the new strength of the mapping
for every individual of Ci (Ci(a)) do

add a to C′
i −→ C′

i(a)
check consistency of O2

if O2 is not consistent then
remove all individuals of Ci added to C′

i

s := refineStrength(inconsistencyInfo)
else

s := ni

end if
end for
return s

Example. Consider two simple ontologies, O1 and O2, defined as follows:

O1 : MobilePhone � MobileDevice

O2 : Phone � ElectronicDevice
CablePhone � Phone
CellularPhone � Phone
CablePhone � ¬CellularPhone

The two ontologies have been compared by adopting the linguistic component of
HMatch 2.0 [11], which is based on a combination of terminological and syntactic
techniques. The result of the matching process is the following set of mappings:

1. map(MobileDevice, ElectronicDevice, 0.7)

2. map(MobilePhone, Phone, 0.6)

3. map(MobilePhone, CablePhone, 0.4)

4. map(MobilePhone, CellularPhone, 1.0)

Since the validation process works by translating mappings into fuzzy indi-
vidual assertions, suppose that each concept of the two ontologies has at least
one representative individual. In particular, we assume that mp1 is an instance of
the concept MobilePhone and md1 is an instance of the concept MobileDevice.
Sorted by the strength, one by one mappings are inserted into the second ontol-
ogy as fuzzy individual assertions.

Following the example, the first mapping to be added to O2 is mapping 4,
which is translated into the assertion (CellularPhone(mp1), 1.0). Since the first
mapping does not cause an inconsistency, the procedure moves to the subse-
quent mapping (1), which is converted into (ElectronicDevice(md1), 0.7) and
(ElectronicDevice(mp1), 0.7). The latter assertion violates the fuzzy DLs inter-
pretation of subsumption (C � D ⇐⇒ CI(a) ≤ DI(a)), therefore making the re-
sulting ontology inconsistent. In this case, the solution is to increase the strength
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of ElectronicDevice(mp1) and ElectronicDevice(md1) to 1 in order to sat-
isfy the semantic constraint ElectronicDeviceI(mpI1 ) ≥ CellularPhoneI(mpI1 ).
The same situation occurs when the assertions corresponding to mapping 2
are added into O2 and the same refinement is applied to restore consistency.
At last, the assertion determined by mapping 3, i.e. (CablePhone(mp1), 0.4),
causes an inconsistency because it does not satisfy the semantic constraint
CablePhoneI(mpI1 ) ≤ 1−CellularPhoneI(mpI1 ). Giving priority to the stronger
mapping, the latest assertion has to be refined. Since the resulting strength would
be equal to 0, the assertion corresponding to mapping 3 is definitely dropped,
and the mapping is removed as well. The result of the validation process is the
following mapping set:

1. map(MobileDevice, ElectronicDevice, 1.0)
2. map(MobilePhone, Phone, 1.0)

3. map(MobilePhone, CellularPhone, 1.0)

4 Conflict Resolution

The validation process described in the previous section enforces the inconsis-
tency detection and resolution by refining the strength of the mappings. When
a conflict arises, two or more mappings are involved and, to achieve the con-
sistency, at least one of them must be refined or removed. Generally the choice
among the conflicting mappings is not trivial because it should be driven by
the semantics of the mapped elements. The decision is even a harder task when
is performed automatically, therefore requiring effective heuristics. Moreover,
even when the choice is made by a human expert, there can be different correct
decisions according to different criteria that can be adopted.

The proposed validation technique adopts a naive strategy which gives pri-
ority to the strongest mapping and forces the last added mapping to be refined
or deleted. This solution has the advantage of being efficient in terms of perfor-
mances but does not always lead to the expected results. In fact, for instance, one
may prefer to preserve the highest number of mappings instead of the strongest
ones. The limitation is more evident if we consider mapping deletion as the only
possible way to solve inconsistencies. For instance, consider the two ontologies
defined in the example of the previous section and assume to have the same
mapping set but with the following strength values:

1. map(MobileDevice, ElectronicDevice, 0.5)
2. map(MobilePhone, Phone, 0.7)
3. map(MobilePhone, CablePhone, 0.8)

4. map(MobilePhone, CellularPhone, 0.6)

The conflicting subsets of mappings in this configuration are (1,2,3) and (3,4),
due to the violation of the fuzzy DLs interpretation of subsumption and nega-
tion, respectively. If we apply a restricted version of the validation procedure of
Section 3 that allows only the deletion of inconsistent mappings, the inconsis-
tency would be solved by deleting all the mappings except for mapping 3, which
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is the strongest one. In this case, it is clear that giving priority to the mapping
with the highest value could be not always the expected choice.

To provide a better support for the resolution of mapping inconsistencies,
we propose a different approach, namely the conflict resolution method, based
on the complete analysis of the conflicts. The underlying idea is to compute a
degree of inconsistency of each mapping, i.e. a measure that reflects the number
of times in which a mapping is involved in a conflict. To evaluate this degree,
we consider the inconsistencies in all the possible mapping configurations, that
are the set P(M) of all the subsets of the given mapping set, except the empty
set and the singleton sets. More formally, given a set of mappings M and the set
P(M) ≡ P(M) \ {x ∈ P(M) | x = ∅ ∨ |x| = 1} , we define the conflicting set
C(M) ⊆ P(M) as

C(M) = {c ∈ P(M) | ∃ m, m′ ∈ c such that m and m′ cause an inconsistency}

C(M) is built by validating each subset si ∈ P(M) through the validation proce-
dure of Section 3. If the resulting set s′i is equal to si then si does not contain any
conflict and it is not included into C(M). Otherwise, if s′i ⊂ si then a mapping
has been removed to solve an inconsistency, therefore si is added into C(M).

We define the minimal conflicting set MC(M) of M as the collection of all
minimal subset of mappings which contains a conflict:

MC(M) = {mc ∈ C(M) | � mc′ ∈ C(M) such that mc′ ⊆ mc}

The degree of inconsistency im of a mapping m ∈ M is defined as follows:

im = |{mc ∈ MC(M) | m ∈ mc}|

The assumption is that the higher is the degree of inconsistency of a mapping,
the more benefit we will get by removing it from the mapping set. Therefore, the
strategy behind this conflict resolution method is to preserve as much as possible
the mappings by detecting and deleting those which participate in the highest
number of conflicts. After computing the degree of inconsistency, all the map-
pings are added into the second ontology as fuzzy individual assertions and the
resulting ontology is checked for consistency. If an inconsistency is detected, the
mapping with the highest degree of inconsistency is removed and the resulting
ontology is again checked for consistency. The step is repeated until consistency
is achieved.

Let us describe this method with the aforementioned set of mappings that
are not correctly validated by the strength-based ordering approach. The com-
putation of the degrees of inconsistency produces the following results:

P(M) = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4), (1, 2, 3), (1, 2, 4), . . .}
C(M) = {(1, 2), (1, 3), (3, 4), (1, 2, 3), (1, 2, 4), (2, 3, 4), (1, 2, 4), (1, 2, 3, 4)}
MC(M) = {(1, 2), (1, 3)(3, 4)}

i1 = |{(1, 2), (1, 3)}| = 2, i2 = |{(1, 2)}| = 1, i3 = 2, i4 = 1
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All mappings are added into the resulting ontology and, subsequently, map-
pings 1 and 3 are removed before consistency is restored. Compared with the
results of the strength-based ordering approach, this method detected the actual
incorrect mapping (3) and produced the configuration with the largest number
of mappings. Moreover, in the context of semi-automatic validation tools, the
analysis performed with this method can report to the user the actual minimal
sets of conflicting mappings, in order to better support the decision process.

5 Related Work

Recent work [12] have focused on mapping validation as a post-processing task
over mappings produced by other matchmaking tools. Grounded on the theories
of the Distributed Description Logics, the process consists in translating map-
pings into bridge rules (i.e. inter-ontology semantic relations) and check for the
consistency of the resulting distributed knowledge base. The approach does not
handle the inherent uncertainty of mapping caused by the possible inaccuracy
of the heuristics adopted by the matching techniques.

As a possible solution to cope with the uncertainty of automatically dis-
covered mappings, probabilistic techniques have been developed. The approach
presented in [13] translates the mapped ontologies into bayesian networks and
treats concept mapping between the two ontologies as evidential reasoning be-
tween the two translated BN. In our foregoing work on mapping validation [2],
starting from the crisp approach in [12], we refined the validation process by at-
taching to mappings a probability measure determined by the confidence value
of the mapping. The probability value is interpreted as the likelihood of the
mapping being correct. The resulting relations are interpreted according to the
probabilistic description logics, which provides consistency check and inference
services in order to perform validation. A similar approach has been presented
in [1], where the combination of a rule-based framework and Probabilistic De-
scription Logic Programs is exploited to validate and merge mappings produced
by different techniques and tools. As in [2], the confidence value is interpreted
as a probability measure of the mapping correctness.

To be effective, probabilistic approaches should be fed with values which
actually state the confidence of the relation, therefore computed on the basis
of well-founded statistical techniques or measures. This turns out to be a rel-
evant limitation because most of the matchmaking tools do not provide such
a measure but only a value representing the degree of similarity between the
mapped elements. The alternative we propose is to exploit the fuzzy interpreta-
tion to handle the uncertainty of mappings but without relying on the confidence
values. In the ontology matching literature, fuzzy theories have been exploited
mainly with the aim of dealing with uncertainty during the process of map-
ping discovery and not for validation. For instance, the method described in [14]
formulates the ontology mapping problem as a rule application problem in the
fuzzy conceptual graph model. In our approach, based on the fuzzy description
logics, the numeric value attached to a mapping is intended as a degree of truth
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of the relation. According to the way the numeric value is computed in most of
the matching techniques, the fuzzy interpretation is more suitable compared to
the probability value, especially when mappings represent a generic similarity
relation between the concepts.

Regarding conflict resolution strategies, relevant work have been presented
in the field of ontology repairing in order to provide debugging functionalities
for logically erroneous knowledge bases. In [15], minimal incoherence-preserving
sub-TBoxes (MIPS) are defined as the smallest subsets of an original TBox
preserving unsatisfiability of at least one atomic concept. MIPS are detected
and solved through a tableaux-like technique. Our definition of the degree of
inconsistency adopts the same principle but applied to the mapping conflict
resolution problem.

Other work in dealing with ontology mapping in the fuzzy context has been
presented in [16] where Li et al. have introduced E-Connections integrated into
extended fuzzy description Logics (EFDLs) that couple both fuzzy and dis-
tributed features within description logics and in [17], where Lu et al. propose
a discrete tableau algorithm to achieve reasoning within the logical system of
EFDLs. Unfortunately, not practical implementation of the algorithm is known,
in order to be used in a practical setting for reasoning over such fuzzy mappings.

6 Concluding Remarks

In this paper we have discussed the application of the fuzzy DLs theories to
the problem of mapping validation as a different way of handling mapping un-
certainty with respect to probabilistic approaches. As a result, we described a
mapping validation algorithm based on fuzzy interpretation of mappings in or-
der to detect inconsistencies. Similarly to previous work on mapping validation,
the strategy to solve inconsistencies is a simple strength-based heuristics, i.e.
the conflicting mapping with the highest strength value is preserved. Although
being a fast solution, this naive approach does not lead always to the expected
configuration. To cope with possible different strategies, we proposed a conflict
resolution approach which performs a thorough analysis of all possible inconsis-
tencies and computes the minimal sets of conflicting mappings.

The preliminary results show that the conflict resolution method is effective
and can potentially be applied to any validation semantics (e.g. probabilistic,
fuzzy). Furthermore, other validation strategies can be built on top of it, for in-
stance a strategy to maximize the number of preserved mappings. Regarding the
complexity, it is obviously dependent on the number of mappings involved and,
without further optimizations, the method is applicable only on relatively small
alignments. Future work will be devoted to the development of optimization
techniques, in particular the goal is to reduce the number of mapping subsets to
be validated during the search for the minimal conflicting sets. A possible way
of reducing the search space, and thus the combinatorial space, is to make some
approximations, like the one proposed in [18]. Moreover, the proposed validation
procedure supports only subsumption and equivalence, therefore further inves-
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tigation are needed to include other kind of correspondences between aligned
ontology elements.
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Abstract. The evaluation of ontology matching algorithms mainly consists of
comparing a produced alignment with a reference one. Usually, this evaluation
relies on the classical precision and recall measures. This evaluation model is not
satisfactory since it does not take into account neither the closeness of correspon-
dances, nor the semantics of alignments. A first solution consists of generalizing
the precision and recall measures in order to solve the problem of rigidity of clas-
sical model. Another solution aims at taking advantage of the semantic of align-
ments in the evaluation. In this paper, we show and analyze the limits of these
evaluation models. Given that measures values depend on the syntactic form of
the alignment, we first propose an normalization of alignment. Then, we propose
two new sets of evaluation measures. The first one is a semantic extension of re-
laxed precision and recall. The second one consists of bounding the alignment
space to make ideal semantic precision and recall applicable.

1 Introduction

With the semantic Web, many related but heterogenous ontologies are being created. In
such an open context, there is no reason why two domain-related applications would
share the same ontologies. In order to facilitate the exchange of knowledge between
such applications, ontology matching aims at discovering a set of relations between
entities from two ontologies. This set of relations is called an alignment.

Many different matching algorithms have been designed [Euzenat and Shvaiko,
2007]. In order to compare the performance of such algorithms, some efforts are de-
voted to the evaluation of ontology matching tools. Since 2004, the Ontology Alignment
Evaluation Initiative1 (OAEI) organizes, every year, an evaluation of ontology match-
ing methods. The evaluation of matching algorithms consists of comparing a produced
alignment with a reference one. This evaluation often relies on two classical measures
used in information retrieval: precision and recall [van Rijsbergen, 1979]. Precision
measures the ratio of correct correspondences in the evaluated alignment. Recall mea-
sures the ratio of reference correspondence found by the evaluated alignment.

In the context of alignment evaluation, precision and recall present the drawbacks to
be all-or-nothing measures [Ehrig and Euzenat, 2005] and they do not consider neither
the semantic of alignment relations, nor those of ontologies. Then, an alignment can
be very close to the expected result and have low precision and recall values. Two
approaches have been proposed for correcting these drawbacks. [Ehrig and Euzenat,

1 http://oaei.ontologymatching.org
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2005] introduced a generalization of precision and recall measures. This approach relies
on syntactic measures relaxing the all-or-nothing feature of classical measures in order
to take into account close correspondences. [Euzenat, 2007] has introduced semantic
precision and recall measures which rely on a semantic of alignments

We will show that semantic precision and recall are still dependent on the alignment
syntax and, as a consequence, they can assign different values to semantically equiva-
lent alignments. [David, 2007] proposes to use the ideal semantic precision and recall
measures introduced in [Euzenat, 2007] restricted to alignments containing only simple
correspondences, i.e. only between named entities.

In this paper, we show and analyze the limits and problems of the semantic precision
and recall measures. To overcome their drawbacks, we first investigate an approach
allowing to normalize alignments. This normalization relies on algebra of alignment
relations and can partially resolves problems encountered by the evaluation measures.
In addition, we propose two adaptations of the relaxed and semantic measures. The first
adaptation makes use of the generalization framework of [Ehrig and Euzenat, 2005] and
allows to locally consider the semantic of alignments. The second one is a restriction
of Semantic closures of alignment. This restriction makes the ideal semantic measures
proposed in [Euzenat, 2007] useable.

This paper is organized as follows: a first section introduces the definitions related
to the syntax and semantics of alignments. In the second section, we first present and
introduce five properties that an ideal model should satisfy. Then, we present the clas-
sical evaluation measures and the semantic evaluation measures which satisfy three of
the five desired properties. In the following section, we explain why these semantic
measures do not satisfy the two last properties. The last section proposes three ways
for fixing the semantic measures: a normalization of alignments, new relaxed semantic
precision and recall measures, and Λ-bounded semantic evaluation measures.

2 Ontology alignment: syntax and semantic

2.1 Definition and syntax

An alignment groups correspondences between entities or formulas from two ontolo-
gies o1 and o2. Each element of correspondence can be associated to a quality value by
a function q. We use the following syntax for representing an alignment:

Definition 1 (Alignment). An alignment between two ontologies o1 and o2 is a set of
correspondances holding between o1 and o2. A correspondance, noted c = (x, y,R),
is a triple where x, respectively y, are formulas (or entities) from o1, respectively from
o2, and R is the relation holding between x and y. A correspondance c = (x, y,R) can
be also written xRy

This definition includes both simple alignments considering only matching relations
between entities (classes or properties) and complex alignments containing relations
between formula inferred from the ontologies.

2

26

IT486
Rectangle



2.2 Semantic of alignments: Semantic closure and semantic reduction

Alignments between ontologies can be helpful for reasoning with several ontologies.
For enabling reasoning capabilities, a semantic for alignments must be defined. In this
paper, we relies on the semantic proposed in [Euzenat, 2007]. This semantic of align-
ment is function of the semantics of each individual ontology. The semantic of an on-
tology is given by its set of models.

Definition 2 (Model). a model m = 〈I, D〉 of o is a function I from the terms of o to a
domain of interpretation D, which satisfies all the assertions in o:

∀δ ∈ o, m |= δ

The set of models of an ontology o is denoted as M(o).

Because the models of various ontologies can have different interpretation domains,
we use the notion of an equalising function, which helps make these domains commen-
surate.

Definition 3 (Equilising function). Given a family of interpretations 〈Io, Do〉o∈Ω of
a set of ontologies Ω, an equalising function for 〈Io, Do〉o∈Ω is a family of functions
γ = (γo : Do −→ U)o∈Ω from the ontology domains of interpretation to a global
domain of interpretation U . The set of all equalising functions is called Γ .

The relations used in correspondences do not necessarily belong to the ontology
languages. As a consequence, a semantics for them must be provided.

Definition 4 (Interpretation of alignment relations). Given R an alignment relation
and U a global domain of interpretation, R is interpreted as a binary relation over U ,
i.e., RU ⊆ U × U .

The definition of correspondence satisfiability relies on γ and the interpretation of
relations. It requires that in the equalised models, the correspondences are satisfied.

Definition 5 (Satisfied correspondence). A correspondence c = 〈x, y,R〉 is satisfied
for an equalising function γ by two models m, m′ of o, o′ if and only if γo ·m ∈ M(o),
γo′ · m′ ∈ M(o′) and

〈γo(m(e)), γo′(m′(e′))〉 ∈ RU

This is denoted as m, m′ |=γ c.

Given an alignment between two ontologies, the semantics of the aligned ontologies
can be defined as follows.

Definition 6 (Models of aligned ontologies). Given two ontologies o and o′ and an
alignment A between these ontologies, a model m′′ of these ontologies aligned by A is
a triple 〈m, m′, γ〉 ∈ M(o) ×M(o′) × Γ , such that m, m′ |=γ A.

We will consider a specific kind of consequence, α-consequences [Euzenat, 2007],
which are the correspondences holding for all models of aligned ontologies.

3
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Definition 7 (α-Consequence of aligned ontologies). Given two ontologies o and o′

and an alignment A between these ontologies, a correspondence δ is a α-consequence
of o, o′ and A (noted A |= δ) if and only if for all models 〈m, m′, γ〉 of o, o′ and A,
m, m′ |=γ δ (the set of α-consequences is noted by Cn(A)).

Given this semantic, the semantic closure and semantic reduction of an alignment
are given by the following definitions:

Definition 8 (Semantic closure). The semantic closure Cn(A) of an alignment A is
the set of its α-consequences.

Obviously , the semantic closure of an alignment is unique but it has no reason to be
finite.

Definition 9 (Semantic reduction). A semantic reduction (or minimal cover) A0 of an
alignment A is an alignment satisfying Cn(A0) = Cn(A) and ∀c ∈ A0, Cn(A0 −
{c}) = Cn(A)

There could exist several semantic reductions for a given alignment. An alignment A
contains redundant elements if A is not a minimal cover. A correspondence c ∈ A is
redundant if A − {c} |= c.

3 Evaluation models

Alignment evaluation is achieved by comparing the produced alignment with the refer-
ence one. This comparison usually relies on the precision (P ) and the recall (R) mea-
sures [van Rijsbergen, 1979]. Intuitively, the precision aims at measuring the correct-
ness of the evaluated alignment. The recall is used for quantifying the completeness of
the evaluated alignment.

In the rest of this paper, we will consider two alignments between ontologies o1

and o2: a reference alignment, noted Ar, and an alignment produced by some matching
method Ae.

3.1 Desired properties of evaluation measures

If we consider that precision and recall should approximate correctness and complete-
ness, an ideal model taking semantic into account, would respect the constraints given
by [Euzenat, 2007]:

– Ar |= Ae ⇒ P (Ae, Ar) = 1 (max-correctness)
– Ae |= Ar ⇒ R(Ae, Ar) = 1 (max-completeness)
– Cn(Ae) = Cn(Ar) iff P (Ae, Ar) = 1 and R(Ae, Ar) = 1 (definiteness)

Furthermore, in the evaluation context, one could be interested to compare several
alignments produced by some matching algorithms against one reference alignment.
Then, it would be useful that two semantically equivalent alignments have the same
precision and recall values.
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– Cn(Ae1) = Cn(Ae2) ⇒ P (Ae1 , Ar) = P (Ae2 , Ar) and R(Ae1 , Ar) =
R(Ae2 , Ar) (semantic-equality)

Finally, if the evaluated and the reference alignments share some common informa-
tion then the precision and recall values must not be null:

– P (Ae, Ar) = 0 and R(Ae, Ar) = 0 iff Cn(Ae) ∩ Cn(Ar) = Cn(∅) (overlapping
positiveness)

3.2 Classical evaluation model
The classical evaluation model is based on the interpretation of alignments as sets and
considers the following sets :

– E: the set of all correspondences that could be generated between o1 and o2. This
set is a subset of the cartesian product of all entities which can be deduced from o1,
those deductible for o2 and the set of matching relations considered.

– true-positives: the set of correspondences which are found by the matching method
and contained in the reference alignment.

– false-positives: the set of correspondences which are found by the matching
method but not contained in the reference alignment.

– false-negatives: the set of reference correspondences which are not found by the
matching method.

– true-negatives: the set of correspondences that are neither in the evaluated align-
ment nor in the reference alignment.

relevant not relevant
found |Ae ∩ Ar| |Ae − Ar| |Ae|

true-positives false-positives
not found |Ar − Ae| |(E − Ar) − Ae| |E − Ae|

false-negatives true-negatives
|Ar| |E − Ar|

Table 1. Contingency of sets Ae and Ar .

The cardinalities of these sets are given in the contingency table 1. The sets of true-
positives, false negatives, and false-positives are defined only from Ae and Ar. The set
of true-negatives is also function of the set E which is not easily identifiable.

From these contingencies, the classical measure of precision and recall can be de-
fined. The precision (P ) represents the proportion of found correspondences that are
relevant:

P (Ae, Ar) =
|Ae ∩ Ar|

|Ae| (1)

The recall (R) represents the proportion of relevant correspondences that have been
found :

R(Ae, Ar) =
|Ae ∩ Ar|

|Ar| (2)
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3.3 Limitations of classical precision and recall

These two measures applied to this simple model have the advantages to be easily com-
putable and understandable. However, they verify none of the constraints presented
Section 3.1. This is because they do not consider the semantic of alignment relations,
nor the semantic of ontologies.

Firstly, they do not take into account the semantic of matching relations. For ex-
ample, if the produced alignment Ae contains the elements x � y and x � y, and the
reference alignment Ar contains the element x ≡ y, then the classical model will con-
sider x � y and x � y as false-positives and x ≡ y as false-negative. In this case the
precision and recall values are equals to 0 even if Ae ≡ Ar.

Secondly, this classical model does not take the semantic of ontologies into account.
For example, Ae contains the element x′ � y, the reference alignment Ar contains the
element x ≡ y, and the ontology o1 states x′ � x. Even if Ar |= Ae, the classical
precision will be equal to 0 since the correspondence x′ � y is considered as a false-
positive by this evaluation model.

3.4 Semantic evaluation models

In order to resolve the drawbacks of classical precision and recall, [Euzenat, 2007]
proposes to take into account the semantics of matching relations and ontologies. The
author provides two extensions of precision and recall.

The ideal extension of the classical model consists of replacing Ae and Ar by their
respective sets of α-consequences, Cn(Ae) and Cn(Ar). Table 2 show the new contin-
gencies.

relevant not relevant
found |Cn(Ae) ∩ Cn(Ar)| |Cn(Ae) − Cn(Ar)| |Cn(Ae)|

true-positives false-positives
not found |Cn(Ar) − Cn(Ae)| |(E − Cn(Ar)) − Cn(Ae)| |E − Cn(Ae)|

false-negatives true-negatives
|cn(Ar)| |E − Cn(Ar)|

Table 2. Contingencies of the ideal extension of the classical model.

From this extended model, ideal precision and recall measures, respectively named
Pi and Ri, are :

Pi(Ae, Ar) =
|Cn(Ae) ∩ Cn(Ar)|

|Cn(Ae)| (3)

Ri(Ae, Ar) =
|Cn(Ae) ∩ Cn(Ar)|

|Cn(Ar)| (4)
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These measures correct the drawbacks of the classical model and all the properties
given Section 3.1 are satisfied. However, they bring a new problem : as the semantic
closures of alignments could be infinite, then the measures may be undefined.

In order to overcome this problem, [Euzenat, 2007] introduces two new measures
known as semantic precision and semantic recall.

Semantic precision measures the proportion of evaluated correspondances of Ae

that can be deduced from Ar.

Ps(Ae, Ar) =
|Ae ∩ Cn(Ar)|

|Ae| (5)

Semantic recall measures the proportion of reference correspondances of Ar that
can be deduced from Ae.

Rs(Ae, Ar) =
|Cn(Ae) ∩ Ar|

|Ar| (6)

With these measures, the max-correctness, max-completeness, and definiteness
properties are preserved. The values of semantic precision and semantic recall are
greater than or equal to those of classical ones because |Ae ∩ Cn(Ar)| > |Ae ∩ Ar|
and |Cn(Ae) ∩ Ar| > |Ae ∩ Ar|.

4 Limitations of semantic precision and recall

Semantic precision and recall correct some drawback of classical precision and recall
measure since they satisfy the max-correctness, max-completeness, and definiteness
properties. Nevertheless, they do not satisfy the semantic-equality and overlapping-
positiveness properties which we have introduced. This is due to the fact that these
semantic measures are still dependent on the syntactic form of the alignments.

4.1 Limitation concerning semantic-equality property

Two alignments Ae1 and Ae2 having the same closure and then, semantically equiv-
alent, could have different precision and recall values according to Ar. This due to
the fact that the semantic precision and recall are directly function of the cardinalities
of the correspondences sets which could be different for two semantically equivalent
alignments.

We give two examples demonstrating that semantic evaluation measures do not sat-
isfy the semantic-equality property. In the first example, we reason only with alignment.
In the second example, we show that redundancy in alignment can break the satisfaction
of semantic-equality property by precision measure.

In the first example, we consider two alignments Ae1 = {x ≡ y, u ≡ v} and
Ae2 = {x � y, x � y, u ≡ v}. These two alignments are equivalent since we have
only replaced the equivalence x ≡ y of Ae1 by x � y and x � y in Ae2 . According to a
reference alignment Ar = {x ≡ y}, the two alignments do not have the same precision
values: Ps(Ae1 , Ar) = 1/2 and Ps(Ae2 , Ar) = 2/3.
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In the second example, we now have the alignments Ae1 = {x ≡ y, u ≡ v} and
Ae2 = {x′ � y, x ≡ y, u ≡ v}, and the knowledge o1 |= x′ � x. These two alignments
are equivalent since x′ � y is redundant according to x ≡ y. Nevertheless, the semantic
precision values will be different: Ps(Ae1 , Ar) = 1/2 and Ps(Ae2 , Ar) = 2/3

4.2 Limitation concerning overlapping-positiveness property

An alignment could have a null precision or/and recall value even if the intersection
of its consequence sets and those of the reference is not the empty set. This due to the
fact that the semantic precision and recall partially take the alignment semantic into
account. A correspondance can entail several correspondances. Such a correspondance
can be partially true-positive in the sense that it entails a true-positive element but also
a false-negative or false-positive element. With the semantic precision and recall, such
elements are entirely considered as false-positives or/and false-negatives.

For example, let be the two alignments Ae = {a} and Ar = {b}, another matching
relation c and the properties a |= c, b |= c, a |= b and b |= a. On this trivial example,
the semantic precision and recall values are both equals to 0 even if the intersection of
their Semantic closures is not equals to the empty set (i.e. c ∈ Cn(Ae) ∩ Cn(Ar)).

5 Corrections of semantic evaluation measures

In previous section, we highlighted some drawbacks of classical precision and recall
and semantic precision and recall. The first kind of problems concerns the inability of
classical and generalized precision and recall measures to reason with the alignment
relations. The semantic precision and recall try to resolve this problem by using Se-
mantic closures, but these measures are still defined on the alignment cardinality which
is dependent on the syntactic form of the alignment. As a consequence, there are some
cases where the semantic-equality property is not satisfied.

When this problem is entirely due to the syntactic form the alignments, we may try
to resolve it by normalizing the alignment representation. We propose here a normal-
ization strategy which relies on algebras of alignment relations [Euzenat, 2008].

Then, with the help of alignment normalization, we propose two new sets of evalu-
ation measures. The first one concerns relaxed semantic measures based on the gener-
alized precision and recall framework of [Ehrig and Euzenat, 2005]. Contrarily to the
original generalized precision and recall measures provided in the aforementioned pa-
per, these new measures are not only based on the syntactic form of alignment, but also
on the semantic of alignments.

The second set of measures is an adaptation of ideal semantic measures of [Euzenat,
2007].

5.1 Normalization of alignments

For allowing measures to respect the semantic-equality property, it is useful to intro-
duce a notion of a normal form for alignments. A normal form for alignments ensures
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that two semantically equivalent alignments have always the same syntax or form. Nat-
urally, it is a very difficult problem but we can propose a partial solution which only
considers the semantic of alignment relations. Our notion of normal form takes benefit
of entailment capabilities provided by algebras of alignment relations and does not use
any knowledge about the aligned ontologies.

An algebra of alignment relations [Euzenat, 2008] is a particular type of relation
algebra [Tarski, 1941] defined by the tuple 〈2Γ ,∩,∪, ·, Γ, ∅, {≡},−1 〉 where Γ is the
set of all elementary relations; ∩ and ∪ are set-operations used to meet and join two sets
of relations, for example, if xRy or xR′y then xR∪R′y; · is the composition operator,
i.e. an associative internal composition law with {≡} as unity element; −1 the converse
operator. For instance, if Γ = {�, �,≡, �,⊥}, all all elementary relations, except �
and �, are there own converse and, �−1=� and �−1=�.

Such an algebra allows to write any relation between entities (or formulas) as a
disjunction of elementary relations. For example, x � y would be written x{�,≡}y.
With the help of this relation algebra, any pair of entities or formulas will appear at
most once in the alignment.

Definition 10. An alignment in normal form is an alignment A = (V, q) where the set
of correspondances V satisfies the following properties:

1. V ⊂ {xRy|x ∈ o1 ∧ y ∈ o2 ∧ R ⊆ Γ}: all relations between two entities (or
formulas) are written with a disjunction of elementary relations.

2. ∀xRy ∈ V,  ∃xR′y ∈ V, R = R′: any pair of entities (or formulas) appear at
most once in the alignment.

Using such a normalization allows to correct classical and semantic precision
and recall when relations between entities or formulas are split into several corre-
spondances. For example, let be Ae = {x � y, x � y} and Ar = {x ≡
y}. By rewriting these alignments using disjunction of elementary relations, Ae =
{x{�,≡} ∩ {�,≡}y} = {x{≡}y} and Ar = {x{≡}y} will be syntactically equiva-
lent.

Of course, when this problem is due to the semantic of ontologies such a normal-
ization is not sufficient. For example, let be Ae = {x � y} and Ar = {x � z} and
the axiom y ≡ z ∈ o2. These alignments are equivalent (given the previous axiom), but
their normalization (Ae = {x{�,≡}y} and Ar = {x{�,≡}z}) are not equal.

5.2 Relaxed semantic precision and recall

In generalized precision and recall framework, evaluation measures are function of a
measure quantifying the proximity between two correspondences [Ehrig and Euzenat,
2005]. We propose new proximity measures σ dealing partially with the semantic of
alignments. We want such measures to locally respect the max-correctness and max-
completeness properties contrarily to those provided in [Ehrig and Euzenat, 2005]:

– if x′R′y′ |= xRy then σprec(xRy, x′R′y′) = 1 (local max-correctness)
– if xRy |= x′R′y′ then σrec(xRy, x′R′y′) = 1 (local max-completeness)
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In order to propose such measures, we suggest to take advantage of an algebra of
alignment relations as presented in the previous section (Section 5.1). Following the
example of the relaxed precision and recall, which are oriented, we introduce two new
σ measures: σprec for precision and σrec for the recall. In these two σ measures, we do
not consider the confidence values.

In a first instance, we only consider the case where we have two correspondances
aligning the same entities or formulas. Let xRy and xR′y be two such correspondances.
From the algebra of alignment relations, we have the following properties:

– if xR′y |= xRy, then R′ ⊆ R,
– if xRy |= xR′y, then R ⊆ R′.

Hence, σprec and σrec are defined by:

σprec(R,R′) =
|R ∩ R′|
|R′| (7)

σrec(R,R′) =
|R ∩ R′|

|R| (8)

Now, for extending these measures to correspondances which do not align the same
entities or formulas, we propose to use this relation algebra also with the ontologies.

Definition 11 (Relaxed semantic proximity measures). Given an evaluated relation
xRy, a reference relation x′R′y′, and relations deduced from ontologies, o1 |= xR1x

′

and o2 |= yR2y
′, the relaxed semantic proximities σprec and σrec are defined by:

σprec(xRy, x′R′y′) =
|R ∩ (R1 · R′ · R−1

2

) |
|R1 · R′ · R−1

2 | (9)

σrec(xRy, x′R′y′) =
|(R−1

1 · R · R2) ∩R′|
|R−1

1 · R · R2|
(10)

The relaxed semantic proximity measures satisfy the local max-correctness and lo-
cal max-completeness properties. As a consequence, they allow to provide relaxed se-
mantic precision and recall measures which partially deals with alignment semantics.
However, such measures do not consider the whole alignment semantic and then, they
do not necessarily satisfy any property mentioned Section 3.1.

In our opinion, these semantic proximity measures are a first step for providing new
semantic evaluations measures satisfying the desired properties. However, for satisfying
these properties, it would be essential to propose new generalized precision and recall
measures.

5.3 Restriction of ideal precision and recall

In order to deals with the semantic of alignments on one hand, and ideal precision and
recall on the other hand, we first propose to use a partial closure of alignment instead of
its full closure (α-consequence set). This partial closure has the advantage to be finite

10

34

IT486
Rectangle



but in counterpart, it is defined relatively to a set of alignments. As a consequence,
the ideal precision and recall can be computed, but their values depend on the set of
considered alignments Λ. In a the case of evaluation campaigns, the set Λ = Ae1 ∪
... ∪ Aen ∪ Ar will contain all correspondences provided by the participants, and the
reference alignment.

Definition 12 (Bounded closure of an alignment). The bounded closure of an align-
ment V given an alignment Λ (V ⊆ Λ) is defined as a set of correspondances issued
from Λ which can be deduced from V .

V +/Λ = Cn(V ) ∩ Λ (11)

The bounded closure V +/Λ of an alignment V is finite when Λ is finite (i.e. each
alignment in Λ is finite). From this bounded closure definition, we provide Λ-bounded
precision and recall.

Definition 13 (Λ-bounded precision measure). Given a set of considered correspon-
dences Λ, the precision of an alignment Ae ⊆ Λ in comparison to a reference alignment
Ar ⊆ Λ is:

PΛ(Ae, Ar) =
|A+/Λ

e ∩ A
+/Λ
r |

|A+/Λ
e |

(12)

Definition 14 (Λ-bounded recall measure). Given a set of considered correspon-
dences Λ, the recall of an alignment Ae ⊆ Λ in comparison to a reference alignment
Ar ⊆ Λ is:

RΛ(Ae, Ar) =
|A+/Λ

e ∩ A
+/Λ
r |

|A+/Λ
r |

(13)

With these measures the max-correctness, max-completeness, definiteness are ver-
ified. The semantic-identity property is also satisfied for each semantically equivalent
alignments belonging to Λ (but not necessarily for the others). Still the overlapping-
positiveness is not satisfied: A

+/Λ
e ∩ A

+/Λ
r = ∅  =⇒ Cn(Ae) ∩ Cn(Ar) = ∅

These measures are defined in the case of expressive alignments but they are de-
pendent of Λ and consequently the precision and recall value are not absolute. Hence,
these measures are useful for comparing a finite set of systems, but do not provide an
absolute measure of precision and recall with regard to a reference alignment.

6 Conclusion

In this paper, we presented and analyzed several ontology alignment evaluation propo-
sitions. Actually, no concrete evaluation measure respects the semantic-equality and
the overlapping-positiveness properties that an ideal semantic model should satisfy.
More precisely, the semantic precision and recall measures cannot respect the semantic-
equality due to the facts they still depend on the syntactic representation of alignments.
To overcome these limitations, we first introduced alignment normalization principles
which partially resolve the problem of semantic-equality. Then, we also proposed two
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new sets of evaluation measures. The first set of measures is built upon the general-
ized precision and recall framework and allows to locally consider the semantics of
alignments. These measures can be seen as semantic-relaxed precision and recall. The
second set of measures is proposed from an adaptation of ideal semantic measures.
This adaptation makes the ideal semantic measures useable but in counterpart they do
not verify the overlapping-positiveness property any more.
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Jérôme Euzenat and Pavel Shvaiko. Ontology matching. Springer-Verlag, Heidelberg (DE), 2007.
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Abstract. In the general field of knowledge interoperability and ontol-
ogy matching, instance matching is a crucial task for several applications,
from identity recognition to data integration. The aim of instance match-
ing is to detect instances referred to the same real-world object despite
the differences among their descriptions. Algorithms and techniques for
instance matching have been proposed in literature, however the prob-
lem of their evaluation is still open. Furthermore, a widely recognized
problem in the Semantic Web in general is the lack of evaluation data.
While OAEI (Ontology Alignment Evaluation Initiative) has provided a
reference benchmark for concept matching, evaluation data for instance
matching are still few. In this paper, we provide a benchmark for instance
matching, with the goal of taking into account the main requirements
that instance matching algorithms should address.

1 Introduction

The increasing popularity of Semantic Web technologies makes the ontology
matching process a crucial task. Ontology matching [1] aim is to (semi) auto-
matically detect semantic correspondences between heterogeneous ontologies. It
can be performed at two different levels: schema matching and instance match-
ing. The objective of schema matching [2] is to find out a set of mappings between
concepts and properties in different ontologies, while the aim of instance match-
ing is to detect instances referred to the same real-world object. When compar-
ing different knowledge representations, ontologies’ schemas should be merged,
in terms of concepts and properties describing the domain. Then, mappings be-
tween different descriptions (i.e., ontologies’ instances) of the same object should
be discovered, in order to achieve the goal of providing a data integration system
over Semantic Web sources.
Instance matching is also crucial in projects like OKKAM1 [3], where the main
idea is that real-world objects’ descriptions could be retrieved, univocally iden-
tified and shared over the Web.
Most research has been focused on schema level matching, while instance match-
ing problem has been mainly studied in the database field, in which it is more
� This paper has been partially funded by the BOEMIE Project, FP6-027538, 6th EU

Framework Programme.
1 http://www.okkam.org/.
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specifically called record linkage problem [4–6]. However, as shown in the paper,
instance matching brings new problems in comparison to record linkage and
requires specific technologies.

2 The Instance Matching Problem

The instance matching problem is defined as follows. Given two instances i1 and
i2, belonging to the same ontology or to different ontologies, instance matching
is defined as a function Im(i1, i2) → {0; 1}, where 1 denotes the fact that i1 and
i2 are referred to the same real-world object and 0 denotes the fact that i1 and
i2 are referred to different objects.
In order to find out properly if two individuals are referred to the same real-world
object, an instance matching algorithm should satisfy different kinds of require-
ments. As shown in Figure 1, those can be divided in three main categories.

Requirements
(management of:)

Data value differences Structural heterogeneity Logical heterogeneity

- Typographical errors
- Use of different standard
  formats

- Use of different levels of
  depth for properties
  representation
- Use of different aggregation
  criteria for properties
  representation
- Missing values specification

- Instantiation on different
  sub-classes of the same
  super class
- Instantiation on disjoint
  classes
- Instantiation on different
  classes of a class hierarchy
  explicitly declared
- Instantiation on different
  classes of a class hierarchy
  implicitly declared
- Implicit values specification

Fig. 1. Instance matching requirements

Data value differences. An instance matching algorithm is required to recog-
nize, as better as possible, corresponding values, even if data contain errors or
are represented using different standard formats. This issue has been addressed
in the field of record linkage research, and the problem of comparing instances’
property values is the same as comparing records’ attribute values.

38



Structural heterogeneity. Instances belonging to different ontologies can not
only differ within their properties values, but they can also have different struc-
tures. While in record linkage the structure of records is usually given and schema
and record matching are different problems, in instance matching, schema and
instances are more strictly related. Thus, besides the capability to evaluate the
level of similarity between property values, instance matching techniques have
to go beyond heterogeneous individual representations by identifying the pairs
of matching properties between two considered instances.

Logical heterogeneity. A specific ontologies’ matching problem, which is not
taken into consideration in record linkage process, is the need to infer implicit
knowledge, typically referred to concepts hierarchy within the ontologies.

3 Design of a Benchmark for Instance Matching

A widely recognized problem in the Semantic Web is the lack of evaluation data.
While OAEI (Ontology Alignment Evaluation Initiative)2 [7] has provided a ref-
erence benchmark for concept matching, evaluation data for instance matching
are still few. Further works dealing with concept matching evaluation are those
published in ESWC 2008 [8, 9]. In particular, they argue that ontology match-
ing techniques cannot be evaluated in an application independent way, since the
same matching technique can produce different quality results based on the end-
to-end application that exploits the alignments.
In this paper, we provide a benchmark for instance matching. The aim of our
benchmark is to take into account all the main requirements presented in the
previous section and to provide a complete set of tests for instance matching
algorithms evaluation. A contribution of our work is not only the definition of
a specific benchmark, but also the definition of a semi-automatic procedure for
the generation of several different benchmarks. In Figure 2, the overall process
of benchmarks generation is shown. As an example of this general procedure,
we describe in the following a specific instantiation of it, that is the creation
of a specific benchmark for instance matching. That benchmark is available at
http://islab.dico.unimi.it/iimb/.

3.1 Reference ABox Generation

First of all, we chose a domain of interest (i.e., the domain of movie data), and we
created a reference (ALCF(D)) TBox for it, based on our knowledge of the do-
main. The reference TBox is available at http://islab.dico.unimi.it/ontologies/-
benchmark/imdbT.owl. This contains 15 named classes, 5 object properties and
13 datatype properties. The reference TBox is then populated by automatically
creating a reference ABox. Data are extracted from IMDb 3 by executing a query
2 http://oaei.ontologymatching.org/2007/benchmarks/.
3 http://www.imdb.com/.
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Reference ABox Generation

Modified ABoxes Generation

User
Query IMDb

input
Reference

ABox
POPULATION

Reference
TBox

MODIFIER

Modified
ABox 1

Modified
ABox 2

Modified
ABox n

...

output

Fig. 2. Benchmarks generation

Q of the form:

SELECT ∗ FROM movies WHERE title LIKE ′%X%′

where X is a variable specifying a word of our choice. Thus, all selected movies
contain the word X in their title. The corresponding individuals in the reference
ABox are referred to similar objects, but each of them represents a distinct object
in the real world. As a consequence, each instance can be univocally identified.
In order to get our reference ABox, we put X = Scarface. The reference ABox
obtained in that way contains 302 individuals, that is all the movie objects
matching the query and all the actors in the movie cast.

3.2 Modified ABoxes Generation

Once the reference ABox is created, we generate a set of modified ABoxes, each
consisting in a collection of instances obtained modifying the corresponding in-
stances in the reference ABox. Transformations introduced in benchmark ABoxes
can be distinguished into three main categories. In particular, each modification
category simulates a specific problem that can be found when comparing ontolo-
gies’ instances, that is the issues discussed in section 2. Modifications belonging
to different categories are also combined together within the same ABox.

4 Generating Instance Modifications

In this section, we describe the Modifier module of our benchmarks generation
procedure, that is the way the modified ABoxes of benchmarks are generated.
Given the reference ABox as input, and a user specification of all the transfor-
mations to apply on it, the Modifier module automatically produces the corre-
sponding modified ABoxes. In the following, all the modifications that can be
applied on the reference ABox are presented.
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4.1 Data Value Differences

The goal of this first category of modifications is to simulate the differences that
can be found between instances referred to the same object at the property value
level. Those include typographical errors, use of different standard formats to
represent the same value, or a combination of both within the same value.

Typographical errors. Real data are often dirty. That is mainly due to typo-
graphical errors made by humans while storing data.
In order to simulate typographical errors, we use a function that takes as input
a datatype property value and produces as output a modified value. This kind
of transformation can be applied to each datatype property value (e.g., string
value, integer value, date value). The modifications to apply on the input value
are randomly chosen between the following:

– Insert character. A random character (or a random number, if the property
has a numerical value) is inserted in the input value at a random position.

– Modify character. A random character (or a random number, if the property
has a numerical value) is modified in the input value.

– Delete character. A random character (or a random number, if the property
has a numerical value) is deleted in the input value.

– Exchange characters’ position. The position of two adjacent characters (or
two adjacent numbers, if the property has a numerical value) is exchanged
in the input value.

For example, the movie title “Scarface” can be transformed in the modified value
“Scrface”, obtained deleting a random character from the original string.
In addition, it is possible to specify the level of severity (i.e., low, medium or
high) in applying such transformations. Anyway, the number of transformations
introduced in the input value is proportional to the value’s length. If the number
of transformations to apply is greater than one, the corresponding value can be
modified combining different transformations.
Typographical modifications can be applied to “identifying properties”, “non-
identifying properties” or both. That classification is based on the analysis of
the percentage of null and distinct values specified for the selected property. In
particular, properties with an high percentage of distinct values and a low per-
centage of null values are classified as the most identifying.
Of course, the total amount of modifications applied to each modified ABox has
to change the reference ABox in a way that it is still reasonable to consider
the two ABoxes semantically equivalent. In other words, a modified ABox is
included in the benchmark only if a human can understand that its instances
are referred to the same real-world objects as the ones belonging to the refer-
ence ABox. Thus, in order to evaluate the distance between the reference ABox
and each modified ABox, we introduce a measure that takes into account the
number of modifications applied to the same ABox, the kind of the properties
(i.e., “identifying properties” or “non-identifying properties”) which have been
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modified, and the level of severity of the modifications (i.e., low, medium or
high). However, this measure does not affect the instance matching results in
a deterministic way, since they depend on the weight that the tested algorithm
gives to each kind of modification. Anyway, we assume that a modified ABox can
be considered semantically equivalent to the reference ABox only if it changes
no more than 20% of each instance description.

Use of different standard formats. The same data within different sources
can be represented in different ways.
In order to simulate the use of different standards within different sources, we
use a function that takes as input a property value which allows standard mod-
ifications (e.g., person name) and produces as output a modified value, using a
different standard format. For example, the director name “De Palma, Brian”
can be transformed in the modified value “Brian De Palma”, which is another
standard format to specify a person name.

4.2 Structural Heterogeneity

Another kind of situation that is simulated in our instance matching benchmark
is the comparison between instances with different schemas. In fact, even as-
suming that concept mappings are available, the same individual feature (i.e.,
each instance property) can be modeled in different ways. Moreover, different
descriptions of the same real-world object can specify different subsets, eventu-
ally empty, of all the possible values for that property. Combinations of different
transformations belonging to this class of modification are also applied in the
benchmark.

Use of different levels of depth for properties representation. A first
example of this class of heterogeneity is shown in Figure 3. The two instances

movie_1

Scarface

1983

De Palma, Brian

USA
HasTitle

Year HasDirector

Country

movie_2

Scarface 1983

De Palma, Brian

USA

HasTitle

Year HasDirector

Country

title_1

HasValue

Fig. 3. Use of different levels of depth to represent the same property

movie 1 and movie 2 are both referred to the same film, but the movie title
property is modeled in two different ways. In fact, the title of movie 1 is spec-
ified directly through a datatype property value, while the title of movie 2 is
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specified through a reference to another individual which has a property with
the same title value (i.e., “Scarface”). In particular, in the first representation,
the property HasTitle is a datatype property, while in the second one it is an
object property and its value is the reference to title 1 instance.
In order to simulate the comparison between instances with different schemas,
we use a function that takes as input a datatype property and produces as out-
put an object property with the same name. Moreover, the function creates a
new attribute to the generated object property, whose value is the same as the
original datatype property.

Use of different aggregation criteria for properties representation. In
an analogous way, the name of a person can be stored all within the same
property, or it can be split into different properties such as, for example, Name
and Surname. Figure 4 shows two different ways of modeling the name “Pacino,
Al”. In the first representation the whole value is stored within the property

actor_1

Pacino, Al

M

1940-04-25

Name

Gender
DateOfBirth Sonny

Nickname

actor_2

Al

M

1940-04-25

Name

Gender
DateOfBirth Sonny

Nickname

Pacino

Surname

Fig. 4. Use of different aggregation criteria to represent the same property

Name, while in the second one the string is split into the two values “Pacino”
and “Al”, referred to the properties Name and Surname respectively.
In order to simulate the comparison between properties modeled in different
ways, we use a function that takes as input a datatype property value that can
be split and produces as output two new datatype properties, each specifying a
different part of the original value.

Missing values specification. A further example of structural heterogeneity
is shown in Figure 5. The two instances movie 1 and movie 2 are both referred
to the same film, but the two different descriptions specify different subsets of
values on the property Genre.
In order to simulate the comparison between different sets of values referred to
the same property, we use a function that takes as input the set of values specified
for a selected property and produces as output a subset, eventually empty, of
it. This kind of transformation can be applied to each property. Moreover, if a
property allows multiple values, it is possible to specify if deleting all the values
of the selected property or a random number of them.
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movie_1

Scarface

1983

Drama

HasTitle

Year
Genre

movie_2

1983

Year
Scarface

HasTitle

Drama

Genre

Thriller

Genre Noir

Genre

Fig. 5. Specification of different subsets of values on the same multi-values property

4.3 Logical Heterogeneity

Finally, instance matching process should take into account the need to use some
kind of reasoning, in order to find out correctly instances to be compared. In
fact, ontologies’ individuals referring to the same entity can be instantiated in
different ways within different ontologies. In the following we describe five kinds
of situations that we develop in our benchmark, that can also be combined
together. Each requires some kind of reasoning. Examples of those are shown in
Figure 6.

Reference TBox

Movie � Item
Film � Item

Product � Item
Action � Movie

Movie � Product � ⊥
Movie ≡ ∀p.G
SubM ≡ ∀p.SubG
SubG � G

Reference ABox

movie 1 : Movie
movie 2 : Movie
movie 3 : Movie
movie 4 : Movie
movie 5 : Movie

(movie 5, “Scarface′′) : HasT itle

Modified ABox

movie 1 : Film
movie 2 : Product
movie 3 : Action
movie 4 : SubM
movie 5 : Movie
movie 5 : (∃HasT itle.“Scarface′′)

Fig. 6. Examples of logical heterogeneity

Instantiation on different subclasses of the same superclass. This trans-
formation is obtained instantiating identical individuals into different subclasses
of the same class. For example, in our benchmark, all the movie objects are
instances of class Movie in the reference ABox. Instead, in one of the modified
ABoxes, we change the type of those individuals, making them instances of class
Film. Classes Movie and Film are both subclasses of Item. In Figure 6, movie 1
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is instance of Movie in the reference ABox, while it is instance of Film in the
modified ABox. Instance matching algorithms are thus required to recognize
that those two instances are referred to the same object, even if they belong to
different concepts.

Instantiation on disjoint classes. This transformation is obtained instantiat-
ing identical individuals into disjoint classes. For example, in one of the modified
ABoxes, we change the type of all the movie objects, making them instances of
class Product. Classes Movie and Product are defined as disjoint classes in the
reference TBox. In Figure 6, movie 2 is instance of Movie in the reference ABox,
while it is instance of Product in the modified ABox. In this case we want that
tested algorithms would be able to recognize that instances belonging to dis-
joint classes cannot be referred to the same real-world object, even if they seem
identical.

Instantiation on different classes of a class hierarchy explicitly de-
clared. This transformation is obtained instantiating identical individuals into
different classes on which an explicit class hierarchy is defined. For example, an
individual representing a movie can be classified as an instance of the general
concept Movie, as it is in the reference ABox, or it can be classified as an in-
stance of a more specific subclass of it, such as Action, Biography, Comedy or
Drama, depending on the value that the movie instances specify on the property
Genre. In Figure 6, movie 3 is instance of Movie in the reference ABox, while
it is instance of its subclass Action in the modified ABox, since it is an action
movie. Instance matching algorithms are thus required to recognize that those
two instances are referred to the same object, even if they belong to different
concepts within the class hierarchy. This explicit class hierarchy declaration can
be recognized using a RDFS reasoner.

Instantiation on different classes of a class hierarchy implicitly de-
clared. A further modification that we apply in the benchmark is the instan-
tiation of identical individuals into different classes on which an implicit class
hierarchy is defined. Such an implicit class hierarchy declaration can be obtained
through the use of restrictions. For example, the restrictions specified on classes
Movie and SubM in the reference TBox, implicitly declare that SubM is a sub-
class of Movie. In Figure 6, movie 4 is instance of Movie in the reference ABox,
while it is instance of SubM in the modified ABox. Instance matching algorithms
are thus required to recognize that those two instances are referred to the same
object, even if they belong to different concepts which are not explicitly related.
This implicit class hierarchy declaration can be recognized using a DL reasoner.

Implicit values specification. Another use of restrictions that requires a
reasoning process, is the comparison between an explicit specified value and an
implicit specified one, that is using an hasValue restriction. This kind of situation
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is simulated in our benchmark by adding a new type for each instance of the
modified ABox. This type is a class that (implicitly) specifies property values
through an hasValue restriction. In Figure 6, in the reference ABox, movie 5 is
instance of Movie and its value on the property HasTitle is “Scarface”; in the
modified ABox, movie 5 is as well instance of Movie, but it is also instance of
the restriction class that implicitly specifies the value “Scarface” for its HasTitle
property. Instance matching algorithms are thus required to recognize that those
two instances are referred to the same object, even if some property values of
the modified instance are implicitly defined.

5 Benchmark at Work

In this section, we describe how the generated benchmark is used to evaluate
instance matching algorithms. Each execution of the evaluation process takes as
input a couple of ABoxes, that is the reference ABox and one of the modified
ABoxes, and produces the set of instance mappings found by the tested algo-
rithm. The output mapping alignment is then compared with the expected one,
which is given together with each modified ABox. That reference alignment is au-
tomatically generated by specifying a mapping for each couple of corresponding
instances, that is the one belonging to the reference ABox and the one obtained
by applying to it one or more of the modifications discussed in section 4.
Instance matching algorithms are evaluated according to the following parame-
ters.

– Precision: the number of correct retrieved mappings / the number of re-
trieved mappings.

– Recall: the number of correct retrieved mappings / the number of expected
mappings.

– F-measure: 2 · (precision · recall) / (precision + recall).
– Fall-out: the number of incorrect retrieved mappings / the number of non-

expected mappings.
– Execution time: time taken by the tested algorithm to compare the two input

ABoxes. This parameter measures how well the tested algorithm scales.

As an example, the results obtained by two instance matching algorithms are
reported. Figure 7 shows the precision and recall evaluation of the two instance
matching algorithms over the generated benchmark, distinguishing the results
obtained in the three main classes of problems simulated in our benchmark
(i.e., data value differences, structural heterogeneity, logical heterogeneity) and
the ones obtained executing each algorithm without using any reasoner and
using a (DL) reasoner (i.e., Pellet). The results obtained comparing the reference
ABox with modified ABoxes simulating data value differences are higher than the
ones obtained in the other categories, since string matching techniques are quite
consolidated. The results obtained comparing the reference ABox with modified
ABoxes simulating structural heterogeneity are not very high because neither the
first nor the second algorithm can manage the use of different aggregation criteria
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Fig. 7. Precision and recall evaluation

for properties representation. The results obtained comparing the reference ABox
with modified ABoxes simulating logical heterogeneity are greatly affected by the
use of a reasoner.
Finally, in Figure 8, the overall results obtained executing the two algorithms
(with reasoner) on our benchmark are reported. That test had been executed
on a Pentium 4 (2.00 GHz) with 512 MB of RAM. For each pair of compared

IM Algorithm Precision Recall F-measure Fall-out Execution time

algorithm 1 0.88 0.79 0.81 0.05 50 sec

algorithm 2 0.94 0.92 0.93 0.01 31 sec

Fig. 8. Overall evaluation of two instance matching algorithms

instances, the first algorithm [10] analyzes all their property values, while the
second algorithm [11] checks only the values specified for the “most identifying”
properties. That is why the execution time of the first algorithm is greater than
the execution time of the second one. Moreover, the recall of the second algorithm
is higher than the recall of the first one due to the fact that all the modifications
applied to “non-identifying” properties are ignored. A more detailed description
of the two algorithms is available in [10, 11].

6 Concluding Remarks

In this paper, we provided a benchmark for instance matching, taking into ac-
count the main requirements that instance matching algorithms should address.
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A contribution of our work is not only the definition of a specific benchmark, but
also the definition of a semi-automatic procedure for the generation of several
different benchmarks.
Future works include the creation of further benchmarks dealing with data be-
longing to different sources and different domains. In particular, we would like to
create a benchmark in which data belonging to different sources but referred to
the same real-world objects are compared. For example, it can include a mapping
between movie descriptions in IMDb and Amazon. In that case, the expected
alignments have to be done manually, so the benchmark dimension cannot be
significant for a real benchmark. However, it would be interesting to compare
the results obtained by the same algorithms executing that benchmark and our
semi-automatically generated one, in order to evaluate the quality of our bench-
mark generation itself.
Another possible development would be the definition of a set of rules that au-
tomatically choose the modifications to apply, for each modified ABox, to the
reference ABox.
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Abstract. State-of-the art mappers articulate several techniques using
different sources of knowledge in an unified process. An important is-
sue of ontology mapping is to find ways of choosing among many tech-
niques and their variations, and then combining their results. For this,
an innovative and promising option is to use frameworks dealing with
arguments for or against correspondences. In this paper, we re-use an
argumentation framework that considers the confidence levels of map-
ping arguments. We also propose new frameworks that use voting as a
way to cope with various degrees of consensus among arguments. We
compare these frameworks by evaluating their application to a range of
individual mappers, in the context of a real-world library case.

1 Introduction

An important problem for ontology alignment is to find ways of choosing among
the many tools and techniques available and their variations, and then combin-
ing their results. This is almost infeasible by purely manual efforts, and fixed
heuristics for combining a pre-selected set of mappers will not fit a situation
where more and more matching tools and options can be applied to an even
greater variety of cases.

A first range of methods relies on (partial) evaluation of the results given by
different techniques so as to recommend the best performing ones for the case at
hand [1, 2]. Others anticipate such results by comparing the characteristics of the
considered alignment case with “profiles” of matchers, as determined by previous
evaluation [3]. However, these methods result in applying the same treatment to
all the mappings obtained by a same method; they do not allow for considering
each mapping. In the context of peer-to-peer systems, a more flexible approach
has been proposed [4] that explores the way peers agree on a set of mappings, by
evaluating the translations resulted from the application of each mapping when
one peer queries for information provided by another.

A promising option is to use argumentation frameworks where arguments
in favour or against mappings between concepts are declaratively represented
and processed [5, 6]. Here, a set of mappers, representing different alignment
approaches, generate a set of arguments that support the mappings. According
to the definition of attacking relations, an argument for a mapping generated
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by one mapper can be supported or attacked by other arguments from other
mappers. Based on the framework instantiation (using specific attacking relation
and preference order), it is possible to compute globally acceptable mappings.

These argumentation frameworks consider however the arguments based on
their intention only. An argument against a concept mapping can successfully
attack all the arguments in favour of it, even if there are dozens of these. In
this paper, we investigate quantitative aspects of alignment generation among
a set of arguing mappers. We focus especially on investigating and comparing
the value, for the argumentation process, of alignment generation: (1) confidence
level: can we use the confidence level of the mappings to solve argumentation
conflicts? ; (2) consensus among mappers: can we use the agreement between
mappers to measure the validity of the mappings in question?

In this paper, we re-use an argumentation framework that considers the con-
fidence levels of mapping arguments [5]. We also propose new frameworks that
use voting as a way to cope with various degrees of support for arguments. We
compare these frameworks by evaluating their application to a range of state-of-
the-art individual mappers, in the context of a real-world library case.

2 Argumentation Frameworks

The framework we have re-used and extended to deal with consensus, S-VAF,
is based on Value-based Argumentation, itself based on Dung’s classical system.
In this section we present these three frameworks, as well as our new proposals.

2.1 Classical argumentation framework

Dung, observing that the core notion of argumentation lies in the opposition
between arguments and counter-arguments, defines an argumentation framework
(AF) as follows:
Def. [7] An Argumentation Framework is a pair AF = (AR, attacks), AR is a

set of arguments and attacks is a binary relation on AR.

attacks(a, b) means that the argument a attacks the argument b. A set of
arguments S attacks an argument b if b is attacked by an argument in S. The
key question about the framework is whether a given argument a ∈ AR should
be accepted or not. Dung proposes that an argument should be accepted only if
every attack on it is rebutted by an accepted argument. This notion then leads
to the definition of acceptability (for an argument), admissibility (for a set of
arguments) and preferred extension:
Def. [7] An argument a ∈ AR is acceptable with respect to set arguments S,

noted acceptable(a, S), if ∀x ∈ AR (attacks(x, a) −→ ∃y ∈ S, attacks(y, x))

Def. [7] A set S of arguments is conflict-free if ¬ ∃x, y ∈ S, attacks(x, y). A
conflict-free set of arguments S is admissible if ∀x ∈ S, acceptable(x, S). A
set of arguments S is a preferred extension if it is a maximal (with respect
to set inclusion) admissible set of AR.

A preferred extension represents a consistent position within AF , which de-
fends itself against all attacks and cannot be extended without raising conflicts.
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2.2 Value-based argumentation framework

In Dung’s framework, all arguments have equal strength, and attacks always suc-
ceed, except if the attacking argument is otherwise defeated. However, as noted
in [8], in many domains, including ontology alignment, arguments may provide
reasons which may be more or less persuasive. Moreover, their persuasiveness
may vary according to their audience. Bench-Capon has extended the notion of
AF so as to associate arguments with the social values they advance:
Def. [9] A Value-based Argumentation Framework (VAF) is a 5-tuple VAF =

(AR, attacks, V, val, P ) where (AR, attacks) is an argumentation framework,
V is a nonempty set of values, val is a function which maps elements of AR
to elements of V and P is a set of possible audiences.

Practically, in [6], the role of value is played by the types of ontology match
that ground the arguments, covering general categories of matching approaches:
semantic, structural, terminological and extensional. We argue further — and
will use later — that any kind of matching ground identified during a mapping
process or any specific matching tools may give rise to a value. The only lim-
itations are (i) a value can be identified and shared by a source of mapping
arguments and the audience considering this information (ii) audiences can give
preferences to the values. An extension to this framework, required for deploying
argumentation processes, indeed allows to represent how audiences with different
interests can grant preferences to specific values:
Def. [9] An Audience-specific Value-based Argumentation Framework (AVAF)

is a 5-tuple VAF p = (AR, attacks, V, val, valprefaud) where AR, attacks, V
and val are as for a VAF, aud is an audience and valprefaud is a preference
relation (transitive, irreflexive and asymmetric), valprefaud ⊆ V × V .

valprefaud(v1, v2) means that audience aud prefers v1 over v2. Attacks are
then deemed successful based on the preference ordering on the arguments’ val-
ues. This leads to re-defining the notions seen previously:
Def. [9] An argument a ∈ AR defeats an argument b ∈ AR for audience aud,

noted defeatsaud(a, b), if and only if both attacks(a, b) and
not valprefaud(val(b), val(a)). An argument a ∈ AR is acceptable to audi-
ence aud with respect to a set of arguments S, noted acceptableaud(a, S), if
∀x ∈ AR, defeatsaud(x, a) −→ ∃y ∈ S, defeatsaud(y, x).

Def. [9] A set S of arguments is conflict-free for audience aud if
∀x, y ∈ S, ¬attacks(x, y) ∨ valprefaud(val(y), val(x)). A conflict-free set of
arguments S for aud is admissible for aud if ∀x ∈ S, acceptableaud(x, S). A
set of arguments S in the VAF is a preferred extension for audience aud if
it is a maximal admissible set (with respect to set inclusion) for aud.

In order to determine preferred extensions with respect to a value ordering
promoted by distinct audiences, objective and subjective acceptance are defined:
Def. [9, 6] An argument a ∈ AR is subjectively acceptable if and only if a appears

in the preferred extension for some specific audiences. An argument a ∈ AR
is objectively acceptable if and only if a appears in the preferred extension
for every specific audience.
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2.3 Strength-based Argumentation Framework

Value-based argumentation acknowledges the importance of preferences when
considering arguments. However, in the specific context of ontology alignment,
an objection can still be raised about the lack of complete mechanisms for han-
dling persuasiveness. Indeed, off-the-shelf matching tools very often provide a
mapping with a measure that reflects the strength of the similarity between the
two entities, or a more general confidence they have in the mapping – almost
always it is provided without any detail allowing to distinguish between the two.
These measures – we will use strength in the following – are usually derived
from similarity assessments made during the alignment process, e.g. from edit
distance measure between labels, or overlap measure between instance sets, as
in [10]. They are therefore often based on objective grounds.

However, there is no objective theory nor even informal guidelines for deter-
mining such strengths. Using them to compare results from different mappers is
therefore questionable especially because of potential scale mismatches. For ex-
ample, a same strength of 0.8 may not correspond to the same level of confidence
for two different mapper.

It is one of our goals to investigate whether considering strengths gives better
results or not.3 To this end, we adapt a formulation introduced in [11, 5] to
consider the strength granted to mappings for determining attacks’ success:

Def. A Strength and value-based Argumentation Framework (S-VAF) is a 6-
tuple (AR, attacks, V, val, P, str) where (AR, attacks, V, val, P ) is a value-
based argumentation framework, and str is a function which maps elements
of AR to real values from the interval [0, 1], representing the strength of the
argument. An audience-specific S-VAF is an S-VAF where the generic set
of audiences is replaced by the definition of a specific valprefaud preference
relation over V.

Def. In an audience-specific S-VAF, an argument a ∈ AR defeats an argument
b ∈ AR for audience aud if and only if attacks(a, b) ∧ ( str(a) > str(b) ∨
(str(a) = str(b) ∧ valprefaud(val(a), val(b))) )

In other words, for a given audience, an attack succeeds if the strength of the
attacking argument is greater than the strength of the attacked one; or, if both
arguments have equal strength, the attacked argument is not preferred over the
attacking argument by the concerned audience. Similarly to what is done for
VAFs, an argument is acceptable for a given audience w.r.t a set of arguments
if every argument defeating it is defeated by other members of the set. A set of
arguments is conflict-free if no two members can defeat each other. Such a set
is admissible for an audience if all its members are acceptable for this audience
w.r.t itself. A set of arguments is a preferred extension for an audience if it is a
maximal admissible set for this audience.
3 Note that as opposed to what is done [11, 5] this paper aims at experimenting with

mappers that were developed prior to the experiment, and hence more likely to
present strength mismatches.
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2.4 Argumentation Frameworks with voting

The previously described frameworks capture the possible conflicts between map-
pers, and find a way to solve them. However, they still fail at rendering the fact
that sources of mappings often agree on their results, and that this agreement
can be meaningful. Some large-scale experiments involving several alignment
tools – as the OAEI 2006 Food track campaign [12] – have indeed shown that
the more often a mapping is agreed on, the more chances for it to be valid.

In the following, we adapt the S-VAF presented above to consider the level
of consensus between the sources of the mappings, by introducing voting into
the definition of successful attacks. We first describe the notion of support which
enables arguments to be counted as defenders or co-attackers during an attack:

Def. A Support-aware Framework (Sup-VAF) is a 7-tuple (AR, attacks, sup-
ports,V,val,P,str) where (AR, attacks, V, val, P, str) is a S-VAF, and supports
and attacks are disjoint (reflexive) binary relations over AR.

The voting is used to determine whether an attack is successful or not. Our
first proposal opts for a simple voting scheme, where the number of supporters
decides for success — as done in the plurality voting system.

Def. In a Simple plurality voting Sup-VAF an argument a ∈ AR defeatsaud an
argument b ∈ AR for audience aud if and only if
attacks(a, b) ∧ ( |{x|supports(x, a)}| > |{y|supports(y, b)}| ∨
(|{x|supports(x, a)}| = |{y|supports(y, b)}| ∧ valprefaud(val(a), val(b))) ).

This voting mechanism is based on simple counting. In fact, as we have
seen previously, mappers sometimes return mappings together with a confidence
value. There are voting mechanisms which address this confidence information.
The first and most elementary one would be to sum up the strengths of support-
ing arguments. However, as for the S-VAF, this would rely on the assumption
that the strengths assigned by different mappers are similarly scaled, which as
we have seen is debatable in practice.

One possible option is to consider rankings derived from those confidence
levels. First, we rank arguments on a value basis. For a given value v ∈ V , we
define a function rankv : AR −→ N that enables to order all the arguments
according to their strength. Practically we choose to count, for each arguments,
the ones that have a lower confidence level: rankv(a) = |{x ∈ AR|val(x) =
v ∧ str(x) < str(a)}|. Notice that this “ranking” reflects a partial order, as it
allows for ties (for mappings with a same strength). It however avoids turning to
random ordering decisions, and allows for seamless ranking of arguments derived
from mappings that were not given any strength, by just considering that these
arguments have an infinitely low strength. Based on this ranking, it is possible
to define a voting process inspired by the Borda count method, which is one
the reference methods for aggregating ranked choices – for each argument, we
average the ranks given to it by the audiences which support it: [13]:

Def. In a Borda count Sup-VAF an argument a ∈ AR defeatsaud an argument
b ∈ AR for audience aud if and only if
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attacks(a, b) ∧ ( bordaCount(a) > bordaCount(b) ∨
( bordaCount(a) = bordaCount(b) ∧ valprefaud(val(a), val(b)) ) ),
where

bordaCount(arg) =

∑
{x|supports(x,arg)} rankval(x)(x)

|{x|supports(x, arg)}| .

3 Experiments

3.1 Experiment case

Our testbed reproduces the Library Track of the 2007 OAEI campaign.4 The
National Library of the Netherlands maintains two book collections, each an-
notated with one thesaurus – GTT (35K concepts) and Brinkman (5K). These
thesauri have to be aligned with links that correspond to classical thesaurus
relations (broadMatch, narrowMatch, relatedMatch) or to semantic equivalence
(exactMatch). It is important to mention that among the 2.4 Million of books
in the two collections, 250K are actually dually annotated by both thesauri.

3.2 Mappers used

To carry out our experiments, we have selected the results of six mappers, which
we believe to be a realistic sample of the available technology. The first three
are state-of-the-art mappers developed by the community (OAEI participants),
while the others result from our previous work. They exhibit a balance between
generic methods – e.g., string edit distance – and strategies that are arguably
more appropriate to the case at hand – e.g., using Dutch lexical knowledge.

OAEI participants. The first group of mappers we used are the participants of
the OAEI Library Track: Falcon [14], DSSim [15] and Silas [16]. These tools
are hybrid, as they use several alignment techniques in an integrated process. For
instance, Falcon considers the similarity of both lexical and structural informa-
tion of concepts, while Silas combines lexical techniques with applying instance-
based similarity measures on books descriptions accessed from a library service.
Note that, as generic matchers, they mainly return equivalence (exactMatch)
mappings, except Silas, which provides a significant number of related matches.

“Homegrown” mappers. We also re-used mappers developed for previous ex-
periments. First, an edit-distance lexical mapper applies string similiar-
ity to (tokenized) labels, resulting in various exact equivalent, broader, nar-
rower and related weighted matches. Second, a Dutch SKOS lexical mapper
outputs weighted equivalent and broader mappings, based on Dutch morpho-
logical knowledge, exploiting the different type of labels of concepts as rep-
resented in SKOS. Third, an extensional mapper exploits the simple co-
occurrence of concepts in KB book annotations [10] to produce weighted equiv-
alence links. For more details, see http://www.few.vu.nl/∼aisaac/om2008/
mappers-om08.pdf.
4 http://oaei.ontologymatching.org/2007/library
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3.3 Evaluation measures

We set our evaluation in a scenario where mappings are used to translate book
annotations from one thesaurus to the other [17]. One mapping – it is of course
possible to restrict the mappings by selecting only one kind of relation, for in-
stance exactMatch – is considered as a translation rule, which translates one
GTT concept into its corresponding Brinkman concept. All mappings which
involve the same GTT concept are aggregated into a single rule.

To carry out our evaluation, we use the 250K dually annotated books we have
mentioned as a golden standard. For one such book, if one of its GTT annotation
concept has a translation rule, we consider this book can be fired. Each of its GTT
annotation concepts is then translated into its Brinkman correspondence(s). The
original Brinkman annotation is taken as a gold standard, which is used to
measure the quality of the generated mappings.

We measure how many translated concepts are correct (precision), how many
real Brinkman annotation concepts are missed (recall), and a Jaccard overlap as
combined measure of these two:

Pa =

∑ #correct
|Bt|

#books fired
, Ra =

∑ #correct
|Bo|

#all books
, Ja =

∑ #correct
|Bo∪Bt|

#all books

where #correct is the number of translated Brinkman concepts actually used,
Bo and Bt are the original and translated Brinkman annotation, respectively.

3.4 Argumentation settings

Characterisation of mapping arguments and attacking relation. All the map-
pers we used return correspondences in the form of m = (e1, e2, s, r), where e1

and e2 are entities from the two ontologies, s a confidence level, and r a map-
ping relation — exactMatch, broadMatch, narrowMatch or relatedMatch. Fol-
lowing [6, 5], arguments were created from these correspondences, as 6-tuples
arg = (e1, e2, s, r, v, h) where v denotes a value or type of mapping argument
(here, the tool which created the mapping) and h a support token (+ or −,
depending on whether the argument supports the correspondence or not). An
attack relationship holds between two arguments if these involve the same pair
of concepts but exhibit opposite support tokens.

Generating negative arguments. Our problem is to define the arguments which
are against a given correspondence. The results of most of the state-of-the-
art tools must be interpreted as supporting correspondences; except in some
formal approaches, there is no “negative mapping”. [6] solves this by examining
the features of the concepts, such as their label or position in the ontologies’
structural network, and use OWL semantics to find whether agents argue for or
against a correspondence. In practice, this complex process amounts to re-define
a mapping step, as the strategy and material used are very similar to the ones
exploited by the individual mappers. Here, we propose to experiment with two
simpler strategies which do not require to investigate the alignment space again.
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Negative arguments as failure (NAF). This basic strategy relies on the as-
sumption that mappers return complete results. For every possible pair of con-
cepts and mapping relation, we check whether a mapper outputs it. If not, this
correspondence is considered to be at risk, and a negative argument is gener-
ated, with an arbitrary strength of 1. This assumption, at first sight quite bold,
is nevertheless supported by the observation that most mappers try to provide
as many mappings as possible, the amount of (equivalent) mapping pairs being
comparable to the size of the smallest ontology aligned.

Negative arguments based on relation disjointness (NARD). The second strat-
egy assumes that two different thesaurus-inspired mapping relations (broad-
Match, narrowMatch or relatedMatch) cannot hold between a same pair of con-
cepts – a usual consistency check for thesauri – and that such a relation cannot
hold between two equivalent concepts. An argument is thus considered to attack
another if they link the same two concepts with different mapping relations.

Frameworks tested. For our evaluation, we experimented with the following se-
lection of framework and attack strategy settings:

Baseline. This consists of a single aggregation – union – of mappers’ results
into a single set of mappings.

F1 (Strength-based, attacks based on relation disjointness). This setting cor-
responds to the S-VAF described in Section 2.3 with the NARD attack strategy.
Two versions are explored: (F1cont) adopting the confidence values produced
by the mapper as the strength of the generated arguments; (F1disc) applying a
threshold (0.5) on the original confidence values to produce arguments with a
discrete strength — 0 if the confidence level is below 0.5, 1 otherwise.

F2 (Strength-based, attacks based on absent correspondences). This setting
corresponds to an S-VAF with the NAF attack strategy. The same two alterna-
tives as for the previous framework are explored (F2cont and F2disc).

F3 (Plurality voting-based, attacks based on absent correspondences). This
setting combines the Sup-VAF framework of Section 2.4 with the NAF strategy.

F4 (Borda count-based, attacks based on absent correspondences). This is
the Borda count Sup-VAF framework of Section 2.4, applying the NAF strategy.

Mapper configuration. For all settings, three groupings are considered: (1) the
three OAEI participants; (2) our three Homegrown matchers; (3) All matchers.

Preference ordering. For all settings, we create an audience for each mapper
involved. We define a complete preference order by defining a default order that
is adapted, for each audience, by lifting itself to first position: for OAEI, the de-
fault order is Falcon>Silas>DSSim, but for the Silas audience the order defined
is Silas>Falcon>DSSim. The default for Homegrown is Co-occurrence>SKOS
lexical>Edit-distance. For All, it is Falcon>Co-occurrence>SKOS lexical>Edit-
distance>Silas> DSSim. This order, even though inspired by observing respec-
tive mappers’ general performances, remains rather arbitrary. Crucially, it is also
fixed: we did not aim at analyzing the influence of this factor in our experiment.
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3.5 Results and discussion

Tables 1 and 2 show the results we obtained – w.r.t. evaluation measures and
amount of obtained annotation translation rules – both for individual matchers
and their combinations. For brevity, we show the results of evaluation only when
using all types of mappings in order to produce rules. We also performed evalua-
tion using only the exactMatch ones, but that did not bring significant changes,
both for absolute and relative performances of matchers and frameworks.

Mapper #Rules P-a R-a J-a Mapper #Rules P-a R-a J-a

DSSim 9467 13.3 09.4 07.5 SKOS 13207 40.9 43.1 0.29.9

Falcon 3618 52.5 36.6 30.7 Co-occurrence 15742 13.6 79.5 12.7

Silas 9358 45.5 42.6 31.4 Edit distance 20065 31.6 43.5 24.4

Table 1. Individual mappers (P-a, R-a and J-a are expressed as percentages)

OAEI Homegrown All

Setting #R P-a R-a J-a #R P-a R-a J-a #R P-a R-a J-a

Baseline 16990 32.6 46.8 26.0 37421 13.0 79.8 12.3 45052 12.0 80.0 11.4

F1cont 16800 32.6 46.8 26.0 36492 12.8 74.6 12.0 43017 11.6 71.5 10.9

F1disc 16799 32.6 46.8 26.0 36332 12.1 70.3 11.3 41222 10.8 66.7 10.2

F2cont 829 52.6 07.5 07.2 5021 52.8 37.0 31.3 835 53.3 07.0 06.8

F2disc 828 52.6 07.5 07.2 7346 50.0 37.3 31.0 833 53.2 07.0 06.8

F3 2816 53.6 31.5 27.4 11912 41.9 45.3 29.2 26721 07.6 78.8 07.3

F4 16970 32.5 46.6 25.9 37383 13.0 79.6 12.2 836 53.3 07.1 06.9

Table 2. Argumentation on combined mappers (P-a, R-a and J-a are expressed as
percentages)

One can first observe the great difference between F1 and F2 – F1 filtering
out only a few mappings compared to the baseline. The NARD strategy actually
does not result in the generation of many counter-arguments, causing final re-
sults similar to those of the union of matchers. This is especially true for OAEI
matchers, which output almost only exactMatch mappings – Silas outputs re-
latedMatch links, but these seem to relate concepts not involved in exactMatch
links, even considering Falcon and DSSim. Results vary more for the Homegrown
and All combinations, as these include many mappings with different relations,
as well as with different strengths, implying more (successful) attacks. Making
strengths discrete seems to have muscled up some counter-arguments, leading to
slightly stricter (but less efficient!) selection.

F2 is much more selective. When a counter-argument with strength 1 is gen-
erated for one matcher, it is likely to defeat the positive arguments issued by
matchers with lesser preference. For a given audience, a selective matcher causes
the removal, from the subjectively acceptable mappings, of many results from
all matchers below him. When each audience privileges the arguments produced
by the matcher it represents, this amounts to filter out from the objectively ac-
ceptable mappings all those beyond the intersection of mappings with strength
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1. This of course implies an expected great increase in precision and a decrease
in recall, compared to the union of results. This also makes the practical inter-
est of NAF with such a strength and preference configuration quite low. And
it suggests further experiments, with different preference order patterns and de-
fault strengths for counter-arguments. For the OAEI combination (as well as for
All, which includes it), the intersection is very small (caused by DSSim missing
a lot of good mappings) which causes recall to be dramatically low. For the
Homegrown configuration, which combines much less stringent mappers, the in-
tersection is larger, explaining an evolution for precision and recall which is more
beneficial. Note that there is almost no difference between the continuous and
discrete settings for OAEI and All configurations. For these, the OAEI mappings
almost entirely dictate the intersection, and most of them already have a strength
of 1 – out of Falcon’s 3,697 mappings, only 20 have a strength lower than 1. For
the Homegrown configuration the effect is opposite to the one obtained for F1: a
number of mappings are now “saved”, as their strength being discretized up to
the one of counter-arguments. However, even if saved mappings are numerous,
their consequence on evaluation results is not striking, arguably because of their
involving infrequent concepts in the collection. These observations lead to the
conclusion that anticipating the effect of making strengths discrete is difficult,
without more precise knowledge on the content of alignments.

For OAEI, the severe selection caused by NAF is partly compensated in F4
because of our ranking strategy. Falcon outputs a smaller number of precise
results, all of them with a strength of 1. All the good mappings are therefore
not attackable: if DSSim produces an attack on one Falcon correspondence, the
rank of the attacker is very likely to be lower than the rank of the attacked.

The results for homegrown mappers hint at F3 being the only one able to
compensate for attacks on correct correspondences, if enough mappers vote for
them. This is certainly true for the OAEI combination, where framework 3 has
produced the best precision. This is due the fact that using such framework, it is
possible to retrieve significant part of the intersection sets of all mappings, con-
sidering the selection of the mappings based on supporters. For example, if both
Falcon and DSSim have a positive argument in favour a mapping, independently
of the strength of a possible negative argument against the mapping from Silas,
the mapping is acceptable. But yet this is not always done at the cost of recall.
Even if F3 had worse recall than Silas, it obtains more resulting mappings than
F2 with the same continuous setting.5

The same applies for the “homegrown” combination. F3 has a slightly lower
recall than F2 with continuous strengths, but, again, better precision and Jaccard
average than the baseline results, and by an even greater margin. Even when
individual mappers return large sets of overlapping mappings, argumentation
with voting appears to be more promising than simple union. The results for
the last All combination however hint that this positive effect may disappear

5 Note that our evaluation strategy computes precision on the basis of books for which
alignment allows to compute new annotations; it is therefore possible to have a
greater set of mappings with a better general precision.
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when the number of combined mappers gets bigger, and their precision lower.
When too many lax mappers are involved, it is possible that wrong mappings
find enough supporters to remain undefeated – the combined influence of DSSim
and the un-filtered co-occurrence matcher may be instrumental here.

4 Related work and conclusion

Many methods, such as in [1–3], articulate mappings on a source basis: all map-
pings from a given source are selected (or weighted, in a weighted sum aggre-
gation system) at once. This can be compared to the preference relation over
mapping sources that we use. However, our framework is more precise, since it
considers every mapping individually. In this respect, the alignment argumenta-
tion frameworks of [9, 5, 6, 8], which we re-use and extend, relate to the efforts
focusing on the logical soundness of alignments. As an example, [18, 19] investi-
gates how to detect individual mappings which cause inconsistencies, considering
both aligned ontologies and proposed alignments. However, these approaches,
similarly to the way argumentation is done in [6], require full-fledged formal
ontologies, which will lack in many applications.

Instead, we have experimented with counter-argument generation techniques
which can be applied to a wider range of cases. Our proposal to consider the
strength of mapping arguments – and the consensus about them – assumes that
quantitative aspects of alignment can help to compensate for the lack of formal
knowledge, in contexts such as our library case.

However, our results are somehow inconclusive wrt. our initial research ques-
tions on the benefits of using strengths and consensus in argumentation. In some
cases performances are comparable to those of best individual matchers. This is
a significant outcome, when the best performing matcher is not known in ad-
vance. Still, no framework manages to outperform baseline merging for every
configuration. Worse, results point at complex phenomena that may be inher-
ent to combining alignments resulting from very different strategies – confidence
assignments, filtering of results. . . Further investigation is therefore necessary.

First, we will complete our experiments by considering negative arguments
based on relation disjointness for the frameworks 3 and 4 and comparing our
results with using the basic VAF framework. Beyond, the problem of negative
argument generation needs more attention. In our type of application scenarios,
we cannot turn to formalized reasoning as done in [6]. It would be still interesting
to investigate techniques that take into account more semantic constraints than
done in our current strategies, using for instance detection of mapping cycles, or
equivalence mappings that relates one concept to two distinct ones. We might
benefit here from the constraints specified in the latest SKOS developments [20].

Relevance feedback, as used in [4, 1–3], is also absent in our argumentation
system, in which only abstract arguments are considered. A possible option
could be to combine both approaches, and raise counter-arguments based on the
evaluation – either directly by assessing a correspondence, or in an end-to-end
way by studying its effects on the application at hand.
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4. Aberer, K., Cudré-Mauroux, P., Hauswirth, M.: Start making sense: The chatty
web approach for global semantic agreements. J. Web Semantics 1(1) (2003)

5. dos Santos, C.T., Moraes, M.C., Quaresma, P., Vieira, R.: A cooperative approach
for composite ontology mapping. Journal of Data Semantics 10 (2008) 237–263

6. Laera, L., Blacoe, I., Tamma, V., Payne, T.R., Euzenat, J., Bench-Capon, T.:
Argumentation over ontology correspondences in mas. In: 6th Intl. Conference on
Autonomous Agents and Multi-Agent Systems. (2007)

7. Dung, P.M.: On the acceptability of arguments and its fundamental role in non-
monotonic reasoning, logic programming and n–person games. AI 77 (1995)

8. Laera, L., Tamma, V., Payne, T.R., Euzenat, J., Bench-Capon, T.: Reaching
agreement over ontology alignments. In: ISWC 2006. (2006)

9. Bench-Capon, T.: Persuasion in practical argument using value-based argumenta-
tion frameworks. Journal of Logic and Computation 13 (2003)

10. Isaac, A., van der Meij, L., Schlobach, S., Wang, S.: An empirical study of instance-
based ontology matching. In: ISWC 2007, Busan, Korea (2007)

11. dos Santos, C.T., Quaresma, P., Vieira, R.: An extended value-based argumenta-
tion framework for ontology mapping with confidence degrees. In: Argumentation
in Multi-Agent Systems, 4th Intl. Workshop, Honolulu, HI, USA (2007)

12. Euzenat, J., Mochol, M., Shvaiko, P., Stuckenschmidt, H., Svab, O., Svatek, V.,
van Hage, W.R., Yatskevich, M.: Results of the ontology alignment evaluation
initiative 2006. In: Ontology Matching Workshop, ISWC 2006. (2006)
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Abstract. The Semantic Web is rapidly becoming a defacto distributed
repository for semantically represented data, thus leveraging on the added
on value of the network effect. Various ontology mapping techniques and
tools have been devised to facilitate the bridging and integration of dis-
tributed data repositories. Nevertheless, ontology mapping can benefit
from human supervision to increase accuracy of results. The spread of
Web 2.0 approaches demonstrate the possibility of using collaborative
techniques for reaching consensus. While a number of prototypes for col-
laborative ontology construction are being developed, collaborative on-
tology mapping is not yet well investigated. In this paper, we describe a
prototype that combines off-the-shelf ontology mapping tools with social
software techniques to enable users to collaborate on mapping ontologies.

1 Introduction

The transformation of the Web from a mere collection of documents to a queryable
Knowledge Base (KB) is one of the most prominent targets of Semantic Web
(SW) [1]. To help reach this goal, knowledge repositories need to publish semantic
representations of their data models to enable other machines to understand and
query their content. To this end, much research and development has focused on
building tools and capabilities for ontology and KB construction. However, sup-
port for distributed teams to remotely and continuously collaborate on building
and updating ontologies and knowledge repositories is still underdeveloped.

Defining an ontology for representing data semantics is usually a costly and
time consuming task. Furthermore, knowledge evolves over time which adds to
maintenance cost. That is why more and more often successful proposals for
information sharing involve user’s feedback exploiting a network effect. If an
ontology is meant to reflect the views of a specific community and support their
knowledge sharing tasks, then the community itself should be empowered to
express, formalise, share and mantain a set of ontologies for supporting such
tasks [2]. Some ontologies need to be agreed upon by the user community, and
this agreement process must be supported by tools and methodologies to allow
users to express their views and opinions freely.
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The rise of social Web 2.0 applications has demonstrated how general Web
users can actively contribute and share all sorts of data and information, such as
images, videos, bookmarks, opinions, diaries and experiences. Adopting a similar
approach on the SW means supporting users to dynamically and collaboratively
build ontologies, add semantics to data, discuss and share views and suggestions,
etc. Good and colleagues [3] showed how SW users can successfully collaborate
to negotiate and build good quality ontologies when provided with a tool that
supports such activities. User-contributed content can also be beneficial for engi-
neering ontology mapping activities, most of which rely on automated linguistic
and statistical methods that make use of lexicographic clues and structural in-
formation but rarely take into account user input [4]. In this paper we describe a
prototype and its underlying approach for facilitating gradual ontology mapping
by supporting social collaboration and reuse of mapping results. More specifi-
cally, our approach allows the following:

– Alignment of local ontologies to shared ones: users can align local models,
used for bridging data sources, to shared ontologies by using a number of
automated ontology mapping tools. These tools are flexibly plugged into our
system;

– Social interaction and collaboration: users can discuss ontology alignments
and propose changes through a number of social services, such as discussion
and voting facilities;

– Reuse of ontology alignment information: users can add to, and correct, the
alignments suggested by automated ontology mapping tools, or suggested
by other users. User feedback and mapping information are logged by the
system and reused to improve the accuracy of future alignments on similar
concepts;

2 Related Work

The need to make explicit and publish the semantics of the data is becoming
increasingly central since more information systems are becoming largely de-
coupled and separately managed. To this end, the vision of the SW is moving
towards a scenario where the task of creating and mantaining ontologies, that
formalise data semantics, is going to be handed to the community that actually
uses them [2]. In accordance with this vision, the models for making data seman-
tics explicit and exchangeable can be the fruit of a collaborative effort by the
community members whom will share the responsibility of ontologies creation
and maintenance. Such an effort must be supported by tools and methodologies
that allow latent models to emerge as a product of a collaborative effort and
dialogue.

Our work taps on the intersection of different but overlapping areas in on-
tology engineering: collaborative construction and management using social net-
working tools, data web and sharing of ontology fragments. We briefly highlight
the main contenders in these areas and elaborate on their relationship with our
work.
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Historically speaking, investigations into enhancing user knowledge through
collaboration and sharing goes back to the early nineties [5]. Ontolingua [6] is
an early proposal in this area, which provides some basic support for users to
reuse and extend shared ontologies. Another example is the model discussed by
Euzenat in [7], where users can build their local ontologies, get them approved by
the community, and get support by a discussion protocol which conveys users’
rationales for changes in a formal schema. The Semantic Web has taken this
approach further by providing the tools and languages to construct networked
semantic representational layers to increase understandability, integration, and
reuse of information.

The rise of Web 2.0 approaches has then demonstrated the effectiveness and
popularity of collaborative knowledge construction and sharing environments
that adopted lighter version of ontologies, where the emphasis is put on the
easiness of sharing knowledge rather than creating or adopting static formal
ontologies [8,9]. Harnessing Web 2.0 features to facilitate the construction, cu-
ration, and sharing of knowledge is currently pursued by different communities.
Collaborative Protègè [10] was recently developed as an extension to Protègè to
support users to edit ontologies collaboratively, by providing them with services
for proposing and tracking changes, casting votes, and discussing issues, thus
infusing classical ontology editing with a number of popular social interaction
features. Another ontology editor with collaborative support is Hozo [11], which
focusses on managing ontology modules and their change conflicts. Good and
colleagues demonstrated how good quality ontologies can be built quickly in a
collaborative fashion[3]. Other approaches use social tagging as the main driver
for enacting collaborative lightweight ontology building (e.g [12,13]). Similarly,
other tools are focussing on editing instance data, like OntoWiki [14] and DBin
[15] which are prime examples of tools for community-driven knowledge creation.
Most of the tools listed above focus on supporting users to collaboratively con-
struct ontologies or to collaboratively populate an ontology with instance data.
Unlike these tools, however, our proposed system, OntoMediate, extends the
collaborative notion to support the task of ontology mapping, where users can
collaborate and interact to map their existing ontologies and maintain a quality
mapping asset within the community. An approach similar to OntoMediate, that
addresses ontology mapping within communities, is the Zhadanova and Shvaiko
[16] method. The authors proposed to use similarity of user and group profiles
as a driver for suggesting ontology alignments reuse. The focus of that work was
on building such profiles to personalise reuse of ontology mappings. In Onto-
Mediate, we are exploring the use of collaborative features (discussions, voting,
change proposals) to facilitate the curation and reuse of ontological mappings
by the community, to facilitate a social and dynamic integration of distributed
knowledge bases. The use of collaboration for achieving consensus on terms’
semantics is largely justified because of the social nature of ontologies. In or-
der to mediate possibly conflicting concept’s description, user feedback must be
taken into account and discussion within the community must be fostered. Our
approach is novel in the way it addresses the task of aligning ontologies, by ex-
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tending and enhancing automatic mapping tools with a full community support.
In our approach, alignments are seen as a resource, built and shared by a com-
munity. The community is able to investigate, argue, and correct the individual
mappings, using various supporting services provided in OntoMediate.

3 The OntoMediate Approach

In the OntoMediate[17] project we are studying how social interactions, collabo-
ration and user feedback can be used in a community in order to ease the task of
ontology alignment and ontology mapping sharing. Focus of our research is how
to ease the integration of data sources using ontologies and ontology alignments
in order to provide an agreed semantics to integrated data.

The implemented prototype is a Web application developed with J2EE and
AJAX technologies. The system manages OWL ontologies that are parsed using
the Jena API1. The system has been designed to be extended via its APIs and
is composed of three main subsystems:

– Ontologies and datasets manager;
– Ontology alignment environment;
– Social interaction environment.

3.1 Ontologies and Datasets Manager
This part of the system allows users to register (as well as unregister) the datasets
they intend to share with the community and the ontologies that describe their
data vocabulary. The ontologies that are loaded onto the system, need to be
aligned with one or more shared ontologies in order to enable querying of the
published data by the community. The system currently supports different stor-
age types for the ontologies and/or datasets:

– URL: only the URL is stored and the ontology is accessed (read only) re-
motely;

– Cached file: the ontology file is uploaded to the system and stored in a file
server;

– Jena RDBMS : the ontology file is uploaded to the system and stored in a
relational database using the Jena database back-end;

– SPARQL endpoint : the document is remotely accessed using the SPARQL
protocol2.

Once an ontology is registered with the system, the owner (or everyone if
the ontology has been shared within the community) can browse it by using a
flexible frame-like interface. The ontology browser displays the hierarchy of con-
cepts, as well as detailed information for the focused concept (selected concept).
The detailed information includes: labels, superconcepts, subconcepts, equivalent
concepts, concept description (from the rdfs:comment annotations), properties
and their constraints.
1 http://jena.sourceforge.net
2 http://www.w3.org/TR/rdf-sparql-protocol/
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3.2 Ontology Alignment Environment
The full automation of ontology alignment is not an easy task [18]. The factors
that affect the computation and accuracy of ontology alignments are so delicate
that we can not afford not to take into account user input as a contributing
factor of paramount importance. It is for this reason that, implementing an en-
vironment for aligning ontologies, great attention has been made to the usability
issues that could affect this task [19].

Our system provides an API for automated ontology alignment tools to be
plugged in and also maintains data structures to store parameters needed by
a particular tool to execute (e.g. threshold values or available tool options).
The API allows for easy integration of new alignment tools, when they become
available, by means of wrappers - some tools have been already integrated with
our system (e.g. CROSI mapping system [20], INRIA Align [21] and Falcon OA
[22]). These tools allow the system to support the alignment task by proposing
to the user some initial candidate mappings. The results from different tools
can be merged and the decision of which combination of tools to use can be
parameterised together with the configuration used to invoke each tool. The
merge of results from different tools is achieved by a weighted mean of each
contribution and it is implemented as a normal alignment tool plugged into the
system (i.e. different merging alghoritms can be coded and plugged in).

Once the automated mapping has been executed, the results are displayed
in a proper interface for reviewing and for searching further alignments. The
ontology alignment interface is split into two main panels, the left panel for the
source ontology and the right panel for the target ontology, whereas the bottom
space is used for summarising the mappings found for the focused source concept.
The interface has two view modalities: Hierarchical and Detailed.

In the Hierarchical view the two taxonomies are centered on the source con-
cepts that have been mapped to a target concept, both of which are highlighted.
The user can browse both taxonomies and create new mappings by dragging a
source concept and dropping it into a destination concept. When the user fo-
cusses on a mapping, he/she can switch to a detailed view and the description
of the source and target concept are shown side by side.

In the Detailed view, the user can map the properties using the same drag
& drop facility used for mapping the concepts. The users can also explicitly
reject some automatically proposed mappings. This choice will be recorded by
the system and will be used to filter future mappings towards this target concept,
thus increase future ontology alignment precision. Alternative interface designs
for ontology mapping, such as the one presented in [23], will be considered for
future version of the system.

3.3 Social Interaction Environment
This functionality allows users of a community that deal with similar data -
and therefore have a mutual interest to maintain good quality alignments - to
socially interact with each other. The aim of the social interaction is to exploit
community feedback in order to enhance the overall quality of the ontology align-
ment and achieve agreement on semantics of concepts by means of community
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acceptance. This subsystem displays to the user three views: Ontology view;
Mappings view and Forum view.

Fig. 1. Discussion environment - Ontology View - Post

The Ontology view (see Figure 1 top-left corner) displays an enhanced tax-
onomy browser for the selected shared ontology. The enhancements concern the
user activities affecting the shared concepts, visualising additional information
(e.g. number of incoming mapping per concept are reported in brackets like the
number of post exchanged in the forum discussing such mappings). Moreover,
the interface allows to inspect the set of labels used for equivalent concepts (i.e.
the ones provided with the alignments) in local ontologies (see the Additional

labels text field in Figure 1). The user or administrator can edit such labels and
add them to the shared concept to enrich the concept description with users’
contributions. The new mapping, and the edited/added labels, will be logged in
a database to be reused later to improve the recall of future ontology alignment
tasks (section 4.2).

When the user selects a concept that has some user mappings associated with
it, he/she can switch to the Mappings view that displays information about
the local mappings for the focused concept. The user can then inspect a sum-
marised description (i.e. subconcepts, superconcepts, properties etc.) of the local
concepts and decide if they are relevant to the focused target concept or initiate
a discussion thread in order to change them. The change proposal is composed
of a thread post, that describes in natural language the content of the proposal,
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and a formal description of the operation to discuss. The proposed change can
affect a number of alignments and may lead, if the proposal is accepted, to the
relocation of such alignments to a different target concept. If the target concept
refferenced in the change operation is not yet present in the ontology, a new one
will be created within the hierarchy in accordance with the input given by the
users in the forum. The possibility to create new concepts to host user align-
ments provides a way to reshape (even if only by additions) the target ontology
in function of the (meta)data provided by users.

The system provides a forum for the discussion of the users’ proposals (see
Figure 1 bottom-right corner). Every time a user proposes a change using the
mappings view, a new thread is created in the forum and other users are free
to debate the proposal, reply the proposal with a new one or simply agree or
disagree with it. The user’s vote is computed for update the proposal statistics
(i.e. number of votes, percentage of approvals and disapproval) that is promptly
displayed along the proposal.

The new action item associated with a target concept is notified to every
interested user by means of RSS feeds whose the interested users can subscribe
to. Once a proposal has reached a critical mass (e.g. when the majority of users
affected by the change have expressed their opinion) it will be endorsed, or
submitted to the administrator in order to judge it and reach a final decision.

4 Working Example

In order to better explain our approach and show how users’ feedback can be
used in order to improve the ontology matching task, we report on a small
example in the chemical domain and the findings of a working experiment. In this
example, two users want to share information on hazardous chemical compounds.
They each create an ontology that reflect the nature and structure of their
data sources (in our example the users deal with data about Landmines and
Hazardous Components, see Table 1).

Table 1. Domain ontologies used in the experiment

Name Domain n◦Concepts Main Concepts

Shared Ontology

Chemical Chemistry 130 Element, Compound, Ex-
plosive

Local Ontologies

Landmine Explosive devices 830 Country, Explosive De-
vice, Material

Hazardous
Components

Hazardous materials and
devices

89 Explosive, Flammable,
Container
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4.1 Alignment task

This tiny community is provided with a shared domain ontology where a set of
entities and relationships relevant to the chemical domain is defined (see Table
1). The two users need to align their local ontologies to the shared one in order
to exchange information and integrate their data. To fulfill this task, the users
use off the shelf automatic tools with the Ontology Alignment environment
(see section 3.2). The automatic ontology alignment tools provide an initial set of
alignments that the users can revise, using the system interface explicitly stating
the correct alignments and the incorrect ones. With the same interface, the users
can then browse the two ontologies and provide manual alignments if required.
At the moment only equivalence relation is supported for expressing alignments
but the adoption of more expressive primitives is under study. In this scenario
the local ontologies act as ”contexts” of their respective data sources (following
the nomenclature used by Bouquet et al. [24]) while the shared ontology is meant
to provide an ontological formalisation of the domain to enable the actual data
integration. They are the objects that catalyse the consensus process.

4.2 Reuse of information from mappings

The alignments provided by the alignment task will be reused to improve au-
tomatic future alignments toward the same target ontology. Lexical labels from
users’ ontologies can be adopted by the shared model as rdfs:label that can be
considered in future automatic alignment tasks in an attempt to improve perfor-
mance and accuracy of automatic mapping tools. Within the chosen domain (i.e.
hazardous chemical compounds, but the assumption holds in other domains),
different labels can represent the same concept (e.g. the explosive HMX is also
known as Octogen or Cyclotetramethylene-tetranitramine, see Table 2 for a sum-
mary of the labels logged from the alignment activity). The working assumption
is that, gathering all the labels related to a concept from local representations,
and learning which alignments must be avoided in the future (e.g. rejected by
users), can help to increase the performance of automated alignments. As an ex-
ample, assuming the two users of this example have subsequently aligned their
ontologies, the labels collected from the first alignment (see Table 2) can be used
for improving the performances of the second. Manual mappings discovered by
the first user (e.g. Black Powder ≡ Gun Powder or Nitromethane ≡ Nitrocar-

bol) can in fact helping the discovery of target concepts that would be missed
otherwise by automatic tools. Such additional user’s labels can in fact bring, if
integrated in the shared model, to an increase in automated tools precision and
recall for subsequent alignments.

4.3 Social interaction

Browsing the definition of the shared ontology, the users can revise each other’s
alignments to check that the definition of the local concepts is relevant to the
targeted shared concept. The self curation of the shared alignments is an impor-
tant premise of the approach; users that are interested in integrating their data

68



Table 2. Alignments based on past users activity

Source concept ≡ Target concept

Discovered by system and proposed to user

Black Powder ≡ Gun Powder Black Iron Oxide ≡ Magnetite
Magnesium ≡ Mg Nitromethane ≡ Nitrocarbol
Red P ≡ Red Phosphorus White P ≡ White Phosphorus

Learnt from user input to be wrong and rejected

Red Iron Oxide ≡ Iron Oxide Nitromethane ≡ Nitroethane

or in querying the integrated knowledge base have a main concern in browsing
such alignments, providing feedback and starting corrective operations whenever
needed.

Automated ontology alignment tools usually fail to catch the difference among
lexically similar concepts such as Nitromethane and Nitroethane. Despite their
lexical and chemical similarity, it is very important to distinguish the two (the
first can be used as an explosive while the second can not). For this reason,
once a user has found the incorrect alignment (i.e. Nitromethane ≡ Nitroethane)
inspecting the local concept definition, he/she can select the faulty alignment
and initiate a change process. Along with the incorrect mapping, the user can
provide the URI of the suggested correct target concept (i.e. Nitrocarbol, a syn-
onym of Nitromethane) and issue a change proposal. If no suitable concept can
be found in the target ontology the user can suggest the creation of a new one
providing its location in the targeted hierarchy. The proposal will be posted in
the forum dedicated to the maintenance of the shared concept alignment asset.
The community can be alerted of the change proposal by RSS feed subscription
(every target concept has a feed where new posts are published, and every in-
terested user can register to the feed) and inspect the change proposal, discuss
it on the forum, replying to the post or just expressing dis/agreement with the
content of such proposal.

4.4 Alignment asset management
Once the two ontologies have been aligned with the shared model, they can be
exploited for assuring a meaning preserving information exchange between the
components of the community. The discussion fostered in the social environment
and the constant supervision by the users upon the ontology alignments help in
mantaining agreement and awareness on terms’ semantics within the community.

5 Discussion

Collaborative ontology mapping has a great potential in enhancing performance
and in sharing results of automatic mapping tools. The system presented in this
paper supports users in their ontology mapping activities and logs their feedback
to further enhance the output of automated ontology mapping tools. Moreover
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it provides social features for community driven mapping revisioning and limited
support for shared ontology evolution.

Ontology mapping is inherently difficult, and can be influenced by various
issues. For example, some mappings can be user or context dependent, in
which case a mapping that has been approved by some users may not neces-
sarily suit others. Mapping popularity can be used to weight each ontology
alignment. The degree of popularity of a specific alignment can be taken into
account when displaying alignment suggestions to the user. Storing user profiles
to personalise mappings has been proposed elsewhere [16].

When reusing mapping results, it is important to prevent error propaga-
tion. It is important to build a user interface in such a way to discourage blind
reuse of mappings. OntoMediate allows the community to flag, discuss, and
democratically change incorrect mappings, but this is of course dependent on
users spotting erroneous mappings. If a mapping is reverted, it will be impor-
tant to readjust its popularity accordingly.

In addition, mappings that receive repeated change proposals or become
subject to long and intense discussions may be regarded as controversial or
debatable mappings. Such mappings may also need to be handled with care
when used or reused suggesting administrators to create appropriate ontological
description to better characterize those particular local concepts.

OntoMediate uses off the shelf automatic ontology mapping tools, and hence
the complexity of its mappings are largely based on those of the mapping tools.
The current implementation of OntoMediate allows users to manually map enti-
ties expressing simple one to one mapping. More complex mappings, such as map-
ping a union of classes or linking properties by means of transforming functions,
is not currently supported. However, it has been reported that when engineering
ontologies collaboratively, complex OWL constructs are often not required [9].

Ontology mapping is a not an easy task, and hence users will not expected
to link their ontologies without a clear added value. The ultimate goal of
OntoMediate is to facilitate distributed querying and integration of knowledge
bases in a community. Therefore, in addition to displaying concept mappings,
it will be important to also display some information about the knowledge that
each mapped ontology brings to the table. Showing what data a specific mapping
or a whole ontology is bringing to the community might encourage others to (a)
see the general value of this mapping and hence offer their expertise and help to
map the new ontology correctly, and (b) map their ontologies to others if they
have not already done so (e.g. to link their data to the new repository).

The approach we focused on in OntoMediate is based on a small to medium
size community, sharing interests and goals that can benefit from integrating
their data. In OntoMediate, it is presumed that an overall administrator can
act as the ultimate curator of the system. For such an approach to scale up to
the Web as a whole, the wisdom of the community will have to be the final
ruler. Wikipedia is a fine example of how this can work, and the Linked Data
initiative is a first step to creating a wide network of linked semantic data [25].
However, demonstrating added value will be more difficult once the community
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is too large and diverse, and hence it will probably breakup into sub communities
with similar requirements.

6 Summary and Future Work

This paper presented a prototype for supporting ontology mapping with commu-
nity interactions, where users can collaborate on aligning their ontologies, and
manually-driven alignments can be stored and reused later. Our initial experi-
ment showed good potential of increasing both precision and recall in ontology
mapping when reusing past mapping results. Next, we plan to run much larger
experiments to further test the validity of the approach, and the usability of the
services and features that it provides. We have lately implemented services that
exploits the managed alignments for translating queries and data. In the near
future we will also implement services to allow users to submit formula to me-
diate between concepts or data that might not be directly mappable (e.g. when
the concepts are culture-dependent, or when data property values are function
of different other values). Additionally, we will next focus on building the capa-
bility to allow users to perceive, and query, the integrated KBs, thus increasing
added value. The ontology alignments and the social network will be exploited
to focus the search task. We will make the system available to the public online
in the next few weeks.
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Abstract. Ontology matching consists of finding correspondences between on-
tology entities. OAEI campaigns aim at comparing ontology matching systems on
precisely defined test sets. Test sets can use ontologies of different nature (from
expressive OWL ontologies to simple directories) and use different modalities,
e.g., blind evaluation, open evaluation, consensus. OAEI-2008 builds over previ-
ous campaigns by having 4 tracks with 8 test sets followed by 13 participants.
Following the trend of previous years, more participants reach the forefront. The
official results of the campaign are those published on the OAEI web site.

1 Introduction

The Ontology Alignment Evaluation Initiative1 (OAEI) is a coordinated international
initiative that organizes the evaluation of the increasing number of ontology matching
systems [7]. The main goal of the Ontology Alignment Evaluation Initiative is to com-
pare systems and algorithms on the same basis and to allow anyone for drawing con-
clusions about the best matching strategies. Our ambition is that from such evaluations,

� This paper improves on the “First results” initially published in the on-site proceedings of the
ISWC workshop on Ontology Matching (OM-2008). The only official results of the campaign,
however, are on the OAEI web site.

1 http://oaei.ontologymatching.org
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tool developers can learn and improve their systems. The OAEI campaign provides the
evaluation of matching systems on consensus test cases.

Two first events were organized in 2004: (i) the Information Interpretation and In-
tegration Conference (I3CON) held at the NIST Performance Metrics for Intelligent
Systems (PerMIS) workshop and (ii) the Ontology Alignment Contest held at the Eval-
uation of Ontology-based Tools (EON) workshop of the annual International Semantic
Web Conference (ISWC) [18]. Then, unique OAEI campaigns occurred in 2005 at the
workshop on Integrating Ontologies held in conjunction with the International Con-
ference on Knowledge Capture (K-Cap) [2], in 2006 at the first Ontology Matching
workshop collocated with ISWC [6], and in 2007 at the second Ontology Matching
workshop collocated with ISWC+ASWC [8]. Finally, in 2008, OAEI results were pre-
sented at the third Ontology Matching workshop collocated with ISWC, in Karlsruhe,
Germany2.

We have continued previous years’ trend by having a large variety of test cases that
emphasize different aspects of ontology matching. We have kept particular modalities
of evaluation for some of these test cases, such as a consensus building workshop.

This paper serves as an introduction to the evaluation campaign of 2008 and to the
results provided in the following papers. The remainder of the paper is organized as
follows. In Section 2 we present the overall testing methodology that has been used.
Sections 3-10 discuss in turn the settings and the results of each of the test cases. Sec-
tion 11 overviews lessons learned from the campaign. Finally, Section 12 outlines future
plans and Section 13 concludes.

2 General methodology

We first present the test cases proposed this year to OAEI participants. Then we de-
scribe the three steps of the OAEI campaign and report on the general execution of the
campaign. In particular, we list participants and the tests they considered.

2.1 Tracks and test cases

This year’s campaign has consisted of four tracks gathering eight data sets and different
evaluation modalities.

The benchmark track (§3): Like in previous campaigns, a systematic benchmark se-
ries has been produced. The goal of this benchmark series is to identify the areas in
which each matching algorithm is strong and weak. The test is based on one partic-
ular ontology dedicated to the very narrow domain of bibliography and a number
of alternative ontologies of the same domain for which alignments are provided.

The expressive ontologies track offers ontologies using OWL modeling capabiities:
Anatomy: (§4) The anatomy real world case is about matching the Adult Mouse

Anatomy (2744 classes) and the NCI Thesaurus (3304 classes) describing the
human anatomy.

2 http://om2008.ontologymatching.org
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FAO (§5): The FAO test case is a real-life case aiming at matching OWL ontolo-
gies developed by the Food and Agriculture Organization of the United Nations
(FAO) related to the fisheries domain.

The directories and thesauri track proposed web directories, thesauri and generally
less expressive resources:
Directory (§6): The directory real world case consists of matching web sites direc-

tories (like open directory or Yahoo’s). It is more than 4 thousand elementary
tests.

Multilingual directories (§7): The mldirectory real world case consists of match-
ing web site directories (such as Google, Lycos and Yahoo’s) in different lan-
guages, e.g., English and Japanese. Data sets are excerpts of directories that
contain approximately one thousand categories.

Library (§8): Two SKOS thesauri about books have to be matched using relations
from the SKOS Mapping vocabulary. Samples of the results are evaluated by
domain experts. In addition, we run application dependent evaluation.

Very large crosslingual resources (§9): This real world test case requires match-
ing very large resources (vlcr) available on the web, viz. DBPedia, Word-
Net and the Dutch audiovisual archive (GTAA), DBPedia is multilingual and
GTAA is in Dutch.

The conference track and consensus workshop (§10): Participants were asked to
freely explore a collection of conference organization ontologies (the domain being
well understandable for every researcher). This effort was expected to materialize
in alignments as well as in interesting individual correspondences (“nuggets”), ag-
gregated statistical observations and/or implicit design patterns. Organizers of this
track offered diverse a priori and a posteriori evaluation of results. For a selected
sample of correspondences, consensus was sought at the workshop and the process
was tracked and recorded.

Table 1 summarizes the variation in the results expected from these tests.

test formalism relations confidence modalities language

benchmark OWL = [0 1] open EN
anatomy OWL = [0 1] blind EN

fao OWL = 1 expert EN+ES+FR
directory OWL = 1 blind EN

mldirectory OWL = 1 blind EN+JP
library SKOS, OWL narrow-, exact-, 1 blind EN+DU

vlcr SKOS, OWL broad-, relatedMatch 1 blind EN+DU
conference OWL-DL =, ≤ [0 1] blind+consensual EN

Table 1. Characteristics of test cases (open evaluation is made with already published reference
alignments, blind evaluation is made by organizers from reference alignments unknown to the
participants, consensual evaluation is obtained by reaching consensus over the found results).

75



2.2 Preparatory phase

Ontologies to be matched and (where applicable) alignments have been provided in
advance during the period between May 19th and June 15th, 2008. This gave potential
participants the occasion to send observations, bug corrections, remarks and other test
cases to the organizers. The goal of this preparatory period is to ensure that the delivered
tests make sense to the participants. The final test base was released on July 1st. The
data sets did not evolve after this period.

2.3 Execution phase

During the execution phase, participants used their systems to automatically match the
ontologies from the test cases. Participants have been asked to use one algorithm and the
same set of parameters for all tests in all tracks. It is fair to select the set of parameters
that provide the best results (for the tests where results are known). Beside parameters,
the input of the algorithms must be the two ontologies to be matched and any general
purpose resource available to everyone, i.e., no resource especially designed for the
test. In particular, the participants should not use the data (ontologies and reference
alignments) from other test sets to help their algorithms.

In most cases, ontologies are described in OWL-DL and serialized in the RDF/XML
format. The expected alignments are provided in the Alignment format expressed in
RDF/XML [5]. Participants also provided the papers that are published hereafter and a
link to their systems and their configuration parameters.

2.4 Evaluation phase

The organizers have evaluated the alignments provided by the participants and returned
comparisons on these results.

In order to ensure that it is possible to process automatically the provided results, the
participants have been requested to provide (preliminary) results by September 1st. In
the case of blind tests only the organizers did the evaluation with regard to the withheld
reference alignments.

The standard evaluation measures are precision and recall computed against the
reference alignments. For the matter of aggregation of the measures we use weighted
harmonic means (weights being the size of the true positives). This clearly helps in the
case of empty alignments. Another technique that has been used is the computation of
precision/recall graphs so it was advised that participants provide their results with a
weight to each correspondence they found. New measures addressing some limitations
of precision and recall have also been used for testing purposes as well as measures
compensating for the lack of complete reference alignments.

In addition, the Library test case featured an application-specific evaluation and a
consensus workshop has been held for evaluating particular correspondences.
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2.5 Comments on the execution

This year, for the first time, we had less participants than in the previous year (though
still more than in 2006): 4 in 2004, 7 in 2005, 10 in 2006, 18 in 2007, and 13 in 2008.
However, participants were able to enter nearly as many individual tasks as last year:
48 against 50.

We have had not enough time to systematically validate the results which had been
provided by the participants, but we run a few systems and we scrutinized some of the
results.

We summarize the list of participants in Table 2. Similar to previous years not all
participants provided results for all tests. They usually did those which are easier to
run, such as benchmark, directory and conference. The variety of tests and the short
time given to provide results have certainly prevented participants from considering
more tests.

There is an even distribution of systems on tests (unlike last year when there were
two groups of systems depending on the size of the ontologies). This years’ participation
seems to be weakly correlated with the fact that a test has been offered before.
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fao dir
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tor
y
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tor
y

lib
rar
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ce

Anchor-Flood
√ √

AROMA
√ √ √ √

ASMOV
√ √ √ √ √ √

CIDER
√ √ √

DSSim
√ √ √ √ √ √ √ √ √

GeRoMe
√

Lily
√ √ √ √ √ √ √ √

MapPSO
√ √ √ √

RiMOM
√ √ √ √ √ √

SAMBO
√ √ √ √

SAMBOdtf
√ √ √ √

SPIDER
√ √

TaxoMap
√ √ √ √

Total=13 13 9 8 7 4 3 1 3

Table 2. Participants and the state of their submissions. Confidence stands for the type of result
returned by a system: it is ticked when the confidence has been measured as non boolean value.

This year we can still regret to have not enough time for performing tests and eval-
uations. This may explain why even participants with good results last year did not
participate this year. The summary of the results track by track is provided in the fol-
lowing seven sections.

77



3 Benchmark

The goal of the benchmark tests is to provide a stable and detailed picture of each
algorithm. For that purpose, the algorithms are run on systematically generated test
cases.

3.1 Test set

The domain of this first test is Bibliographic references. It is, of course, based on a
subjective view of what must be a bibliographic ontology. There can be many different
classifications of publications, for example, based on area and quality. The one cho-
sen here is common among scholars and is based on publication categories; as many
ontologies (tests #301-304), it is reminiscent to BibTeX.

The systematic benchmark test set is built around one reference ontology and
many variations of it. The ontologies are described in OWL-DL and serialized in the
RDF/XML format. The reference ontology is that of test #101. It contains 33 named
classes, 24 object properties, 40 data properties, 56 named individuals and 20 anony-
mous individuals. Participants have to match this reference ontology with the variations.
Variations are focused on the characterization of the behavior of the tools rather than
having them compete on real-life problems. They are organized in three groups:

Simple tests (1xx) such as comparing the reference ontology with itself, with another
irrelevant ontology (the wine ontology used in the OWL primer) or the same ontol-
ogy in its restriction to OWL-Lite;

Systematic tests (2xx) obtained by discarding features from some reference ontology.
It aims at evaluating how an algorithm behaves when a particular type of informa-
tion is lacking. The considered features were:

– Name of entities that can be replaced by random strings, synonyms, name with
different conventions, strings in another language than English;

– Comments that can be suppressed or translated in another language;
– Specialization hierarchy that can be suppressed, expanded or flattened;
– Instances that can be suppressed;
– Properties that can be suppressed or having the restrictions on classes dis-

carded;
– Classes that can be expanded, i.e., replaced by several classes or flattened.

Four real-life ontologies of bibliographic references (3xx) found on the web and left
mostly untouched (there were added xmlns and xml:base attributes).

Since the goal of these tests is to offer some kind of permanent benchmarks to be
used by many, the test is an extension of the 2004 EON Ontology Alignment Contest,
whose test numbering it (almost) fully preserves.

After remarks of last year we made two changes on the tests this year:

– tests #249 and 253 still had instances in the ontologies, these have been suppressed
this year. Hence the test is more difficult than previous years;
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– tests which scrambled all labels within the ontology (#201-202, 248-254 and 257-
262), have been complemented by tests which respectively only scramble 20%,
40%, 60% and 80% of the labels. Globally, this makes the tests easier to solve.

The kind of expected alignments is still limited: they only match named classes and
properties, they mostly use the "=" relation with confidence of 1. Full description of
these tests can be found on the OAEI web site.

3.2 Results

All the 13 systems participated in the benchmark track of this year’s campaign. Table 3
provides the consolidated results, by groups of tests. We display the results of partici-
pants as well as those given by some simple edit distance algorithm on labels (edna).
The computed values are real precision and recall and not an average of precision and
recall. The full results are on the OAEI web site.

Results in Table 3 show already that the three systems, which last year were lead-
ing, are still relatively ahead (ASMOV, Lily and RiMOM) with three close followers
(AROMA, DSSim, and Anchor-Flood replacing Falcon, Prior+ and OLA2 last year).
No system had strictly lower performance than edna. Each algorithm has its best score
with the 1xx test series. There is no particular order between the two other series.

This year again, the apparently best algorithms provided their results with confi-
dence measures. It is thus possible to draw precision/recall graphs in order to compare
them. We provide in Figure 1 the precision and recall graphs of this year. They are only
relevant for the results of participants who provided confidence measures different from
1 or 0 (see Table 2). This graph has been drawn with only technical adaptation of the
technique used in TREC. Moreover, due to lack of time, these graphs have been com-
puted by averaging the graphs of each of the tests (instead to pure precision and recall).
They do not feature the curves of previous years since the test sets have been changed.

These results and those displayed in Figure 2 single out the same group of systems,
ASMOV, Lily, and RiMOM which seem to perform these tests at the highest level of
quality. So this confirms the leadership that we observed on raw results.

Like the two previous years, there is a gap between these systems and their follow-
ers. The gap between these systems and the next ones (AROMA, DSSim, and Anchor-
Flood) has reformed. It was filled last year by Falcon, OLA2, and Prior+ which did not
participate this year.

We have also compared the results of this year’s systems with the results of the
previous years on the basis of 2004 tests, see Table 4. The two best systems on this basis
are the same: ASMOV and Lily. Their results are very comparable but never identical
to the results provided in the previous years by RiMOM (2006) and Falcon (2005).
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Fig. 1. Precision/recall graphs. They cut the results given by the participants under a threshold
necessary for achieving n% recall and compute the corresponding precision. Systems for which
these graphs are not meaningful (because they did not provide graded confidence values) are
drawn in dashed lines. This is, as expected, those which have the lower results in these curves.
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Fig. 2. Each point expresses the position of a system with regard to precision and recall.

Year 2004 2005 2006 2007 2008
System Fujitsu PromptDiff Falcon RiMOM ASMOV Lily ASMOV Lily

test Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

1xx 0.99 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2xx 0.93 0.84 0.98 0.72 0.98 0.97 1.00 0.98 0.99 0.99 1.00 0.98 0.99 0.98 0.99 0.98
3xx 0.60 0.72 0.93 0.74 0.93 0.83 0.83 0.82 0.85 0.82 0.81 0.80 0.81 0.77 0.87 0.81

H-means 0.88 0.85 0.98 0.77 0.97 0.96 0.97 0.96 0.97 0.97 0.97 0.96 0.97 0.96 0.98 0.96

Table 4. Evolution of the best scores over the years on the basis of 2004 tests (RiMOM had very
similar results to ASMOV’s).
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4 Anatomy

The focus of the anatomy track is to confront existing matching technology with real
world ontologies. Currently, we find such real world cases primarily in the biomedical
domain, where a significant number of ontologies have been built covering different
aspects of medical research.3 Manually generating alignments between these ontologies
requires an enormous effort by highly specialized domain experts. Supporting these
experts by automatically providing correspondence proposals is challenging, due to the
complexity and the specialized vocabulary of the domain.

4.1 Test Data and Experimental Setting

The ontologies of the anatomy track are the NCI Thesaurus describing the human
anatomy, published by the National Cancer Institute (NCI)4, and the Adult Mouse
Anatomical Dictionary5, which has been developed as part of the Mouse Gene Ex-
pression Database project. Both resources are part of the Open Biomedical Ontologies
(OBO). A more detailed description of the characteristics of the data set has already
been given in the context of OAEI 2007 [8].

Due to the harmonization of the ontologies applied in the process of generating
a reference alignment, a high number of rather trivial correspondences can be found
by simple string comparison techniques. At the same time, we have a good share of
non-trivial correspondences that require a careful analysis and sometimes also medical
background knowledge. The construction of the reference alignment has been described
in [3]. To better understand the occurrence of non-trivial correspondences in alignment
results, we implemented a straightforward matching tool that compares normalized con-
cept labels. This trivial matcher generates for all pairs of concepts 〈C, D〉 a correspon-
dence if and only if the normalized label of C is identical to the normalized label of
D. In general we expect an alignment generated by this approach to be highly precise
while recall will be relatively low. With respect to our matching task we measured ap-
proximately 98% precision and 61% recall. Notice that the value for recall is relatively
high, which is partially caused by the harmonization process mentioned above. In 2007
we assumed that most matching systems would easily find the trivial correspondences.
To our suprise this assumption has not been verified. Therefore, we applied again the
additional measure referred to as recall+. recall+ measures how many non trivial cor-
rect correspondences can be found in an alignment M . Given reference alignment R
and alignment S generated by the naive string equality matching, recall+ is defined as
recall+ = |(R ∩ M) − S| / |R − S|.

We divided the task of automatically generating an alignment into four subtasks.
Task #1 is obligatory for participants of the anatomy track, while task #2, #3 and #4 are
optional tasks. Compared to 2007 we also introduced #4 as challenging fourth subtask.
For task #1 the matching system has to be applied with standard settings to obtain a
result that is as good as possible with respect to the expected F-measure. In particular,

3 A large collection can be found at http://www.obofoundry.org/.
4 http://www.cancer.gov/cancerinfo/terminologyresources/
5 http://www.informatics.jax.org/searches/AMA_form.shtml
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we are interested in how far matching systems improved their results compared to last
years evaluation. For task #2 an alignment with increased precision has to be found.
Contrary to this, in task #3 an alignment with increased recall has to be generated. We
believe that systems configurable with respect to these requirements will be much more
useful in concrete scenarios compared to static systems. While we expect most systems
to solve the first three tasks, we expect only few systems to solve task #4. For this task
a part of the reference alignment is available as additional input. In task #4 we tried to
simulate the following scenario. Suppose that a group of domain experts already cre-
ated an incomplete reference alignment by manually validating a set of automatically
generated correspondences. As a result a partial reference alignment, in the following
referred to as Rp, is available. Given both ontologies as well as Rp, a matching system
should be able to exploit the additional information encoded in Rp. We constructed Rp

as the union of the correct trivial correspondences and a small set of 54 non trivial cor-
respondences. Thus Rp consists of 988 correspondences, while the complete reference
alignment R contains 1523 correspondences.

4.2 Results

In total, nine systems participated in the anatomy task (in 2007 there were 11 partici-
pants). These systems can be divided into a group of systems using biomedical back-
ground knowledge and a group of systems that do not exploit domain specific back-
ground knowledge. SAMBO and ASMOV belong to the first group, while the other
systems belong to the second group. Both SAMBO and ASMOV make use of UMLS,
but differ in the way they exploit this additional knowledge. Table 5 gives an overview
of participating systems. In 2007 we observed that systems of the first group have a
significant advantage of finding non trivial correspondences, in particular the best three
systems (AOAS, SAMBO, and ASMOV) made use of background knowledge. We will
later see whether this assumption could be verified with respect to 2008 submissions.

Compliance measures for task #1 Table 5 lists the results of the participants in
descending order with respect to the achieved F-measure. In the first row we find the
SAMBO system followed by its extension SAMBOdtf. SAMBO has achieved slightly
better results for both precision and recall in 2008 compared to 2007. SAMBO now
nearly reaches the F-measure 0.868 which AOAS achieved 2007. This is a notable re-
sult, since SAMBO is originally designed to generate alignment suggestions that are
afterwards presented to a human evaluator in an interactive fashion. While SAMBO
and SAMBOdtf make extensive use of biomedical background knowledge, the RiMOM
matching system is mainly based on computing label edit-distances combined with sim-
ilarity propagation strategies. Due to a major improvement of the RiMOM results, Ri-
MOM is now one of the top matching systems for the anatomy track even though it
does not make use of any specific background knowledge. Notice also that RiMOM
solves the matching task in a very efficient way. Nearly all matching systems participat-
ing 2007 improved their results, while ASMOV and TaxoMap obtained slightly worse
results. Further considerations have to clarify the reasons for this decline.

Task #2 and #3 As explained above these subtasks show in how far matching sys-
tems can be configured towards a trade-off between precision and recall. To our surprise
only four participants submitted results for task #2 and #3 showing that they were able to
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System Runtime BK Precision Recall Recall+ F-Measure

SAMBO ≈ 12h yes 0.869 0.845 0.836 0.797 0.586 0.601 0.852 0.821

SAMBOdtf ≈ 17h yes 0.831 0.833 0.579 0.832
RiMOM ≈ 24min no 0.929 0.377 0.735 0.668 0.350 0.404 0.821 0.482

aflood 1min 5s no 0.874 0.682 0.275 0.766
Label Eq. - no 0.981 0.981 0.613 0.613 0.000 0.000 0.755 0.755

Lily ≈ 3h 20min no 0.796 0.481 0.693 0.567 0.470 0.387 0.741 0.520

ASMOV ≈ 3h 50min yes 0.787 0.802 0.652 0.711 0.246 0.280 0.713 0.754

AROMA 3min 50s no 0.803 0.560 0.302 0.660
DSSim ≈ 17min no 0.616 0.208 0.624 0.189 0.170 0.070 0.620 0.198

TaxoMap ≈ 25min no 0.460 0.586 0.764 0.700 0.470 0.234 0.574 0.638

Table 5. Runtime, use of domain specific background knowledge (BK), precision, recall, recall+
and F-measure for task #1. Results of 2007 evaluation are presented in smaller font if available.
Notice that the measurements of 2007 have been slightly corrected due to some minor modifica-
tions of the reference alignment.

adapt their system for different scenarios of application. These systems were RiMOM,
Lily, ASMOV, and DSSim. A more detailed discussion of their results with respect to
task #2 and #3 can be found on the OAEI anatomy track webpage6.

System Δ-Precision Δ-Recall Δ-F-Measure

SAMBO +0.024 0.636→0.660 −0.002 0.626→0.624 +0.011 0.631→0.642

SAMBOdtf +0.040 0.563→0.603 +0.008 0.622→0.630 +0.025 0.591→0.616

ASMOV +0.063 0.339→0.402 −0.004 0.258→0.254 +0.019 0.293→0.312

RiMOM +0.012 0.700→0.712 +0.000 0.370→0.370 +0.003 0.484→0.487

Table 6. Changes in precision, recall and F-measure based on comparing M1 \Rp resp. M4 \Rp

with the unknown part of the reference alignment R \ Rp.

Task #4 Four systems participated in task #4. These systems were SAMBO and
SAMBOdtf, RiMOM, and ASMOV. In the following we refer to an alignment gener-
ated for task #1 resp. #4 as M1 resp. M4. Notice first of all that a direct comparison
between M1 and M4 is not appropriate to measure the improvement that results from
exploiting Rp. We thus have to compare M1\Rp resp. M4\Rp with the unknown subset
of the reference alignment Ru = R\Rp. The differences between M1 (partial reference
alignment not available) and M4 (partial reference alignment given) are presented in Ta-
ble 6. All participants slightly increased the overall quality of the generated alignments
with respect to the unknown part of the reference alignment. SAMBOdtf and ASMOV
exploited the partial reference alignment in the most effective way. The measured im-

6 http://webrum.uni-mannheim.de/math/lski/anatomy08/
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provement seems to be only minor at first sight, but notice that all of the correspodences
in Ru are non trivial due to our choice of the partial reference alignment. The improve-
ment is primarily based on generating an alignment with increased precision. ASMOV
for example increases its precision from 0.339 to 0.402. Only SAMBOdtf also prof-
its from the partial reference alignment by a slightly increased recall. Obviously, the
partial reference alignment is mainly used in the context of a strategy which filters out
incorrect correspondences.

Runtime Even though the submitted alignments have been generated on different
machines, we believe that the runtimes provided by participants are nevertheless useful
and provide a basis for an approximate comparison. For the two fastest systems, namely
aflood and AROMA, runtimes have been measured by the track organizers on the same
machine (Pentium D 3.4GHz, 2GB RAM) additionally. Compared to last years com-
petition we observe that systems with a high runtime managed to decrease the runtime
of their system significantly, e.g. Lily and ASMOV. Amongst all systems AROMA and
aflood, both participating for the first time, performed best with respect to runtime effi-
ciency. In particular, the aflood system achieves results of high quality in a very efficient
way.

4.3 Conclusions

In last years evaluation, we concluded that the use of domain related background knowl-
edge is a crucial point in matching biomedical ontologies. This observation is supported
by the claims made by other researchers [1, 15]. The current results partially support
this claim, in particular the good results of the SAMBO system. Nevertheless, the re-
sults of RiMOM and Lily indicate that matching systems are able to detect non trivial
correspondences even though they do not rely on background knowledge. To support
this claim we computed the union of the alignments generated by RiMOM and Lily.
As a result we measured that 61% of all non trivial correspondences are included in
the resulting alignment. Thus, there seems to be a significant potential of exploiting
knowledge encoded in the ontologies. A combination of both approaches might result
in a hybrid matching strategy that uses both background knowledge and the internal
knowledge to its full extent.

5 FAO

The Food and Agriculture Organization of the United Nations (FAO) collects large
amounts of data about all areas related to food production and consumption, including
statistical data, e.g., time series, and textual documents, e.g., scientific papers, white
papers, project reports. For the effective storage and retrieval of these data sets, con-
trolled vocabularies of various types (in particular, thesuri and metadata hierarchies)
have extensively been used. Currently, this data is being converted into ontologies for
the purpose of enabling connection between data sets otherwise isolated from one an-
other. The FAO test case aims at exploring the possibilities of establishing alignments
between some of the ontologies traditionally available. We chose a representative subset
of them, that we describe below.
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5.1 Test set

The FAO task involves the three following ontologies:

– AGROVOC7 is a thesaurus about all matters of interest for FAO, it has been trans-
lated into an OWL ontology as a hierarchy of classes, where each class corresponds
to an entry in the thesaurus. For technical reasons, each class is associated with an
instance with the same name. Given the size and the coverage of AGROVOC, we
selected only the branches of it that have some overlap with the other considered
ontologies. We then selected the fragments of AGROVOC about “organisms,” “ve-
hicles” (including vessels), and “fishing gears”.

– ASFA8 is a thesaurus specifically dedicated to aquatic sciences and fisheries. In its
OWL translation, descriptors and non-descriptors are modeled as classes, so the on-
tology does not contain any instance. The tree structure of ASFA is relatively flat,
with most concepts not having subclasses, and a maximum depth of 4 levels. Con-
cepts have associated annotations, each of which containing the English definition
of the term.

– Two specific fisheries ontologies in OWL9, that model coding systems for com-
modities and species, used as metadata for statistical time series. These ontologies
have a fairly simple class structure, e.g., the species ontologies has one top class
and four subclasses, but a large number of instances. They contain instances in up
to 3 languages (English, French and Spanish).

Based on these ontologies, participats were asked to establish alignments between:

1. AGROVOC and ASFA (from now on called agrasfa),
2. AGROVOC and fisheries ontology about biological species (called agrobio),
3. the two ontologies about biological species and commodities (called fishbio).

Given the structure of the ontologies described above, the expectation about the re-
sulting alignments was that the alignment between AGROVOC and ASFA (agrasfa)
would be at the class level, since both model entries of the thesaurus as classes. Anal-
ogously, both the alignment between AGROVOC and biological species (agrobio), and
the alignment between the two fisheries ontologies (fishbio) is expected to be at the in-
stance level. However, no strict instructions were given to participants about the exact
type of alignment expected, as one of the goals of the experiment was to find how auto-
matic systems can deal with a real-life situation, when the ontologies given are designed
according to different models and have little or no documentation.

The equivalence correspondences requested for the agrasfa and agrobio subtracks
are plausible, given the similar nature of the two resources (thesauri used for human
indexing, with some overlap in the domain covered). In the case of the fishbio subtrack
this is not true, as the two ontologies involved are about two domains that are disjoint,
although related, i.e., commodities and fish species. The relation between the two do-
mains is that a specific species (or more than one) are the primary source of the goods

7 http://www.fao.org/aims/ag_intro.htm
8 http://www.fao.org/fishery/asfa/8
9 http://www.fao.org/aims/neon.jsp
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sold, i.e. the commodity. Their relation then is not an equivalence relation but can rather
be seen, in OWL terminology, as an object property with domain and range sitting in
different ontologies. The intent of the subtrack fishbio is then to explore the possibil-
ity of using the machinery available for inferring equivalence correspondence to non
conventional cases.

5.2 Evaluation procedure

All participants but one, Aroma, returned equivalence correspondence only. The non-
equivalence correspondences of Aroma were ignored.

A reference alignment was obtained by randomly selecting a specific number of
correspondences from each system and then pooling together. This provided a sample
alignment A0.

This sample alignment was evaluated by FAO experts for correctness. This provided
a partial reference alignment R0. We had two assessors: one specialized in thesauri
and daily working with AGROVOC (assessing the alignments of the track agrasfa) and
one specialized in fisheries data (assessing subtracks agrobio and fishbio). Given the
differences between the ontologies, some transformations had to be made in order to
present data to the assessors in a user-friendly manner. For example, in the case of
AGROVOC, evaluators were given the English labels together with all available “used
for” terms (according to the thesauri terminology familiar to the assessor).

dataset retrieved (A∗) evaluated (A0) correct (R0) (A0/A∗) (R0/A0)

agrasfa 2588 506 226 .19 .45
agrobio 742 264 156 .36 .59
fishbio 1013 346 131 .26 .38

TOTAL 4343 1116 513 .26 .46

Table 7. Size of returned results and samples.

Table 7 summarizes the sample size per each data sets. The second column (re-
trieved) contains the total number of distinct correspondences provided by all partic-
ipants for each track. The third column (evaluated) reports the size of the sample ex-
tracted for manual assessment. The forth column (correct) reports the number of corre-
spondences found correct by the assessors.

After manual evaluation, we realized that some participants did not use the correct
URI in the agrasfa dataset, so some correspondences were considered as different even
though they were actually the same. However, this happened only in very few cases.

For each system, precision was computed on the basis of the subset of alignments
that were manually assessed, i.e., A ∩ A0. Hence,

P 0(A, R0) = P (A ∩ A0, R0) = |A ∩ R0|/|A ∩ A0|
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The same was considered for recall which was computed with respect to the total num-
ber of correct correspondences per subtrack, as assessed by the human assessors. Hence,

R0(A, R0) = R(A ∩ A0, R0) = |A ∩ R0|/|R0|
Recall is expected to be higher than actual recall because it is based only on correspon-
dences that at least one system returned, leaving aside those that no system were able
to return.

We call these two measures relative precision and recall because they are relative to
the sample that has been extracted.

5.3 Results

Table 8 summarizes the precision and (relative) recall values of all systems, by sub-
tracks. The third column reports the total number of correspondences returned by each
system per subtrack. All non-equivalence correspondences were discarded, but this only
happened for one systems (Aroma). The fourth column reports the number of align-
ments from the system that were evaluated, while the fifth column reports the number
of correct alignments as judged by the assessors. Finally, the sixth and seventh columns
report the values of relative precision and recall computed as described above.

retrieved evaluated correct RPrecision RRecall
System subtrack |A| |A ∩ A0| |A ∩ R0| P 0(A, R0) R0(A, R0)

Aroma agrasfa 195 144 90 0.62 0.40
agrobio 2 4 0
fishbio 11

ASMOV agrafsa 1
agrobio 0
fishbio 5

DSSim agrasfa 218 129 70 0.54 0.31
agrobio 339 214 151 0.71 0.97
fishbio 243 166 79 0.48 0.60

Lily agrasfa 390 105 91 0.87 0.40
MapPSO agrobio∗ 6

fishbio∗ 16
RiMOM agrasfa 743 194 158 0.81 0.70

agrobio 395 219 149 0.68 0.95
fishbio 738 217 118 0.54 0.90

SAMBO agrasfa 389 176 121 0.69 0.53
SAMBOdtf agrasfa 650 219 124 0.57 0.55

Table 8. Participant results per datasets. The star (∗) next to a system marks those systems which
matched properties.

One system (MapPSO) returned alignments of properties, which were discarded
and therefore no evaluation is provided in the table. The results of ASMOV were also
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not evaluated because too few to be considered. Finally, the evaluation of Aroma is
incomplete due to the non equivalence correspondence returned, that were discarded
before pooling the results together to create the reference alingment.

5.4 Discussion

The sampling method that has been used is certainly not perfect. In particular, it did
not allow to evaluate two systems which returned few results (ASMOV and MapPSO).
However, the results returned by these system were not likely to provide good recall.

Moreover, the very concise instructions and the particular character of the test sets,
clearly puzzled participants and their systems. As a consequence, the results may not
be as good as if the systems were applied to polished tests with easily comparable data
sets. This provides a honest insight of what these systems would do when confronted
with these ontologies on the web. In that respects, the results are not bad.

From DSSim and RiMOM results, it seems that fishbio is the most difficult task
in terms of precision and agrasfa the most difficult in terms of recall (for most of the
systems). The fact that only two systems returned usable results for agrobio and fish-
bio makes comparison of systems very difficult at this stage. However, it seems that
RiMOM is the one that provided the best results. RiMOM is especially interesting in
this real-life case, as it performed well both when an alignment between classes and an
alignment between instances is appropriate. Given the fact that in real-life situations it
is rather common to have ontologies with a relatively simple class structure and a very
large population of instances, this is encouraging.

6 Directory

The directory test case aims at providing a challenging task for ontology matchers in
the domain of large directories.

6.1 Test set

The data set exploited in the directory matching task was constructed from Google,
Yahoo and Looksmart web directories following the methodology described in [9].
The data set is presented as taxonomies where the nodes of the web directories are
modeled as classes and classification relation connecting the nodes is modeled as
rdfs:subClassOf relation.

The key idea of the data set construction methodology is to significantly reduce the
search space for human annotators. Instead of considering the full matching task which
is very large (Google and Yahoo directories have up to 3 ∗ 105 nodes each: this means
that the human annotators need to consider up to (3∗105)2 = 9∗1010 correspondences),
it uses semi automatic pruning techniques in order to significantly reduce the search
space. For example, for the data set described in [9], human annotators consider only
2265 correspondences instead of the full matching problem.

The specific characteristics of the data set are:
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– More than 4.500 node matching tasks, where each node matching task is composed
from the paths to root of the nodes in the web directories.

– Reference correspondences for all the matching tasks.
– Simple relationships, in particular, web directories contain only one type of rela-

tionships, which is the so-called classification relation.
– Vague terminology and modeling principles, thus, the matching tasks incorporate

the typical real world modeling and terminological errors.

6.2 Results

In OAEI-2008, 7 out of 13 matching systems participated on the web directories test
case, while in OAEI-2007, 9 out of 18, in OAEI-2006, 7 out of 10, and in OAEI-2005,
7 out of 7 did it.

Precision, recall and F-measure results of the systems are shown in Figure 3. These
indicators have been computed following the TaxMe2 [9] methodology, with the help
of Alignment API [5], version 3.4.

Fig. 3. Matching quality results.

We can observe from Table 9, that all the systems that participated in the directory
track in 2007 and 2008 (ASMOV, DSSim, Lily and RiMOM), have increased their
precision values. Considering recall, we can see that in general the systems that had
participated in 2007 and 2008 directory tracks, have decreased their values, the only
system that increased its recall values is DSSim. In fact, DSSim is the system with the
highest F-measure value in 2008.

Table 9 shows that in total 21 matching systems have participated during the 4
years (2005 - 2008) of the OAEI campaign in the directory track. No single system
has participated in all campaigns involving the web directory dataset (2005 - 2008). A
total of 14 systems have participated only one time in the evaluation, 5 systems have
participated 2 times, and only 2 systems have participated 3 times. The systems that
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have participated in 3 evaluations are Falcon (2005, 2006 and 2007) and RiMoM (2006,
2007, 2008), the former with a constant increase in the quality of the results, the later
with a constant increase in precision, but in the last evaluation (2008) recall dropped
significantly from 71% in 2007, to 17% in 2008.

System Recall Precision F-Measure
Year → 2005 2006 2007 2008 2006 2007 2008 2006 2007 2008

ASMOV 0.44 0.12 0.59 0.64 0.50 0.20
automs 0.15 0.31 0.20
CIDER 0.38 0.60 0.47
CMS 0.14

COMA 0.27 0.31 0.29
ctxMatch2 0.09

DSSim 0.31 0.41 0.60 0.60 0.41 0.49
Dublin20 0.27

Falcon 0.31 0.45 0.61 0.41 0.55 0.43 0.58
FOAM 0.12
hmatch 0.13 0.32 0.19

Lily 0.54 0.37 0.57 0.59 0.55 0.46
MapPSO 0.31 0.57 0.40

OCM 0.16 0.33 0.21
OLA 0.32 0.84 0.62 0.71

OMAP 0.31
OntoDNA 0.03 0.55 0.05

Prior 0.24 0.71 0.34 0.56 0.28 0.63
RiMOM 0.40 0.71 0.17 0.39 0.44 0.55 0.40 0.55 0.26
TaxoMap 0.34 0.59 0.43
X-SOM 0.29 0.62 0.39

Average 0.22 0.26 0.50 0.30 0.35 0.57 0.59 0.29 0.49 0.39
# 7 7 9 7 7 9 7 7 9 7

Table 9. Summary of submissions by year (no precision was computed in 2005). The Prior line
covers Prior+ as well and the OLA line covers OLA2 as well.

As can be seen in Figure 4 and Table 9, there is an increase in the average precision
for the directory track of 2008, along with a decrease in the average recall compared to
2007. Notice that in 2005 the data set allowed only the estimation of recall, therefore
Figure 4 and Table 9 do not contain values of precision and F-measure for 2005.

A comparison of the results in 2006, 2007 and 2008 for the top-3 systems of each
year based on the highest values of the F-measure indicator is shown in Figure 5. The
key observation here is that unfortunately the top-3 systems of 2007 did not participate
in the directory task this year, therefore, the top-3 systems for 2008 is a new set of
systems (Lily, CIDER and DSSim). From these 3 systems, CIDER is a newcomer, but
Lily and DSSim had also participated in the directory track of 2007, when they did not
manage to enter into the top-3 list.
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Fig. 4. Average results of the top-3 systems per year.

The quality of the best F-measure result of 2008 (0.49) demonstrated by DSSim is
lower than the best F-measure of 2007 (0.71) by OLA2 but still higher than that of 2006
by Falcon (0.43). The best precision result of 2008 (0.64) demonstrated by ASMOV
is higher than the results obtained in 2007 (0.62) by both OLA2 and X-SOM. Finally,
for what concerns recall, the best result of 2008 (0.41) demonstrated by DSSim is also
lower than the best results obtained in 2007 (0.84) obtained by OLA2 and in 2006 (0.45)
by Falcon. This decrease in the maximum values achieved by the participating systems
may be caused by participants tuning their system parameters for more diverse tasks
this year. Hence, the overall results of systems could have improved at the expense of
results in the directory track. For example, we can observe that both ASMOV and Lily
have very good results (over 90% F-measure) for the Benchmark-2008 track, which are
higher than the Benchmarck-2007 track.

Fig. 5. Comparison of matching quality results in 2006, 2007 and 2008.

Partitions of positive and negative correspondences according to the system results
are presented in Figure 6 and Figure 7, respectively.
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Fig. 6. Partition of the system results on positive correspondences.

Figure 6 shows that the systems managed to discover only 54% of the total number
of positive correspondences (Nobody = 46%). Only 11% of positive correspondences
were found by almost all (6) matching systems, while 3% of the correspondences were
found by all the participants in 2008. This high percentage of positive correspondences
not found by the systems correspond to the low recall values we observe in Table 9,
which are the cause of the decrease in average recall from 2007 to 2008. Figure 7
shows that most of the negatives correspondences were not found by the systems (cor-
rectly). Figure 7 also shows that six systems found 11% of negative correspondences,
i.e., mistakenly returned them as positive. The last two observations suggest that the
discrimination ability of the dataset remains still high as in previous years.

Fig. 7. Partition of the system results on negative correspondences.

Let us now compare partitions of the system results in 2006, 2007 and 2008 on
positive and negative correspondences, see Figure 8 and Figure 9, respectively.

Figure 8 shows that 46% of positive correspondences have not been found by any
of the matching systems in 2006, while in 2007 all the positive correspondences have
been collectively found. In 2008, 46% of the positive correspondences have not been
found by the participating systems, as in 2006. This year, systems performed in the
line of 2006. In 2007, the results were exceptional because the participating systems
alltogether had a full coverage of the expected results and very high precision and recall.
Unfortunately, the best systems of last year did not participate this year and the other
systems do not seem to cope with the previous results.

Figure9 shows that in 2006 in overall the systems have correctly not returned 26%
of negative correspondences, while in 2007, this indicator decreased to 2%; in turn in
2008 the value increased to 66%, this is, the set of participating systems in 2008 cor-
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Fig. 8. Comparison of partitions of the system results on positive correspondences in 2006, 2007
and 2008.

Fig. 9. Comparison of partitions of the system results on negative correspondences in 2006, 2007
and 2008.
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rectly avoid more negative correspondences than those participating in 2006 and 2007.
In 2006, 22% of negative correspondences were mistakenly found by all (7) the match-
ing systems, while in 2007, this indicator decreased to 5% (for 7 systems), and in 2008,
the value decreased even more to 1%. An interpretation of these observations could be
that the set of participating systems in 2008 have a more "cautious" strategy than in 2007
and 2006. In 2007 we can observe that the set systems showed a more "brave" strategy
in discovering correspondences, were the set of positive correspondences was fully cov-
ered, but covering mistakenly also 98% of the negative correspondences, while in 2008
the set of participating systems covered just 54% of the positive correspondences, but
covering only 34% of negative correspondences.

6.3 Comments

An important observation from this evaluation is that ontology matching is still making
progress on the web directory track this year, if we consider that the set of participating
systems in 2008 is almost completely different compared to 2007. With respect to the
average performance of the systems (given by F-Measure in Figure 4), the set of partic-
ipating systems in 2008 performed worse than the set of participating systems in 2007,
but better than those participating in 2006. This suggests that the systems participating
in 2008 experienced a higher number of difficulties on the test case, in comparison to
2007, which means that there is still room for further improvements, specially in recall.
A considerable remark this year is that it is hard for a single system to perform well in
all the situations when finding correspondences is needed (which are simulated by the
different OAEI tracks); this suggests that a general purpose matching system is difficult
to construct. Finally, as partitions of positive and negative correspondences indicate
(see Figure 6 and Figure 7), the dataset still retains a good discrimination ability, i.e.,
different sets of correspondences are still hard for the different systems.

7 Multilingual directories

The multilingual directory data set (mldirectory) is a data set created from real internet
directory data. This data provides alignment problems for different internet directories.
This track mainly fpcuses on multilingual data (English and Japanese) and instances.

7.1 Test data and experimental settings

The multilingual directory data set is constructed from Google (open directory project),
Yahoo!, Lycos Japan, and Yahoo! Japan. The data set consists of five domains: auto-
mobile, movie, outdoor, photo and software, which are used in [11, 10]. There are four
files for each domain. Two are for English directories and the rest are for Japanese di-
rectories. Each file is written in OWL. A file is organized into two parts. The first part
describes the class structures, which are organized with rdfs:subClassOf relation-
ships. Each class might also have rdfs:seeAlso properties, which indicate related
classes. The second part is the description of instances of the classes. Each description
has an instance ID, class name, instance label, and short description.
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There are two main differences between the mldirectory data set and directory data
set, which is also available for OAEI-2008.

– The first one is a multilingual set of directory data. As we mentioned above, the data
set has four different ontologies with two different languages for one domain. As a
result, we have six alignment problems for one domain. These include one English-
English alignment, four English-Japanese alignments, and one Japanese-Japanese
alignment.

– The second difference is the instances of classes. In the multilingual directory data
set, the data not only has relationships between classes but also instances in the
classes. As a result, we can use snippets of web pages in the Internet directories as
well as category names in the multilingual directory data set.

We encouraged participants to submit alignments for all domains. Since there are
five domains and each domain has six alignment patterns, this is thirty alignments in to-
tal. However, participants can submit some of them, such as the English-English align-
ment only.

Participants are allowed to use background knowledge such as Japanese-English
dictionaries and WordNet. In addition, participants can use different data included in
the multilingual directory data set for parameter tuning. For example, the participants
can use automobile data for adjusting the participant’s system, and then induce the
alignment results for movie data by the system. Participants cannot use the same data
to adjust their system, because the system will consequently not be applicable to un-
seen data. In the same manner, participants cannot use specifically crafted background
knowledge because it will violate the assumption that we have no advanced knowledge
of the unseen data.

7.2 Results

In the 2008 campaign, four participants dealt with the mldirectory data set: DSSim, Lily,
MapPSO and RiMOM. Among the four systems, three of them – DSSim, MapPSO, and
RiMOM – were used for all five domains in the English-English alignment, and one of
them, Lily, was used in the task for two domains, automobile and movie. The number
of correspondences found by the systems are shown in Table 10. As can be seen in this
table, Lily finds more correspondences than do the other systems. Conversely, MapPSO
retrieves only a few correspondences from the data set.

In order to learn the different biases of the systems, we counted the number of com-
mon correspondences retrieved by the systems. The results are shown in Table 11. The
letters D, L, M and R in the top row denote system names DSSim, Lily, MapPSO, and
RiMOM, respectively. For example, the DR column is the number of correspondences
retrieved by both DSSim and RiMOM. We can see that both systems retrieve the same
82 correspondences in the movie domain. In this table, we see interesting phenomena.
Lily and RiMOM have the same bias. For example, in the auto domain, 33% of the
correspondences found by Lily were also retrieved by RiMOM, and 46% of the corre-
spondences found by RiMOM were also retrieved by Lily. The same phenomenon is
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DSSim Lily MapPSO RiMOM

Auto 188 377 265 275
Movie 1181 1864 183 1681
Outdoor 268 - 10 538
Photo 141 - 38 166
Software 372 - 60 536

Total 2150 2241 556 3196

Table 10. Number of correspondences found (English-English alignments).

also seen in the movie domain. In contrast, MapPSO has a very different tendency. Al-
though the system found 556 alignments in total, only one correspondence was found
by the other systems.
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Auto 139 208 264 104 5 0 7 0 126 0 0 37 1 0 0
Movie 946 988 183 734 11 0 82 0 723 0 0 142 0 0 0

Outdoor 260 0 10 530 0 0 8 0 0 0 0 0 0 0 0
Photo 137 0 38 162 0 0 4 0 0 0 0 0 0 0 0

Software 338 0 60 502 0 0 34 0 0 0 0 0 0 0 0

Table 11. Number of common correspondences retrieved by the systems. D, L, M, and R denote
DSSim, Lily, MapPSO, and RiMOM, respectively.

We also created a component bar chart (Figure 10) for clarifying the sharing of
retrieved correspondences. In the automobile and movie domains, 80% of the corre-
spondences are found by only one system, and most of the other 20% are found by both
Lily and RiMOM. From this graph, we can see that Lily has the same bias as RiMOM,
but the system still found many correspondences that the other systems did not find.
For the remaining domains, outdoor, photo and software, the correspondences found by
only one system reached almost 100%.

Unfortunately, the results of other alignment tasks such as English-Japanese align-
ments (ontology 1-3, ontology 1-4, ontology 2-3, and ontology 2-4), Japanese-Japanese
alignments (ontology 3-4) were only submitted by RiMOM. The number of alignments
by RiMOM are shown in Table 12.
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Fig. 10. Shared correspondences.

Domain ont 1-2 ont 1-3 ont 1-4 ont 2-3 ont 2-4 ont 3-4 Total

Auto 275 99 242 79 225 262 1182
Movie 1681 35 30 35 59 65 1905
Outdoor 538 25 64 25 97 31 780
Photo 166 15 17 15 31 20 264
Software 536 104 125 78 100 84 1027

Table 12. Number of alignments by RiMOM.
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8 Library

8.1 Data set

This test case deals with two large Dutch thesauri. The National Library of the Nether-
lands (KB) maintains two large collections of books: the Scientific Collection and the
Deposit collection, containing respectively 1.4 and 1 million books. Each collection is
annotated – indexed – using its own controlled vocabulary. The former is described us-
ing the GTT thesaurus, a huge vocabulary containing 35,194 general concepts, ranging
from “Wolkenkrabbers” (Sky-scrapers) to “Verzorging” (Care). The latter is indexed
against the Brinkman thesaurus, which contains a large set of headings (5,221) for
describing the overall subjects of books. Both thesauri have similar coverage (2,895
concepts actually have exactly the same label) but differ in granularity.

Each concept has exactly one preferred label, plus synonyms, extra hidden labels or
scope notes. The language of both thesauri is Dutch,10 which makes this track ideal for
testing alignment in a non-English situation. Concepts are also provided with structural
information, in the form of broader and related links. However, GTT (resp. Brinkman)
contains only 15,746 (resp 4,572) hierarchical broader links and 6,980 (resp. 1,855)
associative related links. The thesauri’s structural information is thus very poor.

For the purpose of the OAEI campaign, the two thesauri were made available in
SKOS format. OWL versions were also provided, according to the – lossy – conversion
rules detailed on the web site11.

In addition, we have provided participants with book descriptions. At KB, almost
250000 books belong both to KB Scientific and Deposit collections, and are there-
fore already indexed against both GTT and Brinkman. Last year, we have used these
books as a reference for evaluation. However, these books can also be a precious hint
for obtaining correspondences. Indeed one of last year’s participant had exploited co-
occurrence of concepts, though on a collection obtained from another library. This year,
we split the 250000 books in two sets: two third of them are provided to participants for
alignment computation, and one third is kept as a test set to be used as a reference for
evaluation.

8.2 Evaluation and results

Three systems provided final results: DSSim (2,930 exactMatch correspondences),
Lily (2,797 exactMatch correspondences) and TaxoMap (1,872 exactMatch cor-
respondences, 274 broadMatch, 1,031 narrowMatch and 40 relatedMatch corre-
spondences).

We have followed the scenario-oriented approach followed for 2007 library track,
as explained in [12].

Evaluation in a thesaurus merging scenario. The first scenario is thesaurus merging,
where an alignment is used to build a new, unified thesaurus from GTT and Brinkman

10 A quite substantial part of GTT concepts (around 60%) also have English labels.
11 http://oaei.ontologymatching.org/2008/skos2owl.html
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thesauri. Evaluation in such a context requires assessing the validity of each individual
correspondence, as in “standard” alignment evaluation.

As last year, there was no reference alignment available. We opted for evaluating
precision using a reference alignment based on a lexical procedure. This makes use
of direct comparison between labels, but also exploits a Dutch morphology database
that allows to recognize variants of a word, e.g., singular and plural. 3.659 reliable
equivalence links are obtained this way. We also measured coverage, which we define
as the proportion of all good correspondences found by an alignment divided by the
total number of good correspondences produced by all participants and those in the
reference – this is similar to the pooling approach that is used in major Information
Retrieval evaluations, like TREC.

For manual evaluation, the set of all equivalence correspondences12 was partitioned
into parts unique to each combination of participant alignments, and each part was
sampled. A total of 403 correspondences were assessed by one Dutch native expert.

From these assessments, precision and pooled recall were calculated with their 95%
confidence intervals, taking into account sampling size. The results are shown in Ta-
ble 13, which identifies DSSim as performing better than both other participants.

Alignment Precision Pooled recall

DSSim 93.3% ± 0.3% 68.0% ± 1.6%
Lily 52.9% ± 3.0% 36.8% ± 2.2%
TaxoMap (exactMatch) 88.1% ± 0.8% 41.1% ± 1.0%

Table 13. Precision and coverage for the thesaurus merging scenario.

DSSim has performed better than last year. This result stems probably from DSSim
now proposing almost only exact lexical matches of SKOS labels, as opposed to last
year.

For the sake of completeness, we also evaluated the precision of the TaxoMap cor-
respondences that are not of type exactMatch. We categorized them according to the
strength that TaxoMap gave them (0.5 or 1). 20% (±11%) of the correspondences with
strength 1 are correct. The figure rises to 25.1% (±8.3%) when considering all non-
exactMatch correspondences, which hints at the strength not being very informative.

Evaluation in an annotation translation scenario. The second usage scenario is
based on an annotation translation process supporting the re-indexing of GTT-indexed
books with Brinkman concepts [12].

This evaluation scenario interprets the correspondences provided by the differ-
ent participants as rules to translate existing GTT book annotations into equivalent
Brinkman annotations. Based on the quality of the results for books we know the correct
annotations of, we can assess the quality of the initial correspondences.
12 We did not proceed with manual evaluation of the broader, narrower and related links at once,

as only one contestant provided such links.
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Evaluation settings and measures. The simple concept-to-concept correspon-
dences sent by participants were transformed into more complex mapping rules that
associate one GTT concept and a set of Brinkman concepts – some GTT concepts are
indeed involved in several mapping statements. Considering exactMatch only, this
gives 2,930 rules for DSSim, 2,797 rules for Lily and 1,851 rules for TaxoMap. In
addition, TaxoMap produces resp. 229, 897 and 39 rules considering broadMatch,
narrowMatch and relatedMatch.

The set of GTT concepts attached to each book is then used to decide whether these
rules are fired for this book. If the GTT concept of one rule is contained by the GTT
annotation of a book, then the rule is fired. As several rules can be fired for a same book,
the union of the consequents of these rules forms the translated Brinkman annotation of
the book.

On a set of books selected for evaluation, the generated concepts for a book are then
compared to the ones that are deemed as correct for this book. At the book level, we
measure how many books have a rule fired on them, and how many of them are actually
matched books, i.e., books for which the generated Brinkman annotation contains at
least one correct concept. These two figures give a precision (Pb) and a recall (Rb) for
this book level.

At the annotation level, we measure (i) how many translated concepts are correct
over the annotation produced for the books on which rules were fired (Pa), (ii) how
many correct Brinkman annotation concepts are found for all books in the evaluation set
(Ra), and (iii) a combination of these two, namely a Jaccard overlap measure between
the produced annotation (possibly empty) and the correct one (Ja).

The ultimate measure for alignment quality here is at the annotation level. Mea-
sures at the book level are used as a raw indicator of users’ (dis)satisfaction with the
built system. A Rb of 60% means that the alignment does not produce any useful can-
didate concept for 40% of the books. We would like to mention that, in these formulas,
results are counted on a book and annotation basis, and not on a rule basis. This reflects
the importance of different thesaurus concepts: a translation rule for a frequently used
concept is more important than a rule for a rarely used concept. This option suits the
application context better.

Manual evaluation. Last year, we evaluated the results of the participants in two
ways, one manual – KB indexers evaluating the generated indices – and one automatic –
using books indexed against both GTT and Brinkman. This year, we have not performed
manual investigation. Findings of last year can be found in [12].

Automatic evaluation and results. Here, the reference set consists of 81,632
dually-indexed books forming the test set presented in Section 8.1. The existing
Brinkman indices from these books are taken as a reference to which the results of
annotation translation are automatically compared.

The upper part of Table 14 gives an overview of the evaluation results when we only
use the exactMatch correspondences. DSSim and TaxoMap perform similarly in pre-
cision, and much ahead of Lily. If precision almost reaches last year’s best results, recall
is much lower. Less than one third of the books were given at least one correct Brinkman
concept in the DSSim case. At the annotation level, half of the translated concepts are
not validated, and more than 75% of the real Brinkman annotation is not found. We al-
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ready pointed out that the correspondences from DSSim are mostly generated by lexical
similarity. This indicates, as last year, that lexically equivalent correspondences alone
do not solve the annotation translation problem.

Participant Pb Rb Pa Ra Ja

DSSim 56.55% 31.55% 48.73% 22.46% 19.98%
Lily 43.52% 15.55% 39.66% 10.71% 9.97%

TaxoMap 52.62% 19.78% 47.36% 13.83% 12.73%
TaxoMap+broadMatch 46.68% 19.81% 40.90% 13.84% 12.52%
TaxoMap+hierarchical 45.57% 20.23% 39.51% 14.12% 12.67%

TaxoMap+all correspondences 45.51% 20.24% 39.45% 14.13% 12.67%

Table 14. Results of annotation translations generated from correspondences.

Among the three participants, only TaxoMap generated broadMatch and
narrowMatch correspondences. To evaluate their usefulness for annotation transla-
tion, we evaluated their influence when they were added to a common set of rules. As
shown in the four TaxoMap lines in Table 14, the use of broadMatch, narrowMatch
and relatedMatch correspondences slightly increases the chances of having a book
given a correct annotation. However, this unsurprisingly results in a loss of precision.

8.3 Discussion

The first comment on this track concerns the form of the alignment returned by the
participants, especially with respect to the type and cardinality of alignments. All three
participants proposed alignments using the SKOS links we asked for. However, only
one participants proposed hierarchical broader, narrower and related links. Ex-
periments show that these links can be useful for the application scenarios at hand. The
broader links are useful to attach concepts which cannot be mapped to an equivalent
corresponding concept but a more general or specific one. This is likely to happen, since
the two thesauri have different granularity but a same general scope.

This actually mirrors what happened in last year’s campaign, where only one partic-
ipant had given non-exact correspondence links – even though it was relatedMatch
then. Evaluation had shown that even though the general quality was lowered by con-
sidering them, the loss of precision was not too important, which could make these links
interesting for some application variants, e.g. semi-automatic re-indexing.

Second, there is no precise handling of one-to-many or many-to-many alignments,
as last year. Sometimes a concept from one thesaurus is mapped to several concepts
from the other. This proves to be very useful, especially in the annotation translation
scenario where concepts attached to a book should ideally be translated as a whole.

Finally, one shall notice the low coverage of alignments with respect to the thesauri,
especially GTT: in the best case, only 2,930 of its 35K concepts were linked to some
Brinkman concept, which is less than last year (9,500). This track, arguably because of
its Dutch language context, is difficult. We had hoped that the release of a part of the
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set of KB’s dually indexed books would help tackle this difficulty, as previous year’s
campaign had shown promising results when exploiting real book annotations. Unfor-
tunately none of this year’s participants have used this resource.

9 Very large crosslingual resources

The goal of the Very Large Crosslingual Resources task is twofold. First, we are inter-
ested in the alignment of vocabularies in different languages. Many collections through-
out Europe are indexed with vocabularies in languages other than English. These col-
lections would benefit from an alignment to resources in other languages to broaden the
user group, and possibly enable integrated access to the different collections.

Second, we intend to present a realistic use case in the sense that the resources
are large, rich in semantics but weak in formal structure, i.e., realistic on the Web. For
collections indexed with an in-house vocabulary, the link to a widely-used and rich
resource can enhance the structure and increase the scope of the in-house thesaurus.

9.1 Data set

Three resources are used in this task:

GTAA The GTAA is a Dutch thesaurus used by the Netherlands Institute for Sound
and Vision to index their collection of TV programs. It is a facetted thesaurus, of
which we use the following four themes: (1) Subject: the topic of a TV program,
≈ 3800 terms; (2) People: the main people mentioned in a TV program, ≈ 97.000
terms; Names: the main “Named Entities” mentioned in a TV program (Corpo-
ration names, music bands, etc.), ≈ 27.000 terms; Location: the main locations
mentioned in a TV program or the place where it has been created, ≈ 14.000 terms.

WordNet WordNet is a lexical database of the English language developed at Princeton
University13. Its main building blocks are synsets: groups of words with a synony-
mous meaning. In this task, the goal is to match noun-synsets. WordNet contains 7
types of relations between noun-synsets, but the main hierarchy in WordNet is built
on hyponym relations, which are similar to subclass relations. W3C has translated
WordNet version 2.0 into RDF/OWL14.
The original WordNet model is a rich and well-designed model. However, some
tools may have problems with the fact that the synsets are instances rather
than classes. Therefore, for the purpose of this OAEI task, we have trans-
lated the hyponym hierarchy in a skos:broader hierarchy, making the synsets
skos:Concepts.

DBpedia DBPedia contains 2.18 million resources or “things”, each tied to an article in
the English language Wikipedia. The “things” are described by titles and abstracts
in English and often also in other languages, including Dutch. DBPedia “things”
have numerous properties, such as categories, properties derived from the wikipedia
‘infoboxes’, links between pages within and outside wikipedia, etc. The purpose of
this task is to map the DBPedia “things” to WordNet synsets and GTAA concepts.

13 http://wordnet.princeton.edu/
14 http://www.w3.org/2006/03/wn/wn20/
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9.2 Evaluation Setup

We evaluate the results of the three alignments (GTAA-WordNet, GTAA-DBPedia,
WordNet-DBPedia) in terms of precision and recall. We present measures for each
GTAA facet separately, instead of a global value, because each facet could lead to very
different performance.

In the precision and recall calculations, we use a kind of semantic distance; we take
into account the distance between a correspondence that we find in the results and the
ideal correspondence that we would expect for a certain concept. For each equivalence
relation between two concepts in the results, we determine if (i) one is equivalent to the
other, (ii) one is a broader/narrower concept than the other, (iii) one is in none of the
above ways related to the other. In case (i) the correspondence counts as 1, in case (ii)
the correspondence counts as 0.5 and in case (iii) as 0.

Precision We take samples of 100 correspondences per GTAA facet for both the
GTAA-DBPedia and the GTAA-WordNet alignments and evaluate their correctness in
terms of exact match, broader, narrower or related match, or no match. The alignment
between WordNet and DBPedia is evaluated by inspection of a random sample of 100
correspondences.

Recall Due to time constraints, we only determine recall of two of the four GTAA
facets: People and Subjects. These are the most extreme cases in terms of size and preci-
sion values. We create a small reference alignment from a random sample of 100 GTAA
concepts per facet, which we manually map to WordNet and DBPedia. The result of the
GTAA-WordNet and GTAA-DBPedia alignments are compared to the reference align-
ments. We do not provide a recall measure for the DBPedia-WordNet correspondence.

9.3 Results

Only one participant, DSSim, participated in the VLCR task. The evaluation of the re-
sults therefore focuses on the differences between the three alignments, and the four
facets of the GTAA. Table 15 shows the number of concepts in each resource and the
number of correspondences returned for each resource pair. The largest number of cor-
respondences was found between DBpedia and WordNet (28,974), followed by GTAA-
DBPedia (13,156) and finally GTAA-WordNet (2,405). We hypothesize that the low
number of the latter pair is due to the multilingual nature. Except for 9 concepts, all
GTAA concepts that were mapped to DBPedia were also mapped to WordNet.

Precision The precision of the GTAA-DBPedia alignment is higher than that of the
GTAA-WordNet alignment. A possible explanation is the high number of disambigua-
tion errors for WordNet, which is much finer grained than for GTAA or DBPedia.

A remarkable difference can be seen in the People facet. It is the worst scoring facet
in the GTAA-WordNet alignment (10%), while it is the best facet in GTAA-DBPedia
(94%). Inspection of the results revealed what caused the many mistakes for Word-
Net: almost none of the people in GTAA are present in WordNet. Instead of giving up,
DSSim continues to look for a correspondence and maps the GTAA person to a lexically
similar word in WordNet. This problem is apparently not present in DBPedia. Although
we do not yet fully understand why not, an important factor is that more Dutch people
are represented in DBPedia.
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Vocabulary #concepts #corr to WN #corr to DBP #corr to GTAA

Wordnet 82.000 n.a. 28974 2405
DBPedia 2180.000 28974 n.a. 13156
GTAA 160.000 2405 13156 n.a.
Facet: Subject 3800 655 1363 n.a.

Person 97.000 82 2238 n.a.
Name 27.000 681 3989 n.a.
Location 14.000 987 5566 n.a.

Table 15. Number of correspondences in each alignment.

Fig. 11. Estimated precision of the alignment between GTAA and DBpedia (left) and WordNet
(right).
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Apart from the People facet, the differences between the facets are consistent over
the GTAA-DBPedia and GTAA-WordNet alignments. Subjects and Locations score
high, Names somewhat less.

The alignment between DBPedia and WordNet had a precision of 45%. DBPedia
contains type links (wordnet-type and rdf:type) to WordNet synsets. There was no
overlap between the alignment submitted by DSSim and these existing links.

Recall We created reference alignments by matching samples of 100 concepts from
the People and Subjects facets to both DBPedia and WordNet. However, none of the
People in our sample of 100 GTAA People could be mapped to WordNet. Therefore,
recall for this particular alignment could not be detemined.
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Fig. 12. Estimated coverage (left) and recall (right) for the alignments between the Subject facet
of GTAA and DBpedia and WordNet, and for the alignment between the People facet of GTAA
and DBpedia.

Figure 12 shows how many of the GTAA Subject and People in our reference align-
ment were also found by DSSim. We call this coverage. The second figure depicts how
many GTAA concept in our reference alignment were found by DSSim to the exact
same DBPedia/WordNet concept, which is the conventional definition of recall. All
three alignments had a similar recall score of aroud 20%.

9.4 Summary of the results

Tables 16 and 17 summarize the result.

Precision
Alignment Subjects People Location Names

GTAA-DBPedia 0.81 (11.6%) 0.94 (7.02%) 0.83 (11.1%) 0.65 (14.1%)
GTAA-WordNet 0.75 (12.8%) 0.1 (8.8%) 0.68 (13.8%) 0.48 (14.7%)

Table 16. Summary of the participant’s precision scores (numbers in parentheses represent the
different error margins).
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Recall Estimated coverage
Alignment Subjects People Subjects People

GTAA-DBPedia 0.22 (12.2%) 0.18 (11.3%) 0.48 (14.7%) 0.18 (11.3%)
GTAA-WordNet 0.19 (11.6%) NA 0.28 (13.2%) NA

Table 17. Summary of the participant’s estimated recall and coverage scores (numbers in paren-
theses represent the different error margins).

9.5 Discussion

Other types of correspondence relations The VLCR task once more confirmed what
was already known: more correspondence types are necessary than only exact matches.
While inspecting alignments, we found many cases where a link between two concepts
seems useful for a number of applications, without being equivalent. For example:

Subject:pausbezoeken15

and List_of_pastoral_visits_of_Pope_John_Paul_II_outside_Italy.
Location:Venezuela and synset-Venezuelan-noun-1
Subject:Verdedigingswerken16 and fortification

Using context When looking at the types of mistakes that were made, it became
clear that a number of them could have been avoided by using the specific structure of
the resources being matched. The fact that the GTAA is organized in facets, for example,
can be used to disambiguate terms that appear both as a person and as a location. This
information is represented by the skos:inScheme property. Examples of incorrect
correspondences that might have been avoided if facet information was used are:

Person:GoghVincentvan -> synset-vacationing-noun-1
Location:Harlem -> synset-hammer-noun-8
Location:Melbourne -> synset-Melbourne-noun-117

Another example of resource-specific structure that could help matching are the
redirects between pages in Wikipedia or between “things” in DBPedia. DBPedia con-
tains things for which no other information is available than a ‘redirect’ property point-
ing to another thing. The wikipedia page for “Gordon Summer” for example, is imme-
diately referred to the page for “Sting, the musician”. The titles of these referring pages
could well serve as alternative labels, and thus aid the correspondence between the gtaa
concept person:SummerGordon and the dbepdia thing Sting(musician).

Of course, there is a trade-off between the amount of resource-specific features that
are taken into account and the general applicability of the matcher. However, some of
the features discussed above, such as facet information, are found in a wide range of
thesauri and are therefore serious candidates for inclusion in a tool.

Reflection on the evaluation Deciding which synset or DBpedia thing is the most
suitable match for a GTAA concept is a non-trivial task, even for a human evaluator.

15 Pope visits, in English.
16 Defenses, in English.
17 This synset indeed refers to "a resort town in east central Florida".
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Often, multiple correspondences are reasonable. Therefore, the recall figures that are
based on a hand-made reference alignment give a possibly too negative impression of
the quality of the alignment. The evaluation task was further complicated because of the
‘related’ matches. There is a lack of clear definitions of when two concepts are related.

Another factor that has to be considered when interpreting the precision and re-
call figures, is the number of Dutch-specific concepts in the GTAA. For example, the
concept Name:Diogenes denotes a Dutch TV program instead of the ancient Greek.
Although the fact that Diogenes is in the Name facet and not in the People facet pro-
vides a clue of its intended meaning, it could be argued that this type of Dutch-specific
concepts pose an unfair challenge to matchers.

During the evaluation process, we found cases in which DSSim mapped to a DB-
Pedia disambiguation page instead of an actual article. We consider this to be incorrect,
since it leaves the disambiguation task to the user.

10 Conference

The conference track involves matching several ontologies from the conference organi-
zation domain. Participant results have been evaluated along different modalities and a
consensus workshop aiming at studying the elaboration of consensus when establishing
reference alignments has been organised.

10.1 Test set

The collection consists of fifteen ontologies in the domain of organizing conferences.
Ontologies have been developed within the OntoFarm project18. In contrast to last year’s
conference track, there is one new ontology and several new methods of evaluation.

The main features of this data set are:

– Generally understandable domain. Most ontology engineers are familiar with or-
ganizing conferences. Therefore, they can create their own ontologies as well as
evaluate the alignments among their concepts with enough erudition.

– Independence of ontologies. Ontologies were developed independently and based
on different resources, they thus capture the issues in organizing conferences from
different points of view and with different terminologies.

– Relative richness in axioms. Most ontologies were equipped with description logic
axioms of various kinds, which opens a way to use semantic matchers.

Ontologies differ in number of classes, of properties, in their expressivity, but also
in underlying resources. Ten ontologies are based on tools supporting the task of orga-
nizing conferences, two are based on experience of people with personal participation
in conference organization, and three are based on web pages of concrete conferences.

Participants had to provide either complete alignments or interesting correspon-
dences (nuggets), for all or some pairs of ontologies. Participants could also take part in
two different tasks. First, participants could find correspondences without any specific

18 http://nb.vse.cz/~svatek/ontofarm.html
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application context given (generic correspondences). Second, participants could find
out correspondences with regard to an application scenario: transformation application.
This means that final correspondences are to be used for conference data transformation
from one software tool for organizing conference to another one.

This year, results of participants were evaluated by five different methods: eval-
uation based on manual labeling, reference alignments, data mining method, logical
reasoning, and on consensus of experts.

10.2 Evaluation and results

We had three participants. All of them delivered generic correspondences. Aside from
results from evaluation methods (sections below) we deliver some simple observations
about participants:

– DSSim and Lily delivered in total 105 alignments. All ontologies were matched to
each other. ASMOV delivered 75 alignments. For our evaluation we do not consider
alignments in which ontologies were matched to themselves.

– Two participants delivered correspondences with certainty factors between 0 and
1 (ASMOV and Lily); one (DSSim) delivered correspondences with confidence
measures 0 or 1, where 0 is used to describe a correspondence as negative.

– DSSim and Lily delivered only equivalence, e.g., no subsumption, relations, while
ASMOV also provided subsumption relations19.

– All participants delivered class-to-class correspondences and property-to-property
correspondences.

Evaluation based on manual labeling This kind of evaluation is based on sam-
pling and manual labeling of random samples of correspondences because the number
of all distinct correspondences is quite high. Particularly, we followed the method of
Stratified random sampling described in [20]. Correspondences of each participant were
divided into three subpopulations (strata) according to confidence measures20. For each
stratum we randomly chose 75 correspondences in order to have 225 correspondences
for manual labeling for each system; except the one stratum of the DSSim system with
150 correspondences.

In Table 18 there are data for each stratum and system where Nh is the size of
the stratum, nh is the number of sample correspondences from the stratum, TP is the
number of correct correspondences from sample from the stratum, and Ph is an ap-
proximation of precision for the correspondences in the stratum. Furthermore, based on
the assumption that this adheres to binomial distribution we computed margin of er-
rors (with confidence of 95%) for the approximated precision for each system based on
equations from [20]. In Table 19 there are measures for the entire populations. We com-
puted approximated precision P* in the entire population as weighted average from the
approximated precisions of each strata. Finally, we also computed so-called ‘relative’

19 Finally, no current evaluation methods did take into account subsumption correspondences.
Considering these correspondences in evaluation methods is our plan for next year of the
conference track.

20 DSSim provided merely ‘certain’ correspondences, so there is just one stratum for this system.

110



(0,0.3] (0.3,0.6] (0.6,1.0]
system ASMOV Lily ASMOV Lily ASMOV Lily DSSim

Nh 779 426 349 911 135 407 1950
nh 75 75 75 75 75 75 150
TP 16 33 38 27 51 39 46
Ph 21% 44% 51% 36% 68% 52% 30%

±12% ±12% ±12% ±12% ±12% ±12% ±8%

Table 18. Summary of the results for samples.

ASMOV DSSim Lily

P* 34% ± 10% 30% ± 8% 42% ± 10%
rrecall 18% 14% 17%

Table 19. Summary of the results for entire populations.

recall (rrecall) that is computed as ratio of the number of all correct correspondences
(sum of all correct correspondences per one system) to the number of all correct corre-
spondences found by any of systems (per all systems). This relative recall was computed
over stratified random samples, so it is rather sample relative recall.

Discussion Although the ASMOV system achieves the highest result in two strata
and the Lily system in the approximated precision P*, because of overlapping margins
of errors we cannot say that a system outperforms another. In order to make approxi-
mated results more decisive we should take larger samples. Regarding relative recall,
ASMOV achieves the highest value.

Evaluation based on reference alignments This is the classical evaluation method
where the alignments from participants are compared against the reference alignment.
So far we have built the reference alignment over five ontologies (cmt, confOf, ekaw,
iasted, sigkdd, i.e. 10 alignments); we plan to cover the whole collection in the future.
The decision about each correspondence was based on majority vote of three evalua-
tors. In the case of disagreement among evaluators, the given correspondence was the
subject of broader public discussion during the Consensus building workshop in order
to find consensus and update the reference alignment, see the section (below) about the
Evaluation based on the consensus of experts.

t=0.2 t=0.5 t=0.7
P R F-meas P R F-meas P R F-meas

ASMOV 51.8% 38.6% 44.2% 72.2% 11.4% 19.7% 100.0% 6.1% 11.6%
DSSim 34.0% 57.9% 42.9% 34.0% 57.9% 42.9% 34.0% 57.9% 42.9%

Lily 43.2% 50.0% 46.3% 60.4% 28.1% 38.3% 66.7% 8.8% 15.5%

Table 20. Recall, precision and F-measure for three different thresholds
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In Table 20, there are traditional precision (P), recall (R), and F-measure (F-meas)
computed for three diverse thresholds (0.2, 0.5, and 0.7). As we have mentioned, these
results are biased because the current reference alignment only covers a subset of all
ontology pairs from the OntoFarm collection.

Discussion All systems achieve the highest F-measure for threshold 0.2, while the
Lily system has the highest F-measure of 46.3%. The ASMOV system achieves the
highest precision for each of three thresholds (51.8%, 72.2%, 100%) however it is at
the expense of recall that is the lowest for each of three thresholds (38.6%, 11.4%,
6.1%). The highest recall (57.9%) was obtained by the DSSim system.

Evaluation based on data mining method This kind of evaluation is based on data
mining, and the goal is to reveal non-trivial findings about the participating systems.
These findings relate to the relationships between the particular system and features
such as the confidence measure, validity, kinds of ontologies, particular ontologies, and
mapping patterns. Mapping patterns have been introduced in [19]. For the purpose of
our current experiment we extended detected mapping patterns with some patterns in-
spired by correspondence patterns [16] and with error mapping patterns.

Basically, mapping patterns are patterns dealing with (at least) two ontologies.
These patterns reflect the the structure of ontologies on the one side, and on the other
side they include correspondences between entities of ontologies. Initially, we discover
some mapping patterns such as occurrences of some complex structures in the partic-
ipants results. They are neither the result of a deliberate activity of humans, nor they
are a priori ‘desirable’ or ‘undesirable’. Here are three such mapping patterns between
concepts:

– MP1 (Parent-child triangle): it consists of an equivalence correspondence between
A and B and an equivalence correspondence between A and a child of B, where A
and B are from different ontologies.

– MP2 (Mapping along taxonomy): it consists of simultaneous equivalence corre-
spondences between parents and between children.

– MP3 (Sibling-sibling triangle): it consists of simultaneous correspondences be-
tween class A and two sibling classes C and D where A is from one ontology
and C and D are from another ontology.

This year, we added three mapping patterns inspired by correspondence patterns [16]:

– MP4: it is inspired by the ‘class by attribute’ correspondence pattern, where the
class in one ontology is restricted to only those instances having a particular value
for a a given attribute/relation.

– MP5: it is inspired by the ‘composite’ correspondence pattern. It consists of a class-
to-class equivalence correspondence and a property-to-property equivalence corre-
spondence, where classes from the first correspondence are in the domain or in the
range of properties from the second correspondence.

– MP6: it is inspired by the ‘attribute to relation’ correspondence pattern where a
datatype and an object property are aligned as an equivalence correspondence.

Furthermore, there are error mapping patterns, which can disclose incorrect correspon-
dences:
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– MP7: it is the variant of MP5 ‘composite pattern’. It consists of an equivalence
correspondence between two classes and an equivalence correspondence between
two properties, where one class from the first correspondence is in the domain and
another class from that correspondence is in the range of equivalent properties,
except the case where domain and range is the same class.

– MP8: it consists of an equivalence correspondence between A and B and an equiv-
alence correspondence between a child of A and a parent of B where A and B are
from different ontologies. It is sometimes reffered to as criss-cross pattern.

– MP9: it is the variant of MP3, where the two sibling classes C and D are disjoint.

MP1 MP2 MP3 MP4 MP5 MP6 MP7 MP8 MP9

ALL 0/543/0 255/146/115 0/527/0 261/828/354 467/115/585 132/115/151 0/6/13 0/7/4 0/165/0
REF 0/70/0 39/19/17 0/58/0 35/88/35 51/6/29 1/2/3 0/0/0 0/3/0 0/27/0

Table 21. Occurrences of mapping patterns in participants results.

In Table 21 there are numbers of correspondences found by each system (AS-
MOV/DSSim/Lily) that belong to a particular mapping pattern. The row ‘ALL’ relates
to all equivalence correspondences delivered by participants with confidence measure
higher than 0.0 (1540/1950/1744). The row ‘REF’ relates to all equivalence correspon-
dences delivered by participants with confidence measure higher than 0.0 for pairs of
ontologies for which there exists the reference alignment (182/194/132).

For the data-mining analysis we employed the 4ft-Miner procedure of the LISp-
Miner data mining system21 for mining of association rules. For the sake of brevity we
mention a few examples of interesting association hypotheses discovered22:

– In correspondences with low confidence measure [0,0.4) the ASMOV system
comes 1.2 times more often with incorrect correspondences for cmt and confOf
pair of ontologies than all systems with such (incorrect) correspondences for those
two ontologies with all confidence measures (on average).

– The Lily system outputs almost three times more often correspondences that belong
to the mapping pattern MP7 than do all systems (on average).

– In correspondences with low confidence measure [0,0.4) the Lily system comes 1.2
times more often with correct correspondences for pairs of ontologies with iasted
ontology than all systems with such (correct) correspondences for those pairs of
ontologies with all confidence measures (on average).

Discussion The abovementioned hypotheses disclose potentially interesting rela-
tionships for the developers of systems. By Table 21 (particularly numbers for MP7,
MP8, and mainly for MP9) we could say that application of error mapping patterns

21 http://lispminer.vse.cz/
22 For association hypotheses with confidence measures we used REF correspondences, other-

wise we used ALL correspondences.
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would improve the systems’ performance (for Lily to some degree and especially for
DSSim) in terms of precision, while the results of the ASMOV system do not contain
any instances of error mapping patterns due to its semantic verification phase.

Evaluation based on alignment incoherence Several ways to measure the inco-
herence of an alignment have been proposed in [13]. In the following we focus on the
maximum cardinality measure mt

card which has been introduced as revision based mea-
sure. The mt

card measure compares the number of correspondences which have to be
removed to arrive at a coherent subset with the number of all correspondences in the
alignment. The conference ontologies are well suited for an analysis of alignment in-
coherence since most of them contain negation as well as different kinds of restrictions
exploiting the range of OWL-DL expressivity.

Due to practical considerations we decided to modify the approach with respect to
two aspects. First, we observed that many logical problems induced by an alignment
are related to properties. Therefore, we applied a different definition of incoherence
taking property unsatisfiability into account. We defined an ontology to be incoherent
whenever there exists an unsatisfiable concept or property. This extends the classical
approach in which ontology incoherence depends only on the unsatisfiability of con-
cepts (see for example [14]). Second, we observed that matching object properties on
datatype properties might be an appropriate way to cope with semantic heterogeneity.
Nevertheless, such a correspondence would directly result in an incoherent alignment
based on the direct natural translation of a correspondence as axiom. Therefore, we used
a slightly modified variant of the natural translation and translated each correspondence
between properties R1 and R2 into an axiom ∃R1.� ≡ ∃R2.� (we only considered
equivalence correspondences).

System Alignments Coherent Mean Median
ASMOV 44 (1010) 8 0.135 0.14
Lily 45 (851) 9 0.138 0.145
DSSim 45 (769) 3 0.206 0.166

Table 22. Number of evaluated alignments (and total of correspondences), number of coherent
alignments, mean and median for the maximum cardinality measure..

In our experimental evaluation we considered only a subset of 10 ontologies and
evaluated the alignments between all possible pairs. We excluded five ontologies (Co-
cus, Confious, Iasted, Paperdyne and OpenConf) because we only focused on align-
ments submitted by each participant and encountered reasoning problems for some of
these ontologies. Table 22 summarizes the main results. First of all we notice that only
a small fraction of submitted alignments is coherent. For ASMOV and Lily 18% resp.
20% of the evaluated alignments were coherent, while DSSim generated only 7% co-
herent alignments. We also computed the mean of the mt

card measure over all analyzed
alignments. We observe that ASMOV and Lily generate alignments with a lower degree
of incoherence (0.135 and 0.138) compared to DSSim (0.206).
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The distribution of measured values additionally supports our first impression.
Figure13 shows the second and third quartile as well as the median of the values mea-
sured via mt

card . While Lily and especially ASMOV found a way to prevent highly
incoherent alignments, 25% of the alignments generated by DSSim have a degree of
incoherence greater or equal than 0.288. For each of these alignments there are logical
reasons to remove at least one-fourth of its correspondences. The differences between
ASMOV, Lily and DSSim revealed by our incoherence analysis fits with the differences
we reported on the occurence of the error mapping patterns MP7 to MP9.

Fig. 13. Distribution of mt
card values, depicting second quartile, median, and third quartile.

Discussion Some of the participants implemented a component to debug or validate
generated alignments, namely ASMOV and Lily. To our knowledge these debugging
techniques are based on detecting certain structural patterns in correspondence pairs
(MP7 to MP9 can be seen as examples of such patterns). Although these strategies can-
not ensure the coherence of an alignment, such an approach is nevertheless an efficient
way to avoid full-fledged reasoning while increasing the degree of coherence. Taking
alignment coherence into account can be a useful guide for improving the results of a
matching system and our results suggest that there is still room for improvement.

Evaluation based on consensus of experts During so-called Consensus building
workshop we discussed 5 controversial correspondences. The main goal of this dis-
cussion among experts was to find consensus about those correspondences and track
arguments against and favour. This session ratified insights from previous years and
disclosed that finding consensus is time-consuming and not an easy activity however
doable. Some other relevant topics were raised. For instance, open-world assumption
vs. closed-world assumption was considered as an important factor for understanding
the description of entities in ontologies. The need for expressive alignments also arouse
for expressing complex correspondences combining several elements (classes or prop-
erties). The reached consensus is captured in the reference alignment and discussion
can be further proceed in the blog23.

23 http://keg.vse.cz/oaei/
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10.3 Conclusion

In conclusion, we evaluated participant results from diverse perspectives via five distinct
evaluation methods. For next year of this track, we also plan to evaluate subsumption
correspondences and further extend the reference alignment. Based on the participants’
feedback we changed ontologies from the OntoFarm collection in order to be OWL DL
compliant for the next year of the conference track.

11 Lesson learned and suggestions

The lessons learned for this year are relatively similar to those of previous years. But
there remain lessons not really taken into account that we identify with an asterisk (*).
We reiterate those lessons that still apply with new ones:

A) Unfortunately, we have not been able to maintain the better schedule of last year.
With the schedule reduced by one month (thus in overall having about 3 months),
it is very difficult to run OAEI.

B) Some of the best systems of last year did not enter. The invoked reasons were:
not enough time and/or no improvement in the systems. This pleads for continous
instead of yearly evaluation.

C) The trend that there are more matching systems able to enter such an evaluation
seems to slow down. However, the number of tracks the existing systems are able
to consider still very encouraging for the progress of the field.

D) We can confirm that systems that enter the campaign for several times tend to im-
prove over years.

E*) The benchmark test case is not discriminant enough between systems. It is still
useful for evaluating the strengths and weaknesses of algorithms but does not seem
to be sufficient anymore for comparing algorithms. We have improved tests this
year, while preserving comparability with previous years, but more is required, in
particular in automatic test generation.

F) We have had more proposals for test cases this year. However, the difficult lesson is
that proposing a test case is not enough, there is a lot of remaining work in preparing
the evaluation. Fortunately, with tool improvements, it becomes easier to perform
the evaluation.

G) There are now test cases where non equivalence-only alignments matter and there
are systems, e.g., ASMOV, Aroma, TaxoMap, which are able to deliver such align-
ments. We thus intent to have such a test case next year. The discussion about
instance matching tests has also aroused.

H) The robustness of evaluation tools make that, like last year, we had very few syntac-
tic problems this year. However, it seems that many matchers are too dependent on
particular operating systems and still many ones do not deal correctly with ontology
URIs (see the Error cells in Table 3).

I) The partition between systems able to deal with large ontologies and systems un-
able to do it seems to be transforming gradually: systems seem to be able to perform
more tasks. However, this requires an important amount of manpower.
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12 Future plans

Future plans for the Ontology Alignment Evaluation Initiative are certainly to go ahead
and to improve the functioning of the evaluation campaign. This involves:

– Finding new real world test cases, especially with expressive ontologies;
– Improving the tests along the lesson learned;
– Accepting continuous submissions (through validation of the results);
– Improving the measures to go beyond precision and recall (we have done this for

generalized precision and recall as well as for using precision/recall graphs, and
will continue with other measures);

– Developing a definition of test hardness.

Of course, these are only suggestions that will be refined during the coming year,
see [17] for a detailed discussion on the ontology matching challenges.

13 Conclusions

This year we had less systems overall entering the evaluation campaign with still a
significant number of systems. It seems however that they entered more tests individ-
ually (50 last year overall against 48 this year), so systems seem to be more up to the
challenge.

As noticed the previous years, systems which do not enter for the first time are those
which perform better. This shows that, as expected, the field of ontology matching is
getting stronger (and we hope that evaluation has been contributing to this progress).

All participants have provided description of their systems and their experience in
the evaluation. These OAEI papers, like the present one, have not been peer reviewed.
However, they are full contributions to this evaluation exercise and reflect the hard work
and clever insight people put in the development of participating systems. Reading the
papers of the participants should help people involved in ontology matching to find what
makes these algorithms work and what could be improved. Sometimes participants offer
alternate evaluation results.

The Ontology Alignment Evaluation Initiative will continue these tests by improv-
ing both test cases and testing methodology for being more accurate. Further informa-
tion can be found at:

http://oaei.ontologymatching.org.
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Abstract. Our proposed algorithm called Anchor-Flood algorithm, starts off with
anchors. It gradually explores concepts by collecting neighbors in concept taxon-
omy, thereby taking advantage of locality of reference in the graph data structure.
Then local alignment process runs over the collected small blocks of concepts.
The process is repeated for the newly found aligned pairs. In this way, we can
significantly reduce the computational time for the alignment as our algorithm
concentrates on the aligned pairs and it resolves the scalability problem in ontol-
ogy alignment over large ontologies. Through several experiments against OAEI-
2008 datasets, we will demonstrate the results and the features of our Anchor-
Food algorithm.

1 Presentation of the system

The Anchor-Flood algorithm is mainly designed targeting to align two large scale on-
tologies or one large scale and another small scale ontologies effectively. It does not
compare an entity against all the entities in other ontology. The way of selecting the
group of entities to be compared is the novelty of our algorithm. Our algorithm oper-
ates quite faster over large ontologies as observed in aligning anatomy ontologies and
it is depicted in Table 2.

1.1 State, purpose, general statement

The purpose of our Anchor-Flood algorithm is basically ontology matching. However,
we used our algorithm in patent mining system to classify a research abstract in terms
of International Patent Classification (IPC). Containing mostly general terminologies
leads classifying an abstract a formidable task. Automatic extracted taxonomy of re-
lated terms available in an abstract is aligned with the taxonomy of IPC ontology with
our algorithm succesfully. We also start using the Anchor-Flood in the focus-oriented
biomedical applications which generally contain very large ontologies.

To be specific, we only describe our Anchor-Flood algorithm and the results against
OAEI 2008 datasets here. For more details, we refer the reader to our semantic website
: http://www.kde.ics.tut.ac.jp/h̃anif. More elaborate information will be come out soon
in our semantic technology geared website.
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1.2 Specific techniques used

We implemented Anchor -Flood algorithm in java. Our algorithm contains preprocess-
ing, adaptation module for OAEI 2008, the basic block of algorihtm and the local align-
ment process.

We created our own persistent model of ontology, as our algorithm requires optimal
graph structure of concept taxonomy along with other non-trivial structural and simple
lexical information. To collect the necessary information in repository, we use the ARP
triple parser of jena module. Fig 1 shows the basic block of Anchor-Flood algorithm
to comprehend easily. However, it has complex process of collecting small blocks of
concepts and related properties dynamically.

As a part of preprocessing, we also normalize the lexical information and extract
the derivative relations, like inherited restrictions etc.

The basic part of Anchor-Flood algorithm is depicted in Fig. 1. Starting off an an-
chor, Anchor-Flood algorithm collects neighboring concepts which includes super con-
cepts, siblings and subconcepts of certain depth to form a pair of blocks across ontolo-
gies, as the neighbors of similar concepts might also be similar [5]. Local alignment
process aligns concepts and their related properties based on lexical information [2, 7,
8], semantic information [4] and structural relations [1, 3, 4]. Found aligned pairs are
considered for further processing. Hence, it burst out with a pair of aligned block in a
compacked part of the ontologies, giving the taste of segmentation [6].

Multiple anchors from different part of ontologies confirm a fair collection of aligned
pairs as a whole.

1.3 Adaptations made for the evaluation

The Anchor-Flood algorithm needs an anchor to start off. Therefore, we used another
tiny program module, which is capable of extarcting some probable aligned pairs as
anchors. The tiny program is attached inside along with our basic algorithm to produce
a system. It uses lexical information and some statistical relational information to ex-
tract a small number of aligned pairs from different part of ontologies. The program is
essentially small, simple and faster. We also removed the subsumption module of our
algorithm to make it more faster.

1.4 Link to the system and parameters file

The version of Anchor-Flood for OAEI-2008 can be downloaded from our website:
http://www.kde.ics.tut.ac.jp/h̃anif/res/anchor flood.zip

1.5 Link to the set of provided alignments (in align format)

The results for OAEI-2008 are available at our website: http://www.kde.ics.tut.ac.jp/ h̃anif/res/aflood.zip

2 Results

In this section, we describe the results of Anchor-Flood algorithm against the bench-
mark and anatomy ontologies provided by the OAEI 2008 campaign.
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Fig. 1. The figure shows the process of Anchor-Flood algorithm where anchor is taken as an input
to produce a segmented alignment. Multiple anchors produce a fair collection of aligned pairs as
a whole.

2.1 Benchmark

On the basis of the nature, we can divide the benchmark dataset into five groups: #101-
104, #201-210, #221-247, #248-266 and #301-304. We described the performance of
our Anchor-Flood algorithm over each of the groups and depicted in . The overall sum-
mary over 1xx, 2xx and 3xx are also figured in .

#101-104 Table 1 shows that Anchor-Flood algorithm produces perfect precision and
recall in this group.

#201-210 Although the lexical information of the ontologies are suppressed or modi-
fied, their structures remain quite similar. Therefore traversing the structure with taxon-
omy and relation works better for this group.

#221-247 The structures of the candidate ontologies are altered. However, the dynamic
block collector of our Anchor-Flood algorithm can collect concepts and properties as
the ontologies are small in size. Therefore, it can still produce good precision and recall.

#248-266 This is the most difficult group for our Anchor-Flood algorithm, as the struc-
ture and the lexical information altered significantly. However, the subgroups with xxx-
2 through xxx-8 are seemingly easier to align.
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Table 1. Summary of the average precision, recall and total elapsed time.

# Prec. Rec. F-Measure Total Time (sec)

1xx 1.00 1.00 1.00 2.67
2xx 0.93 0.69 0.79 87.08
3xx 0.88 0.79 0.83 3.43

Average 0.93 0.70 0.77

#301-304 Anchor-Flood algorithm in this group works well even after removing the
subsumption module from our main algorithm. Both structural and lexical analysis
works well in this group.

2.2 Anatomy

In this test, the real world cases of anatomy for Adult Mouse Anatomy (2744 classes)
and NCI Thesaurus (3304 classes) for human anatomy are included. These are relatively
large compared to benchmark ontologies. The actual effectivity of our Anchor-Flood
algorithm shows with faster operational time. It collects 1187 aligned pairs within only
1.09 minutes in our Core2 Duo 2.4MHz processor with 2GB of memory. Table 2 shows
the summary of the performance on the anatomy task.

Table 2. The Anchor-Flood algorithm collects aligned pairs from anatomy ontologies quickly.
The Table shows the brief summary of the output.

Total Aligned Pair Required Time (m)

1187 1.09

3 General comments

In this section, we want to introduce comments on the results of Anchor-Flood algo-
rithm and the way to improve the proposed system

3.1 Comments on the results

The main strength of our Anchor-Flood algorithm is the way of minimizing the com-
parisons between entities, which leads enhancement in performance. It has some better
scope in the field of ontology versioning of small specific domain ontologies comparing
with other large ontologies.

The weak points are: it has still rooms of improving alignments based on axioms,
semantic similarity, and structures of ontologies.
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3.2 Discussions on the way to improve the proposed system

The subsumption module of our algorithm takes much time. Our next plan is to improve
the alignments on the basis of axioms and structures and improving the subsumption
module as well.

4 Conclusion

Ontology matching is very important part of establishing interoperability among seman-
tic application as the core of every semantic application is ontology. We implemented
faster algorithm to align specific interrelated parts across ontologies, which gives the
flavor of segmentation. Pair of segmented aligned part across ontology can be used
versioning ontologies, e.g. cancer ontology versioning with the general diseases ontol-
ogy. The anatomical ontology matching shows the effectiveness of our Anchor-Flood
algorithm. Moreover, the experimental experience in the OAEI 2008 campaign will in-
fluence us building comprehensive ontology matching system removing the limitations
of our algorithm in the future.
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Appendix: Raw Results

The tests are carried out on an Intel Core 2 Duo 2.4MHz desktop machine with 2GB
DDR2 memory under Windows XP Professional operating system and Java 1.6.0 02
compiler

Matrix of Results

The following table contains the results of Anchor-Flood algorithm in the benchmark
test. The table includes precision (Prec.), recall (Rec.) and processing time. The pro-
cessing time includes construction of model, execution of algorithm to produce aligned
pairs and writing the results into a .rdf file.

# Prec. Rec. F-Measure Time (sec)
101 1.00 1.00 1.00 0.94
101 1.00 1.00 1.00 0.94
103 1.00 1.00 1.00 0.89
104 1.00 1.00 1.00 0.84
201 0.96 0.84 0.90 0.92

201-2 1.00 0.86 0.92 0.91
201-4 1.00 0.79 0.88 0.89
201-6 0.98 0.91 0.94 0.89
201-8 0.95 0.58 0.72 0.91
202 1.00 0.78 0.88 0.86

202-2 1.00 0.86 0.92 0.86
202-4 1.00 0.92 0.96 0.84
202-6 1.00 0.88 0.94 0.86
202-8 0.91 0.42 0.57 0.84
203 1.00 1.00 1.00 0.86
204 1.00 0.97 0.98 0.91
205 0.89 0.57 0.69 0.94
206 0.96 0.84 0.90 0.92
207 0.96 0.84 0.90 0.95
208 1.00 0.96 0.98 0.89
209 0.91 0.49 0.64 0.92
210 0.96 0.80 0.87 0.86
221 1.00 1.00 1.00 0.91
222 1.00 1.00 1.00 0.88
223 1.00 1.00 1.00 0.95
224 1.00 1.00 1.00 0.81
225 1.00 1.00 1.00 0.88
228 1.00 1.00 1.00 0.72
230 0.94 1.00 0.97 0.88
231 1.00 1.00 1.00 0.88
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232 1.00 1.00 1.00 0.83
233 1.00 1.00 1.00 0.74
236 1.00 1.00 1.00 0.74
237 1.00 1.00 1.00 0.81
238 1.00 1.00 1.00 0.91
239 0.97 1.00 0.98 0.70
240 0.97 1.00 0.98 0.8 0
241 1.00 1.00 1.00 0.69
246 0.97 1.00 0.98 0.74
247 0.97 1.00 0.98 0.84
248 0.50 0.12 0.19 0.84

248-2 0.99 0.78 0.87 0.81
248-4 0.97 0.64 0.77 0.84
248-6 0.94 0.51 0.66 0.86
248-8 0.74 0.32 0.45 0.92
249 0.92 0.24 0.38 0.86

249-2 1.00 0.86 0.92 0.88
249-4 1.00 0.90 0.95 0.84
249-6 0.93 0.58 0.71 0.88
249-8 0.95 0.77 0.85 0.84
250 1.00 0.33 0.50 0.91

250-2 1.00 0.85 0.92 0.91
250-4 1.00 0.73 0.84 0.84
250-6 1.00 0.64 0.78 0.88
250-8 1.00 0.48 0.65 0.84
251 1.00 0.32 0.48 0.91

251-2 1.00 0.85 0.92 0.91
251-4 1.00 0.76 0.86 0.92
251-6 0.97 0.62 0.76 0.91
251-8 0.92 0.47 0.62 0.92
252 0.80 0.08 0.15 0.92

252-2 0.97 0.79 0.87 0.97
252-4 0.97 0.79 0.87 0.92
252-6 0.98 0.80 0.88 0.95
252-8 0.98 0.80 0.88 0.92
253 0.46 0.11 0.18 0.86

253-2 0.99 0.78 0.87 0.86
253-4 0.99 0.68 0.81 0.88
253-6 0.93 0.52 0.67 0.84
253-8 0.79 0.34 0.48 0.86
254 1.00 0.27 0.43 0.75

254-2 1.00 0.82 0.90 0.75
254-4 1.00 0.70 0.82 0.73
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254-6 1.00 0.61 0.76 0.77
254-8 1.00 0.42 0.59 0.73
257 0.50 0.06 0.11 0.73

257-2 1.00 0.82 0.90 0.70
257-4 0.95 0.64 0.76 0.72
257-6 0.88 0.45 0.60 0.72
257-8 0.82 0.27 0.41 0.72
258 1.00 0.31 0.47 0.84

258-2 1.00 0.86 0.92 0.89
258-4 1.00 0.76 0.86 0.88
258-6 0.97 0.62 0.76 0.86
258-8 0.91 0.46 0.61 0.84
259 0.11 0.01 0.02 0.84

259-2 0.98 0.80 0.88 0.91
259-4 0.98 0.80 0.88 0.92
259-6 0.98 0.80 0.88 0.89
259-8 0.97 0.79 0.87 0.91
260 0.92 0.38 0.54 0.72

260-2 0.96 0.86 0.91 0.75
260-4 0.96 0.76 0.85 0.74
260-6 0.95 0.66 0.78 0.75
260-8 0.94 0.55 0.69 0.77
261 0.82 0.27 0.41 0.77

261-2 0.96 0.82 0.88 0.77
261-4 0.97 0.85 0.91 0.75
261-6 0.97 0.85 0.91 0.77
261-8 0.96 0.82 0.88 0.83
262-2 1.00 0.79 0.88 0.74
262-4 1.00 0.61 0.76 0.72
262-6 1.00 0.42 0.59 0.73
262-8 1.00 0.21 0.35 0.78
265 0.50 0.07 0.12 0.70
266 0.25 0.03 0.05 0.72
301 0.98 0.82 0.89 0.81
302 0.83 0.60 0.70 0.80
303 0.75 0.79 0.77 0.94
304 0.95 0.95 0.95 0.88

Total 0.93 0.70 0.80 91.45
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AROMA results for OAEI 2008

Jérôme David1
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Abstract. This paper presents the results obtained by AROMA for its first par-
ticipation to OAEI. AROMA is an hybrid, extensional and asymmetric ontology
alignment method which makes use of the association paradigm and a statistical
interstingness measure, the implication intensity.

1 Presentation of AROMA

1.1 State, purpose, general statement

AROMA is an hybrid, extensional and asymmetric matching approach designed to find
out relations (equivalence and subsumption) between entities issued from two textual
taxonomies (web directories or OWL ontologies). Our approach makes use of the asso-
ciation rule paradigm [Agrawal et al., 1993], and a statistical interestingness measure
used in this context. AROMA relies on the following assumption: An entity A will be
more specific than or equivalent to an entity B if the vocabulary (i.e. terms and also
data) used to describe A, its descendants, and its instances tends to be included in that
of B.

1.2 Specific techniques used

AROMA is divided into three successive main stages: (1) The pre processing stage
allows to represent each entity (classes and properties) by a set of terms, (2) the second
stage consists of the discovery of association rules between entities, and finally (3) the
post processing stage aims to clean and enhance the alignment.

The first stage constructs a set of relevant terms and/or datavalues for each entity.
To do this, we extract the vocabulary of entities from their annotations and individual
values with the help of single and binary term extractor applied to stemmed text.

The second stage of AROMA discovers the subsumption relations by using the
association rule model and the implication intensity measure [Gras et al., 2008]. In the
context of AROMA, an association rule a → b represents a quasi-implication (i.e. an
implication allowing some counter-examples) from the vocabulary of entity a into the
vocabulary of the entity b. Such a rule could be interpreted as a subsumption relation
from the antecedent entity toward the consequent one. For example, the binary rule
car → vehicle could be interpret: ”The concept car is more specific than the concept
vehicle”. The rule extraction algorithm takes advantage of the partial order structure
provided by the subsumption relation, and a property of the implication intensity for
pruning the search space.
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The last stage concerns the post processing of the association rule set. It performs
the following tasks:

– the deduction of equivalence relations,
– the suppression of cycles in the alignment graph,
– the suppression of the redundant correspondences,
– the selection of the best correspondence for each entity (the alignment is an injec-

tive function),
– the enhancement of the alignment by using a string similarity -based matcher (Jaro-

Winkler similarity) and previously discovered correspondences.

For more details, the reader should refer to [David et al., 2007; David, 2007].

1.3 Link to the system and parameters file

The version of AROMA used for OAEI 2008 is available at:
http://www.inrialpes.fr/exmo/people/jdavid/oaei2008/AROMA_oaei2008.jar.

The source code is available at :
http://www.inrialpes.fr/exmo/people/jdavid/oaei2008/AROMAsrc_oaei2008.jar

For align two ontologies use the following command line:

java -jar AROMA_oaei2008.jar onto1.owl onto2.owl

The resulting alignment is provided on the standard output in the alignment format.

1.4 Link to the set of provided alignments (in align format)

http://www.inrialpes.fr/exmo/people/jdavid/oaei2008/results_AROMA_oaei2008.zip

2 Results

We participated to benchmark, anatomy and fao tests. We used the same configuration
of AROMA for all tests. We did not have scaling problems. We only comment bench-
mark results because we do not have the results on the other tests. We also discuss why
we did not participate to directory and mldirectory tests.

2.1 benchmark

Since AROMA only relies on textual information, it obtains bad recall values when the
alterations affect all text annotations both in the class/property descriptions and in their
individual/property values. AROMA seems do be not influenced by structural alter-
ations ( 222-247). On these tests, AROMA favors high precision values in comparison
to recall values.
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2.2 anatomy

On anatomy test, we do not use any particular knowledge about biomedical domain.
Anatomy ontologies use their own annotation properties. We have made some adapta-
tions in order to deal with these annotations.

In terms of precision and recall, AROMA performs worse than the label equality
matcher. In particular, it obtains quite low recall value. Nevertheless, it discovers 30%
of non-trivial correspondences that are not found by the term equality matcher.

Since AROMA takes benefits of the subsumption relation for pruning the search
space, it runs quite fast. This pruning feature partially explains the low recall value
obtained by AROMA on the anatomy test.

2.3 fao

We do not make any adaptation for this test. Fao ontologies (as anatomy) use their own,
as a consequence, some textual data were not taken into account by AROMA.

On this test, AROMA also obtains low recall value and some results have not been
evaluated due to the lack of returned correspondences.

2.4 directory

The two large directories (given previous years but not this year) are divided into very
small sub directories. AROMA cannot align such very small directories because our
method is based on a statistical measure and then it needs some large amount of textual
data. However, AROMA discovers correspondences when it is applied to the complete
directories. It would be interesting to reintroduce these large taxonomies for the next
editions.

2.5 mldirectory

AROMA only relies on common textual data shared by ontologies to be align and it
does not use multi-lingual resources. As a consequence, it does not work with this kind
of tests.

3 General comments on AROMA

Even if results are quite good on benchmark track, alignments provided by AROMA
have quite low recall values. This is partially due to the pruning strategy used. To over-
come this drawback, we used a syntactical matcher in order to augment alignments.
Even if it performs well on benchmarks ontologies, this matcher seems not to be very
efficient on real cases (fao and anatomy).
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4 Conclusion

For its first participation to OAEI, AROMA passed the benchmark, FAO and Anatomy
tests. We do not have any scaling problem with these tests.

The results on benchmarks shows that AROMA is dependent on the amount of
textual information available and it has bad results when both labels and comments
are suppressed. However, AROMA is not very influenced by structural alterations. On
anatomy track, AROMA has good runtimes but lacks in terms of recall. FAO track
corroborates this drawback.
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Abstract. The Automated Semantic Mapping of Ontologies with Validation
(ASMOV) algorithm for ontology alignment was one of the top performing 
algorithms in the 2007 Ontology Alignment Evaluation Initiative (OAEI). In 
this paper, we present a brief overview of the algorithm and its improvements, 
followed by an analysis of its results on the 2008 OAEI tests. 

1 Presentation of the System

In recent years, ontology alignment has become popular in solving interoperability 
issues across heterogonous systems in the semantic web. Though many techniques 
have emerged from the literature [1], the distinction between them is accentuated by 
the manner in which they exploit the ontology features ASMOV, an algorithm that 
automates the ontology alignment process while optionally accepting feedback from a 
user, uses a weighted average of measurements of similarity along four different 
features of ontologies, and performs semantic validation of resulting alignments. A
more complete description of ASMOV is presented in [3].

1.1 State, Purpose, General Statement

ASMOV is an automatic ontology matching tool which has been designed in order to 
facilitate the integration of heterogeneous systems, using their data source ontologies.
The current ASMOV implementation produces mappings between concepts, 
properties, and individuals, including mappings from object properties to datatype 
properties and vice versa.

1.2 Specific Techniques Used

The ASMOV algorithm iteratively calculates the similarity between entities for a pair 
of ontologies by analyzing four features: lexical description (id, label, and comment), 
external structure (parents and children), internal structure (property restrictions for 
concepts; types, domains, and ranges for properties; data values for individuals), and 
individual similarity. The measures obtained by comparing these four features are 
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combined into a single value using a weighted sum in a similar manner to [2]. These
weights have been optimized based on the OAEI 2008 benchmark test results. 

Fig. 1. The ASMOV Mapping Process

Fig. 1 illustrates the fully automated ASMOV mapping process, which has been 
implemented in Java. In the pre-processing phase, the ontologies are loaded into 
memory using the Jena ARP parser [4] modeling 
component. A thesaurus is then used in order to calculate the lexical similarities 
between each pair of concepts, properties and individuals. ASMOV can be configured 
to use either the UMLS Metathesaurus [5] or WordNet [6] in order to derive the 
similarity measures. A user can also opt to not use a thesaurus; in that case, a text 
matching algorithm is used to compute the lexical distance.

Following this, the similarities between pairs of entities along the external 
structure, internal structure, and individual dimensions are calculated, and an overall 
similarity measure (or confidence value) is stored in three two-dimensional matrices, 
one each for concepts, properties, and individuals. From these similarity matrices, a 
pre-alignment is obtained by selecting the entity from one ontology with the highest 
confidence value for a corresponding entity in the other ontology.

This pre-alignment then goes through semantic validation, which detects 
semantically invalid mappings and their causes. These invalid mappings are removed 
from the pre-alignment and logged so that the algorithm does not attempt to map the 
same entities in a subsequent iteration; mappings are removed from the invalid log 
when the underlying cause disappears. In the semantic validation process, the pre-
alignment is first passed through a pruning process, which detects invalid mappings 
by analyzing the hierarchical relationships between mapped concepts. This pruning 
process is performed iteratively until no invalid mappings can be found.

After the pruning process is completed, a graph validation performs a structural
analysis using graphs built from the alignment and information from the ontologies,
while exploring inconsistencies in equivalence, subsumption, and disjointness 
relationships. The validation is performed in three phases: class validation, property 
validation, and concept-property validation. If any invalid mappings are found, the 
algorithm re-enters the pruning process; otherwise, an alignment is obtained, and the 
percentage of mappings repeated from the previous alignment is calculated. If this 
percentage is less than a threshold function, and if the alignment was not previously 
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obtained, the process returns to recalculate the similarity matrices, otherwise the 
ASMOV system process stops.

Since OAEI 2007, ASMOV has been improved in several important respects. A
new, streamlined ontology model has been created, eliminating the use of the Jena 
ontology model, in order to improve the performance of the system. The lexical 
similarity calculation has been modified to eliminate the use of Levenshtein distance 
as an alternative when words are not found in the thesaurus; this calculation, while 
helping to find some mappings, was also introducing errors, since its value is not 
comparable to the similarity values obtained using dictionaries. The iterative process 
has been modified to perform comprehensive pruning and validation in each iteration;
this modification has reduced the number of iterations required to find a solution. The 
ability to use a partial alignment as input to the algorithm has been implemented. A
relation classifier has been added to determine whether a relation between two entities 
mapped to each other is an equality, or whether one is subsumed by the other. And 
finally, some bugs have been fixed and the overall software code has been improved.

1.3 Adaptations Made for the Evaluation

No special adaptations have been made to the ASMOV system in order to run the 
2008 OAEI tests; however, five Java executable classes have been added in order to 
respectively run the benchmark series of tests, the anatomy tests, the directory tests, 
the FAO tests, and the conference tests, and output the results in the OAEI alignment 
format. The threshold function used to determine the stop criteria for ASMOV was 
established as a step function, 95% for alignments where both ontologies have more 
than 500 concepts, and 100% otherwise. Although the rules of the contests stated that
all alignments should be run from the same set of parameters, it was necessary to 
change two parameters for the anatomy tests. These parameters relate to the thesaurus
being used (UMLS instead of WordNet) and to the flag indicating whether or not to 
use ids of entities in the lexical similarity calculations.

1.4 Link to the ASMOV System

The ASMOV system (including the parameters file) can be downloaded from 
http://support.infotechsoft.com/integration/ASMOV/OAEI-2008.

1.5 Link to the Set of Alignments Produced by ASMOV

The results of the 2008 OAEI campaign for the ASMOV system can be found at    
http://support.infotechsoft.com/integration/ASMOV/OAEI-2008.
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2 Results

In this section, we present our comments on the results obtained from the 
participation of ASMOV in the four tracks of the 2008 Ontology Alignment 
Evaluation Initiative campaign. All tests were carried out on a PC running SUSE 
Linux Enterprise Server 10 with two quad-core Intel Xeon processor (1.86 GHz), 8
GB of memory, and 2x4MB cache.

2.1 Benchmark

The OAEI 2008 benchmark tests have been divided by the organizing committee in 
eleven levels of difficulty; we have added one more level to include the set of 3xx 
tests, which have been included in the benchmark for compatibility with previous 
years. The benchmarks for 2008 have varied with respect to 2007 such that the results 
from both benchmarks are not directly comparable. We have run the OAEI 2008 tests 
using the current ASMOV implementation and ASMOV from OAEI 2007 [7], which 
was found to be one of the top three performing systems [8]. The results of these 
benchmark tests for both versions of ASMOV, as well as the time elapsed for each set 
of tests, are presented in Table 1.

The precision and recall for the entire suite of tests shows the current 
implementation of ASMOV achieves 95% precision and 86% recall. This represents a
2% improvement in both precision and recall over the previous version for the entire 
suite of tests. Moreover, Table 1 shows the significant improvement, of an order of 
magnitude, in execution time achieved in the 2008 version of ASMOV.

Table 1. Benchmark test results for ASMOV version 2008 and version 2007
Level ASMOV 2008 ASMOV 2007

Precision Recall Time (sec) Precision Recall Time (sec)
0 1.00 1.00 8.60 1.00 1.00 103.55
1 1.00 1.00 4.91 1.00 1.00 67.06
2 1.00 0.99 6.06 1.00 1.00 70.11
3 0.98 0.97 9.96 0.99 0.98 143.65
4 0.99 0.98 10.07 1.00 0.96 197.09
5 0.96 0.93 8.14 0.98 0.89 222.43
6 0.94 0.88 7.22 0.92 0.82 203.65
7 0.93 0.83 7.60 0.89 0.77 194.56
8 0.90 0.71 6.65 0.84 0.72 183.82
9 0.78 0.46 2.61 0.70 0.44 79.38
10 0.40 0.04 0.54 0.38 0.05 17.96
3xx 0.81 0.77 3.42 0.82 0.82 130.72
All 0.95 0.86 75.78 0.93 0.84 1,613.97

2.1.1 Levels 0 to 4

ASMOV performs very well in this set of tests, producing an overall precision and 
recall of close to 100%. In level 3, there is a slight decrease in accuracy, due to test 
210, which uses French words for identifiers. We should note that, even if ASMOV 

135



2008 does not use a foreign-language dictionary, it still finds most mappings for test 
210, by finding similarities over the hierarchy, property structure, and individual 
membership of the ontologies. In level 4, the lower precision is skewed due to test 

found, Journal to Periodical and lastName to lastName, should be considered 
correct mappings and should be present in the reference alignment.

2.1.2 Levels 5 to 8

In these levels, it can be seen that both the precision and recall diminish as the 
difficulty level increases, as is expected. It is also clear that there is a significant 
improvement between our 2007 and 2008 versions in both precision and recall,
especially for the higher levels of difficulty. We attribute this improvement to the 
correction of some bugs in the 2007 version. In general, the tests at these levels have 
been stripped of labels and/or comments, and have had their ids scrambled, so that 
lexical similarities are not relevant; ASMOV relies on other ontology features to find 
a substantial number of correct mappings. 

2.1.3 Levels 9 and 10

In levels 9 and 10, the most difficult, there is a pronounced decrease in the precision 
and recall obtained by ASMOV 2008. The results obtained are nevertheless better 
than those obtained using the 2007 version. In these tests, the information available in 
the ontologies useful to make a decision on an alignment is increasingly sparse. Level 
10 shows low precision and very low recall results; these are the most difficult tests, 
where almost no information is available to align the ontologies. In test 262, no 
mappings were found. In this test, any class could be arbitrarily assigned to any other 
class, and ASMOV deems that the preferred alignment is the one with no mappings. 
The other two tests, 265 and 266, have slightly more information in terms of a 
hierarchy, which permits ASMOV to find some correct mappings.

2.1.4 Test 301-304

As indicated by the organizing committee, these tests represent four real-world 
ontologies of bibliographic references that contain some imperfections and are 
included for compatibility with previous years. The overall precision and recall for 
ASMOV 2008 were respectively 81% and 77%, slightly lower than our 2007 version.

2.2 Anatomy

For the anatomy track, ASMOV uses the UMLS Metathesaurus [5] instead of 
WordNet in order to more accurately compute the lexical distance between medical 
concepts. In addition, the lexical similarity calculation between concept names (ids) is
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ignored as instructed by the track organizers. ASMOV produces an alignment for all 
four subtasks of this track:
1. Optimal solution: The optimal solution alignment is obtained by using the default

parameter settings of ASMOV. It took 3 hours and 53 minutes in order to 
generate an alignment.        

2. Optimal precision: The alignment with optimal precision is obtained by changing 
the threshold for valid mappings from 1% to 50%. This means that only 
mappings with confidences greater or equal to 0.5 make it to the alignment. The 
time cost for the generation of this alignment was 3 hours and 50 minutes.

3. Optimal recall: ASMOV uses a threshold for confidence values of 1%, to avoid 
negligible non-zero confidences. The alignment with optimal recall is generated
by changing this threshold to 0%. Under this setup, it took 5 hours and 54 
minutes in order to produce the final alignment.

4. Extended solution: The alignment was obtained in 51 minutes. Although one 
would expect that all the mappings within the partial alignment would make it to 
the final alignment, ASMOV's semantic validation process rejected two of them. 
Our analysis of the ontologies justifies the rejection performed by ASMOV. 

2.3 Directory

For the 2008 version of ASMOV, we believe that a number of improvements and bug 
fixes in the semantic validation mechanisms have resulted in a more coherent 
alignment. A noticeable improvement of ASMOV is in the execution time. It took the 
2007 version close to 12 minutes to complete the matching tasks while the current 
version finished in less than 2 minutes. ASMOV was not used to process the 
mdirectory tests since it does not yet use a multilingual thesaurus.  It also could not 
run the library and vldr tests due to our inability to run the SKOS-to-OWL converter.

2.4 FAO

ASMOV was able to identify a few mappings in this series of tests. This track helped 
us refine the ontology modeling component of ASMOV with support for ontology 
extension through the owl:imports construct. The total processing time for the FAO 
tests was 4 hours and 39 minutes.

2.5 Conference

This collection of tests dealing with conference organization contains 15 ontologies. 
ASMOV is able to generate 75 generic correspondences from those ontologies. The 
overall time required to process all 75 correspondences was less than 33 seconds. 
Manual analysis of a small sample of the alignments produced by ASMOV indicates 
that the overall output of the classification component is promising.

paperdyne.owl
and OpenConf.owl. Specifically, in paperdyne.owl the property hasAcronym is 
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declared both as a datatype property and as an inverse functional property; in 
OpenConf.owl, an anonymous class is declared as an enumeration of a mixture of 
classes and individuals. Neither of these constructs is valid in OWL-DL, according to 
the OWL specification [9]; ASMOV supports only OWL-DL. Additionally, ASMOV 
had trouble aligning Conference.owl and MICRO.owl, possibly due to an inability to 
compare oneOf with Union concept declarations.  

3 General Comments

3.1 Comments on the Results

Although the current version of ASMOV performed well in the 2008 OAEI 
benchmark series of tests, its accuracy decreased for a subset of the tests compared to 
the accuracy obtained with last year's version. However the overall precision and 
recall of the 2008 version of ASMOV performs better than its 2007 counterpart; an 
improvement of 2% in both precision and recall was attained. Moreover, ASMOV 
shows a large improvement in its performance and its ability to process larger 
ontologies, having reduced processing times by one order of magnitude. Nevertheless, 
further enhancements to its scalability are still needed.

3.2 Discussions on the Way to Improve ASMOV

As in the 2007 version of ASMOV, the mapping validation in the current 
implementation is still source dependent, making the alignment process a directional 
one. As our future work, we intend to improve the mapping validation process so that 
it does not favor the source ontology. Although ASMOV will always converge, the 
amount of time needed for execution may be too great when dealing with large 
ontologies. To address this issue a threshold step function was added to the current 
version of ASMOV. It is necessary to further study different alternatives for a 
threshold function, in terms of tradeoff between accuracy and scalability.

3.3 Comments on the OAEI 2008 Test Cases

With the new tests added to the benchmark track we were able to do a proper 
behavior analysis of ASMOV depending on the semantics within ontologies, which 
guided the correction of coding errors. In the anatomy series of tests, the newly added 
test, which includes the previously referenced partial alignment, was useful in 
identifying issues within our semantic validation process; multiple inheritances was 
not addressed properly and thus led to the rejection of accurate mappings. The 
directory tests challenged the taxonomy validation of ASMOV while the conference 
track tested our relation classifier. The FAO tests made sure that ASMOV is able to 
properly load ontologies that include the owl:imports construct. 
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An ambiguity exists in the instruction of the execution phase of the OAEI 2008 
campaign. Participants are told only to use one set of parameters for all tests in all 
tracks; however, the anatomy track instructs participants to disregard the names (ids) 
of the concepts and to rely on their labels and the annotation property values in order 
to perform the lexical comparison. Since the lexical matcher of ASMOV does 
leverage the id in its computation, a parameter was added to indicate whether or not to 
use ids. Therefore, the set of parameters for this track was different than for the other 
ones ASMOV participated in this year. Furthermore, ASMOV uses one of two lexical 
databases in order to compute the distance between lexical terms. For the anatomy 
track, the UMLS Metathesaurus was used while WordNet was used for all other 
tracks.

4 Conclusion

We have provided a brief description of an automated alignment tool named 
ASMOV, analyzed its performance at the 2008 Ontology Alignment Evaluation 
Initiative campaign, and compared it with its 2007 version. The test results show that 
ASMOV is effective in the ontology alignment realm, and because of its flexibility, it 
performs well in multiple ontology domains such as bibliographic references 
(benchmark tests) and the biomedical domain (anatomy test). The tests results also 
showed that with improvement in execution time, ASMOV is now a practical tool for 
real-world applications that require on-the-fly alignments of small ontologies.  
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Abstract. Ontology matching, the task of determining relations that
hold among terms of two different ontologies, is a key issue in the Se-
mantic Web and other related fields. In order to compare the behaviour
of different ontology matching systems, the Ontology Alignment Evalua-
tion Initiative (OAEI) has established a periodical controlled evaluation
that comes in a yearly event. We present here our participation in the
2008 initiative.
Our schema-based alignment algorithm compares each pair of ontology
terms by, firstly, extracting their ontological contexts up to a certain
depth (enriched by using transitive entailment) and, secondly, combin-
ing different elementary ontology matching techniques (e.g., lexical dis-
tances and vector space modelling). Benchmark results show a very good
behaviour in terms of precision, while preserving an acceptable recall.
Based on our experience, we have also included some remarks about the
nature of benchmark test cases that, in our opinion, could help improving
the OAEI tests in the future.

1 Presentation of the system

In [7] we presented a system that analyzes a keyword-based user query, in order
to automatically extract and make explicit, without ambiguities, its semantics.
Firstly, it discovers and extracts candidate senses (expressed as ontology terms)
for each keyword, by harvesting the Semantic Web. Local ontologies or lexical
resources, as WordNet [6], can also be accessed. Then, an alignment and inte-
gration step is carried out in order to reduce redundancies (many terms from
different ontologies could describe the same intended meaning, so we integrate
them as a single sense). Finally, a disambiguation process is run to pick up
the most probable sense for each keyword, according to the context. The re-
sult can be eventually used in the construction of a well-defined semantic query
(expressed in a formal language) to make explicit the intended meaning of the
user.

We realized that the alignment component of our system is general enough to
be used for many other tasks so, based on it, we have developed an independent
aligner to be evaluated in the OAEI contest1. The latest version of our alignment

1 http://oaei.ontologymatching.org/2008/
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service is called CIDER (Context and Inference baseD alignER), which is the
subject of this study. It relies on a modified version of the semantic similarity
measure described in [7].

1.1 State, purpose, general statement

According to the high level classification given in [3], our method is a schema-
based system (opposite to others which are instance-based, or mixed), because it
relies mostly on schema-level input information for performing ontology match-
ing. As it was mentioned in the previous section, the initial purpose of our
algorithm was to discover similarities among possible senses of user keywords,
in order to integrate them when they were similar enough (to be later disam-
biguated and used in semantic query construction). Therefore, our alignment al-
gorithm was initially applied to a previously discovered set of ontological terms,
describing possible senses of a keyword.

For this study we have generalized the method, to admit any two ontologies,
and a threshold value, as input. Comparisons among all pairs of ontology terms
(not only the ones that could refer to a same user keyword) are established,
producing as output an RDF document with the obtained alignments.

1.2 Specific techniques used

Our alignment process takes as basis a modified version of the semantic similarity
measure described in [7]. A detailed discussion of the introduced improvements
is out of the scope of this paper. However, here is a brief summary of them:

1. Addition of a transitive entailment mechanism during the extraction step,
which has remarkably improved our results in terms of quality.

2. Enrichment of our initially naive comparisons between instances, by consid-
ering also their properties and corresponding values.

3. Optimization of the initially costly comparisons among properties of con-
cepts, substituting their recursive focus with the use of vector space mod-
elling. We have found that it preserves quality, while reduces time signifi-
cantly.

Figure 1 shows a schematic view of the way our matcher works. O1 and O2

represent the input ontologies. M is the matrix of resultant comparisons among
ontology terms, and A is the extracted alignment.

The first step is to extract the ontological context of each involved term, up
to a certain depth. That is (depending on the type of term), their synonyms,
textual descriptions, hypernyms, hyponyms, properties, domains, roles, associ-
ated concepts, etc. This process is enriched by applying a transitive inference
mechanism, in order to add more semantic information that is not explicit in
the asserted ontologies.

The second step is the computation of similarity for each pair of terms. It is
carried out differently, depending on the type of ontology term (concept, property
or individual). Without entering into details, comparisons are performed like this:
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Fig. 1. Scheme of the CIDER process.

1. Linguistic similarity between terms, considering labels and descriptions, is
computed.

2. A subsequent computation explores the structural similarity of the terms, ex-
ploiting their ontological contexts and using vector space modelling in com-
parisons. It comprises comparison of taxonomies and relationships among
terms (e.g. properties of concepts).

3. The different contributions are weighted, and a final similarity degree is
provided.

After that, a matrix M with all similarities is obtained. The final alignment
A is then extracted, finding the highest rated one-to-one relationships among
terms, and filtering out the ones that are below the given threshold.

In terms of implementation, CIDER prototype has been developed in Java,
extending the Alignment API [2]. The input are ontologies expressed in OWL
or RDF, and the output is served as a file expressed in the alignment format [2],
although it can be easily translated to other formats as well.

1.3 Adaptations made for the evaluation

As the benchmark test does not consider mappings between instances, we have
not computed instance alignment for this particular test. No other adaptations
have been needed.

1.4 Link to the system and parameters file

The version of CIDER used for this evaluation can be found at
http://sid.cps.unizar.es/SEMANTICWEB/ALIGNMENT/OAEI08/

1.5 Link to the set of provided alignments (in align format)

The obtained alignments for the contest can be found at
http://sid.cps.unizar.es/SEMANTICWEB/ALIGNMENT/OAEI08/results/CIDER.zip
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2 Results

The following subsections describe the participation of our system in two tracks
of the contest: benchmark and directory. Some remarks specific to each test are
described, as well as a tentative explanation of the obtained results. Further
information about the whole results of the contest can be found at [1].

2.1 Benchmark

The target of this experiment is the alignment of bibliographic ontologies. A ref-
erence ontology is proposed, and many comparisons with other ontologies of the
same domain are performed. The tests are systematically generated, modifying
differently the reference ontology in order to evaluate how the algorithm behaves
when the aligned ontologies differ in some particular aspects. A total of 111 test
cases have to be evaluated. They are grouped in three sets:

1. Concept test (cases 1xx: 101, 102, ...), that explore comparisons between the
reference ontology and itself, described with different expressivity levels.

2. Systematic (cases 2xx). It alters systematically the reference ontology to
compare different modifications or different missing information.

3. Real ontology (cases 3xx), where comparisons with other “real world” bibli-
ographic ontologies are explored.

We cannot provide results for benchmark cases 202 and 248-266, because
our system does not deal with ontologies in which syntax is not significant at
all (these cases present a total absence or randomization of labels and com-
ments). Consequently, we expect a result with a low recall in this experiment,
as the benchmark test unfavours methods that are not based on graph structure
analysis (or similar techniques).

In Table 1 we show the obtained results, grouped by type of cases. We have
obtained a very high precision (97%), which is in the top-three best values
obtained in the contest (out of 13 participants), while recall has been lower
(62%), due to the above mentioned reason. The extended results for the com-
plete dataset has been published separately by the organizers2.

1xx 2xx 3xx Average H-Mean

Precision 0.99 0.97 0.90 0.97 0.97

Recall 0.99 0.60 0.73 0.61 0.62
Table 1. Averaged results for the benchmark dataset.

Alternatively to the official results, we have computed the precision and recall
of the benchmark test excluding the cases 202 and 248-266 (and their variations
2 http://oaei.ontologymatching.org/2008/results/benchmarks.html
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248-2, 248-4, etc.), in which ontology terms are described with non expressive
texts. This is an “internal” exercise, which does not let us direct comparisons
with other methods in the contest, but gives us another point of view (more
accurate, according to the final usage of our system) of the behaviour of our
method. Results are given in Table 2.

1xx 2xx 3xx Average H-Mean

Precision 0.99 0.97 0.90 0.96 0.97

Recall 0.99 0.87 0.73 0.87 0.86
Table 2. Results for the benchmark dataset omitting cases with no significant texts.

2.2 Directory

The objective of this experiment is to match terms from plain hierarchies, ex-
tracted from web directories. It consist of more than 4 thousand elementary
alignments. We consider that our method cannot show all its strengths in this,
because the available information is extremely sparse, lacking in semantic de-
scriptions beyond hierarchical relationships (no instances, no properties, no com-
ments, no synonyms, ...).

Results have been: 60% precision, 38% recall and 47% F-measure, which has
been the second best result in this year competition (out of seven participants).
A detailed comparison has been published by organizers3. We see that, even
directory alignment is not the target of our system, it behaves reasonably well
when matching plain hierarchies.

3 General comments

The following subsections contain some remarks and comments about the results
obtained, as well as about the test cases and evaluation process.

3.1 Comments on the results

As expected, we obtained better precision than recall in the benchmark test
(due to the reasons mentioned in Section 2.1). Also in the directory experiment
precision was higher than recall. However, it is consistent with the fact that
our alignment is targeted to be used in an automatic way, minimizing human
intervention. In this conditions, precision have to be promoted over recall. That
is, maybe our system does not discover all correspondences, but we have to be
sure that, in case it discovers an equivalence mapping between two terms, they
3 http://www.disi.unitn.it/∼pane/OAEI/2008/directory/result/
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are most likely referring to the same meaning. Otherwise their later integration
would be erroneous, and the mistake would eventually be propagated to the
other steps of the system.

3.2 Discussions on the way to improve the proposed system

Our method does not consider extensional information when comparing con-
cepts, focusing only on the semantic description of the terms in the corresponding
ontologies. Its inclusion could improve results in some cases where this informa-
tion is available.

Additionally, although our system considers many features of ontologies, their
richness vary a lot from one case to another. We consider that the addition of
mechanisms to auto-adjust weights to the characteristics of ontologies (as they
do in [5]) could largely benefit our method.

Finally, although our similarity measure has been much optimized, in terms
of time response, the overall alignment process can still be subject of further
improvement.

3.3 Comments on the OAEI 2008 test cases

We have found the benchmark test very useful as a guideline for our internal im-
provements of the method, as well as to establish a certain degree of comparisons
with other existing methods.

On the other hand, we have missed some important issues that are not taken
into account in the systematic benchmark series:

1. Benchmark tests only consider positive matchings, not measuring the ability
of different methods to avoid links among barely related ontologies (only
case 102 of benchmark goes in that direction).

2. For our purposes, we try to emulate the human behaviour when mapping
ontological terms. As human experts cannot properly identify mappings be-
tween ontologies with scrambled texts, neither does our system. However,
reference alignments provided in the benchmark evaluation for cases 202
and 248-266, do not follow this intuition. We hope this bias will be reduced
in future contests.

3. Related to the latter, cases in which equal topologies, but containing different
semantics, lead to false positives, are not explicitly taken into account in the
benchmark.

4. How ambiguities can affect the method is not considered either in the test
cases. It is a consequence of using ontologies belonging to the same domain.
For example, it would be interesting to evaluate how “film” in an ontology
about movies, is mapped to “film” as a “thin layer” in another ontology.
Therefore it is difficult to evaluate the benefits of including certain disam-
biguation techniques in ontology matching [4].
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3.4 Comments on the OAEI 2008 measures

Unsuitability of precision and recall measures for ontology matching evaluation
is a well known problem [3]. We encourage organizers to try different measures
that count all correct found correspondences, even when they are not explicit in
the reference alignment.

4 Conclusion

We have presented here some results of our first participation in the OAEI 2008
contest. We have limited to two tracks: benchmark and directory, but we hope
to extend our participation in the future.

Our schema-based alignment algorithm compares the ontological contexts of
each pair of terms (enriched with transitive inference) by combining different
elementary ontology matching techniques (comparing vocabulary, taxonomies,
relations,...). Benchmark results show a very good behaviour of our system in
terms of precision, while keeping an acceptable recall. It confirms the validity
of the measure we have conceived, and its suitability to be applied in ontology
matching tasks. It encourages us to tackle further improvements, and to extend
the scope and applicability of our techniques.

We have also included, based on our experience, some considerations about
the nature of benchmark test cases that, in our opinion, could help improving
future contests.

Acknowledgments. This work is supported by the CICYT project TIN2007-
68091-C02-02.
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Abstract. The growing importance of ontology mapping on the Semantic Web
has highlighted the need to manage the uncertain nature of interpreting semantic
meta data represented by heterogeneous ontologies. Considering this uncertainty
one can potentially improve the ontology mapping precision, which can lead to
better acceptance of systems that operate in this environment. Further the ap-
plication of different techniques like computational linguistics or belief conflict
resolution that can contribute the development of better mapping algorithms are
required in order to process the incomplete and inconsistent information used and
produced during any mapping algorithm. In this paper we introduce our algorithm
called “DSSim” and describe the improvements that we have made compared to
OAEI 2006 and OAEI 2007.

1 Presentation of the system

1.1 State, purpose, general statement

Ontology mapping systems need to interpret heterogeneous data in order to simulate
“machine intelligence”, which is a driving force behind the Semantic Web. This implies
that computer programs can achieve a certain degree of understanding of such data and
use it to reason about a user specific task like question answering or data integration.
In practice there are several roadblocks[1] that hamper the development of mapping
solutions that perform equally well for different domains. Additionally the different
combination of these challenges needs to be addressed in order to design systems that
provides good quality results. DSSim has been designed to address the combination of
the 3 following challenges:

– Representation and interpretation problems: Ontology designers have a wide vari-
ety of languages and language variants to choose from in order to represent their
domain knowledge. The most widely used for small and medium sized ontolo-
gies are RDF(S) and OWL as Web ontology language however OWL has three
increasingly-expressive sublanguages(OWL Lite, OWL DL, OWL Full) with dif-
ferent expressiveness and language constructs. Other languages like SKOS, which
is a standard to support the use of knowledge organization systems (KOS) such
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as thesauri, classification schemes, subject heading systems and large scale tax-
onomies within the framework of the Semantic Web. From the logical representa-
tion point of view each representations are valid separately and no logical reasoner
would find inconsistency in them individually. However the problem occurs once
we need to compare ontologies with different representations in order to determine
the similarities between classes and individuals. Consider for example one ontol-
ogy where the labels are described with standard class rdfs:label tag and an another
ontology where the same is described as hasNameScientific data property. As a re-
sult of these representation differences ontology mapping systems will always need
to consider the uncertain aspects of how the semantic web data can be interpreted.

– Quality of the Semantic Web data: For every organisation or individual the context
of the data, which is published can be slightly different depending on how they
want to use their data. Therefore from the exchange point of view incompleteness
of a particular data is quite common. The problem is that fragmented data envi-
ronments like the Semantic Web inevitably lead to data and information quality
problems causing the applications that process this data deal with ill-defined inac-
curate or inconsistent information on the domain. The incomplete data can mean
different things to data consumer and data producer in a given application scenario.
In traditional integration scenarios resolving these data quality issues represents a
vast amount of time and resources for human experts before any integration can
take place. The main problem what Semantic Web applications need to solve is
how to resolve semantic data quality problems i.e. what is useful and meaningful
because it would require more direct input from the users or creators of the on-
tologies. Clearly considering any kind of designer support in the Semantic Web
environment is unrealistic therefore applications itself need to have built in mecha-
nisms to decide and reason about whether the data is accurate, usable and useful in
essence, whether it will deliver good information and function well for the required
purpose.

– Efficient mapping with large scale ontologies: Ontologies can get quite complex
and very large, causing difficulties in using them for any application. This is es-
pecially true for ontology mapping where overcoming scalability issues becomes
one of the decisive factors for determining the usefulness of a system. Nowadays
with the rapid development of ontology applications, domain ontologies can be-
came very large in scale. This can partly be contributed to the fact that a number
of general knowledge bases or lexical databases have been and will be transformed
into ontologies in order to support more applications on the Semantic Web. This
year the OAEI tracks have also included a task very large cross lingual ontologies,
which includes establishing mappings between Wordnet, DBPedia an GTAA(Dutch
acronym for Common Thesaurus for Audiovisual Archives), which is a domain spe-
cific thesaurus with approximately 160.000 terms. A lot of researcher might argue
that the Semantic Web is not just about large ontologies created by the large or-
ganisations but more about individuals or domain experts who can create their own
relatively small ontologies and publish it on the Web. Indeed might be true however
from the scalability point of view it does not change anything if thousands of small
ontologies or a number of huge ontologies need to be processed.
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As a result from the mapping point of view ontologies will always contain incon-
sistencies, missing or overlapping elements and different conceptualisation of the same
terms, which introduces a considerable amount of uncertainty into the mapping pro-
cess. In order to represent and reason with this uncertainty authors (Vargas-Vera and
Nagy) have proposed a multi agent ontology mapping framework [2], which uses the
Dempster-Shafer [3] theory in the context of Question Answering. Since our first propo-
sition[4] of such solution in 2005 we have gradually developed and investigated mul-
tiple components of such system and participated in the OAEI in order to validate the
feasibility of our proposed solution. Fortunately during the recent years our original
concept has received attention from other researchers [5, 6], which helps to broaden the
general knowledge on this area. We have investigated different aspects of our original
idea namely the feasibility of belief combination[7] and the resolution of conflicting be-
liefs [8] over the belief in the correctness of similarities using the fuzzy voting model.
A comprehensive description of the Fuzzy voting model can be found [8]. For this
contest (OAEI 2008) the benchmarks, anatomy, fao, directory, mldirectory, library and
vlcr tracks had been tested with this new version of DSSim (v0.3). Therefore, we had
improved our precision and recall measures. Furthermore, experiments(based on the
benchmarks) reported in [8] showed that average recall can be improved up to 12% and
average recall up to 16%. These new improvements have been included into our DSSim
v0.3 system and been tested through OM-2008.

1.2 Specific techniques used

This year we introduced also two types of improvements. Those enhancements are
mainly connected to multiword ontology entity labels and include: compound nouns
comparisons with the use of semantic relations technique as well as extensive pro-
duction of abbreviations based on defined language rules. The realization of the first
improvement comes from the inspiration of researches on computational linguistics,
whereas the second advancement is produced on the basis of pragmatic observations of
exemplary unmatched alignments from the conference track.

A fundamental case which has led us to the idea of introducing the abbreviations
factory - a component responsible for production of expected possible shortenings of
words or phrases - came from the Conference track. The available linguistic resources
(i.e. Wordnet) provide indeed a very extensive aid in dealing with different sorts of
language processing tasks. Nevertheless, those resources are not ideal. As a result the
mentioned Wordnet, for instance, does not offer any service for obtaining any list of
shortened forms for a word or phrase. Though it may seem less important in the task of
ontology matching we may consider a straight-ahead example invalidating such a view.

In some conference-track ontologies there were entities (mostly classes) denoting
the concept of “Program Committee” (or “Program Committee Member”). Of course
any human being with a little acquaintance of the domain would know that the phrase
is commonly abbreviated to “PC” (often encountered in the ontologies). Unfortunately,
such knowledge comes rather from the experience and cannot be expected to be ad-hoc
part of a computer system. Another important observation is that some specific abbrevi-
ations are typical only for those specific domains and can reflect even completely other
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phrases in a common language. For instance the “PC” phrase would rather be inter-
preted as a shortening for “Personal Computer”. In fact only few on-line abbreviation
dictionaries return the sense of “Program Committee”, which hindered us from using
the external resource on the favor of trying a (simpler for implementation) rule-based
shortenings generator.

The compound nouns comparison method is an interesting example of algorithm
dealing with interpretation of compound nouns based on earlier works done in such
fields as language understanding as well as question-answering and machine translation.
The problem of establishing the semantic relations between items of compound nouns
has awaited many different approaches [9] [10] [11]. Yet, all of them should be regarded
as partial solutions rather than a definite one. Most of the cases uses either manually
created rules [9] or machine learning techniques [10] in order to automatically build
classification rules that will enable to rate any given compound noun phrase into one of
a set of pre-selected semantic relations which best reflects the sense and nature of that
phrase. As mentioned, most approaches are not comprehensive and their authors limit
their resolutions to some specific restrictions. For instance the most often case that is
being scrutinized is the binary type of compound nouns, where the compound phrase is
made up of only two nouns (a head and modifier).

In the context of ontology matching, the class of compound nouns semantic relation
detection algorithms may be used in order to determine such relations within ontology
entities’ identifiers and labels. After the relation r1,n has been classified independently
for entities in the first of aligned ontologies O1 and r2,m separately for entities form the
other ontology O2, the alignments may be produced between the entities from O1 and
O2 on the basis of similarity between the relations r1,n and r2,m itself.
Such approach has its disadvantages but those can be in large part eliminated by intro-
ducing the algorithm into more general matching framework. For instance it fits espe-
cially well into the aligning system implemented by DSSim (described in details in [2]).
As the number of elements in the set of isolated semantic relations is usually limited
only to very general ones, the probability of detecting the same or similar relations is
subjectively high, therefore the method itself is rather sensitive to the size of the set. Yet
even if that number is relatively small the method may still be helpful if the outcomes
are combined with other ways of similarity assessment. In the case of DSSim it means
that the method can be treated as one of the experts.

Our implementation is, so far, a vastly simplified one. In the research we initially
propose a small set of manually created rules, which employ different entries describing
the ontology entity (comments are most favourable). This means that for our purposes
we adopted some parts of method given in [9] but the way the rules are created rather
moves our approach next to [10]. The method delimits us to processing of binary com-
pounds, but it is potentially possible to change this. We started the experiments with a
general set of semantic relations but recognized the need to switch to domain specific -
depending on the type and field of representation of ontologies. Such creation of rela-
tions’ set is another challenge. We also use only two-state logic in expressing similarity
function between the classified semantic relations.

We will consider some simple examples describing in more details the practical
aspects of our implementation. Table 1 represent exemplary general relations that we
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Relation type Rule
CAUSE “make”
EFFECT “result|effect”
LOCATION FROM “originates at|starts from”
AGENT “perform|performing”
INSTRUMENT “use|employ”
POSSESSOR “has|have|possess|own|owns”
PRODUCT “produce|create”
EQUATIVE “is also|equal”
PROPERTY “is”

Table 1. A model way of defining compound nouns semantic relations and classification rules.

defined (on the basis of our analysis and cited paper [9]). The created rules are simple
using the formalism of regular expressions and can mainly be based on the recognition
of keywords in the additional descriptions (comments) of the compound phrases. Some
example keywords are also presented in the table.

Now let us take into account the case of earlier mentioned “Program Committee
Member”. Assuming that the ontology entity of this name is also accompanied with
the comment: “[...] person that is performing the tasks on the account of the Program
Committee [...]” will result in triggering the conclusion that this is the instance of the
AGENT type of semantic relation once the rules are run against the comment3.

If during processing of the other ontology in the matching task another entity of
the same meta-class (i.e. a concept, relation, etc.) will be detected and it will also be
assigned the same semantic relation category (AGENT) then the binary nature of the
comparison will deem those entities to be equal. It should be noted that so far any
other relation within our implementation cannot be considered ”similar”. Thus, entities
with other relations like EFFECT or POSSESOR are simply regarded as not the same.
Nevertheless as stressed above, it is vital to take into account that having two compound
nouns entities recognized with the same category does not mean that those entities really
refer to the same meaning. So such fact should be viewed rather as a premise, at least
in the case of general semantic relations categories4.

Summing up the introduced improvements, the compound nouns comparisons with
the use of semantic relations technique is a very promising method that should in the
future seriously improve the outcome of our algorithm. Nevertheless, as it is still in a
rather premature phase the results are not according to expectations, yet. The method is
however under severe development and thus we expect major impact on results in the
future versions. It would also be interesting to introduce machine-learning techniques
for rules acquisition instead of use only manually implemented ones - for instance Ar-
tificial Neural Networks can be used for this task.

3 Because of the existence of the “performing” keyword.
4 The level of certainty is higher when the ontologies are connected to a narrower domain or if

the more specific categories are introduced.
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1.3 Adaptations made for the evaluation

Our ontology mapping system is based on a multi agent architecture where each agent
built up a belief for the correctness of a particular mapping hypothesis. Their beliefs are
then combined into a more coherent view in order to provide better mappings. Although
for the previous OAEI contests we have re-implemented our similarity algorithm as a
standalone mapping process which integrates with the alignment api, we have recog-
nised the need for possible parallel processing for tracks which contain large ontologies
e.g. very large cross-lingual resources track. This need is indeed coincide with our orig-
inal idea of using distributed multi-agent architecture, which is required for scalability
purposes once the size of the ontology is increasing. Our modified mapping process can
utilise multi core processors by splitting up the large ontologies into smaller fragments.
Both the fragment size and the number of cores that should be used for processing can
be set in the “param.xml” file.

Based on the previous implementation we have modified our process for the OAEI
2008 which works as follows:

1. Based on the initial parameters divide the large ontologies into n*m fragments.
2. Parse the ontology fragments and submit them into the alignment job queue.
3. Run the job scheduler as long as we have jobs n the queue and assign jobs into idle

processor cores.
3.1 We take a concept or property from ontology 1 and consider (refer to it from

now) it as the query fragment that would normally be posed by a user. Our algo-
rithm consults WordNet in order to augment the query concepts and properties
with their hypernyms.

3.2 We take syntactically similar concepts and properties to the query graph from
ontology 2 and build a local ontology graph that contains both concepts and
properties together with the close context of the local ontology fragments.

3.3 Different similarity and semantic similarity algorithms (considered as differ-
ent experts in evidence theory) are used to assess quantitative similarity values
(converted into belief mass function) between the nodes of the query and ontol-
ogy fragment which is considered as an uncertain and subjective assessment.

3.4 Then the similarity matrixes are used to determine belief mass functions which
are combined using the Dempster’s rule of combination. Based on the com-
bined evidences we select those mappings in which we calculate the highest
belief function.

4. The selected mappings are added into the alignment.

The overview of the mapping process is depicted on figure 1.

1.4 Link to the system and parameters file

http://kmi.open.ac.uk/people/miklos/OAEI2008/tools/DSSim.zip

1.5 Link to the set of provided alignments (in align format)

http://kmi.open.ac.uk/people/miklos/OAEI2008/results/DSSim.zip
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Fig. 1. The mapping process on a dual-core processor
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2 Results

2.1 benchmark

The benchmarks have been extended with new tests this year, which allows a more
fine-grained evaluation of the results. It is definitely more difficult than last contest
(2007). However our algorithm has produced the same results as last year. If we do not
consider the new tests we have improved the recall with keeping the same precision.
The weakness of our system to provide good mappings when only semantic similarity
can be exploited is the direct consequence of our mapping architecture. At the moment
we are using four mapping agents where 3 carries our syntactic similarity comparisons
and only 1 is specialised in semantics. However it is worth to note that our approach
seems to be stable compared to our last years performance, as our precision recall values
were similar in spite of the fact that more and more difficult tests have been introduced
in this year. As our architecture is easily expandable with adding more mapping agents
it is possible to enhance our semantic mapping performance in the future. The overall
conclusion is that our system produces stable quality mappings, which is good however
we still see room for improvements.

2.2 anatomy

The anatomy track contains two reasonable sized real world ontologies. Both the Adult
Mouse Anatomy (2.744 classes) and the NCI Thesaurus (3.304 classes) describes anatom-
ical concepts. The classes are represented with standard owl:Class tags with proper
rdfs:label tags. Our mapping algorithm has used the labels to establish syntactic simi-
larity and has used the rdfs:subClassOf tags to establish semantic similarities between
class hierarchies. We could not make use of the owl:Restriction and oboInOwl: has-
RelatedSynonym tags as this would require ontology specific additions. The anatomy
track represented a number of challenges for our system. Firstly the real word medi-
cal ontologies contain classes like “outer renal medulla peritubular capillary”, which
cannot be easily interpreted without domain specific background knowledge. Secondly
one ontology describes humans and the second describes mice. To find semantically
correct mappings between them requires deep understanding of the domain. According
to the results our system DSSim did not perform as well as we have expected in this
test compared to the best system (SAMBO) because we do not use any domain specific
background knowledge or heuristics but the standard WordNet dictionary. The run time
per test was around 30 min, which is an improvement compared to last year.

2.3 fao

The fao track contains one reasonable sized and two large ontologies. The AGROVOC
describes the terminology of all subject fields in agriculture, forestry, fisheries, food
and related domains (e.g. environment). It contains around 2.500 classes. The classes
itself are described with a numerical identifier through rdf:ID attributes. Each class
has an instance, which holds labels in multiple languages describing the class. For
establishing syntactic similarity we substitute the class label with its instance labels.
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Each instance contains a number of additional information like aos:hasLexicalization
of aos:hasTranslation but we do not make use of it as it describes domain specific infor-
mation. ASFA contains 10.000 classes and it covers the world’s literature on the science,
technology, management, and conservation of marine, brackish water, and freshwater
resources and environments, including their socio-economic and legal aspects. It con-
tains only classes and its labels described by the standard owl:Class formalism. The
fisheries ontology covers the fishery domain and it contains a small number of classes
and properties with around 12.000 instances. Its conceptual structure is different from
the other two ontologies. These differences represented the major challenge for creating
the alignments. The FAO track was one of the most challenging ones as it contains three
different sub tasks and large scale ontologies. As a result DSSim was one of the two
systems, which could create complete mappings. The other systems have participated
in only one sub task. In terms of overall F-Value RiMOM has performed better than
DSSim. This can be contributed to the fact that the FAO ontologies contain all rele-
vant information e.g. rdfs:label, hasSynonym, hasLexicalisation on the individual level
and using them would imply implementing domain specific knowledge into our system.
Our system has underperformed RiMOM because our individual mapping component
is only part of our whole mapping strategy whereas RiMOM could choose the favour
instance mapping over other strategies. However in the agrorgbio sub task DSSim out-
performed RiMOM, which shows that our overall approach is comparable. The total
execution time was around 10 hours.

2.4 directory

In the library track only 6 systems have participated this year. In terms of F-value
DSSim has performed the best however the difference is marginal compared to the
CIDER or Lily systems. The directory test as well has been manageable in terms of
execution time. In general the large number of small-scale ontologies made it possi-
ble to verify some mappings for some cases. The tests contain only classes without
any labels but in some cases different classes have been combined into one class e.g.
“News and Media” that introduces certain level of complexity for determining syn-
onyms using any background knowledge. To address these difficulties we have used a
compound noun algorithms described in section 1.2. The execution time was around 15
minutes.

2.5 mldirectory

This track contains ontologies from five domains namely automobile, movie, outdoor,
photo and software in both English and Japanese. They contain class descriptions in
OWL format and RDF descriptions for the instances with labels and comments. We
have produced only the English-English class alignments using the instance labels for
the classes where possible. There were no reference alignments for this track and no
expert evaluation were carried out for the results. The evaluators have compared the
systems based on how many alignments the systems produced and what was overlap
between the provided results. In the english-english alignment only 4 systems have
participated from which only three (including DSSim) has run all data sets. Based on the
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total alignment provided DSSim achieved the third place(around 30 % less mappings
compared to RiMOM but only 5% less than Lily). The most surprising concerning the
results is that there were no mappings, which were provided by all 4 systems at any of
the data sets. From the performance point of view the run time for this track was around
8 hours.

2.6 library

The library track contains two SKOS describing scientific collections (GTT) which is
a huge vocabulary containing 35.000 general concepts and the Brinkman thesaurus,
containing a large set of headings with more than 5.000 descriptions. Additionally not
all labels were available in English therefore we have used the original Dutch labels.
The implication is that we could not determine hypernyms from WordNet, which might
impact our mapping precision negatively. We have participated in this track last year
as well and although we did not add Dutch background knowledge to our algorithm
we expect improvements compared to last year. The track is difficult partly because
of its relative large size and because of its multilingual representation. Nevertheless in
the library track DSSim has performed the best out of the 3 participating systems. The
track is difficult partly because of its relative large size and because of its multilingual
representation. However these ontologies contain related and broader terms therefore
the mapping can be carried out without consulting multi lingual background knowledge.
This year the organisers have provided instances as separate ontology as well however
we did not make use of it for creating our final mappings. For further improvements in
recall and precision we will need to consider these additional instances in the future.
This year the run time was around 12 hours.

2.7 vlcr

This vlcr track was the most complex this year and DSSim was the only system that
have participated in this track. It contains 3 large ontologies. The GTAA thesaurus is
a Dutch public audiovisual broadcasts archive, for indexing their documents, contains
around 3.800 subject keywords, 97.000 persons, 27.000 names and 14.000 locations.
The DBPedia is an extremely rich dataset. It contains 2.18 million resources or ”things”,
each tied to an article in the English language Wikipedia. The ”things” are described
by titles and abstracts in English and often also in Dutch. We have converted the orig-
inal format into standard SKOS in order to use it in our system. However we have
converted only the labels in English and in Dutch whenever it was available. The third
resource was the WordNet 2.0 in SKOS format where the synsets are instances rather
than classes. In our system the WordNet 3.0 is included into as background knowledge
therefore we have converted the original noun-synsets into a standard SKOS format and
used our WordNet 3.0 as background knowledge. In this track our precision has ranged
from 10% to 94% depending on the test and facet. The lowest precision 0.1 occurred
on the GTAA-Wordnet mapping for the persons facet. This can be explained because
the GTAA contains nearly hundred thousand persons, which does not have at all corre-
spondence in WordNet. In fact WordNet contains very few persons. As the number of
entities in these ontologies are very large only an estimation was can be calculated for
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the recall/coverage and for not all the facets. The estimated recall values for the evalu-
ated samples were relatively low around 20 %. For more advanced evaluation more tests
will be needed in order to identify the strengths and weaknesses of our system. The run
time of the track was over 2 weeks and we could not run the complete GTAA-DBPedia
combination due to the lack of time.

2.8 conferences

This test set is made up of collection of 15 real-case ontologies dealing with the do-
main of conference organization. Although all the ontologies are well embedded in the
described field, nevertheless they are heterogeneous in their nature. This heterogeneity
comes mainly from: designed ontology application type, ontology expressivity in terms
of formalism, and robustness. Out of given 15 ontologies the production of alignments
should result in 210 possible combinations (we treat the equivalent alignment as sym-
metric). However, we obtained 91 non-empty alignment files in the generation. DSSim
was one of two participants, which provided the maximum 105 alignments this year.
The results were evaluated based on different methods e.g. sample and approximate or
reference alignments. Fortunately this year a new reference alignment has been pro-
duced, which contains all possible pairs of five ontologies. Three confidence threshold
was used for the evaluation(0.2, 0.5, 0.7) where the given threshold was used to filter
results with the given threshold. Based on the F-measure our system performed differ-
ently considering the given threshold values. With threshold 0.2 DSSim is on the third
position out of the three participating systems where the difference between systems
is marginal. The position changes as the threshold increases. Using 0.5 as threshold
DSSim moves to the first position while maintaining a marginal difference compared
to the second place. The situation changes considerably using the 0.7 threshold. The
difference between DSSim and the other systems increases considerably(DSSim 42 %
compared to Lily 15% and ASMOV 11 %). From the performance point of view the
alignments took about 1.5 hour on a rather slow computer 5. After the reviewing stage
of the results we came to the conclusions that good results generation is challenging for
all ontology pairs in this track.

3 General comments

3.1 Discussions on the way to improve the proposed system

We have experienced that developing ontology specific functionality into the mapping
system could considerably improve the quality of the mappings. For example using
aos:hasTranslation tag in the fao track can provide additional information for assessing
similarities. However these solutions will only work for the specific ontologies only
which contradicts with our objective to provide a good mapping system independent
on the domain. From the background knowledge point of view we have concluded that
based on the latest results that the additional multi lingual and domains specific back-
ground knowledge could provide added value for improving both recall and precision
of the system.

5 Pentium III 750 MHz, 512 MB
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3.2 Comments on the OAEI 2008 procedure

The OAEI procedure and the provided alignment api works very well out of the box
for the benchmarks, anatomy, directory, mldirectory and conference tracks. However
for the fao, vlcr and library track we had to develop an SKOS parser, which can be in-
tegrated into the alignment api. Our SKOS parser convert SKOS file to OWL, which
is then processed using the alignment api. Additionally we have developed a multi
threaded chunk SKOS parser which can process SKOS file iteratively in chunks avoid-
ing memory problems. For the vlcr track we had to develop several conversion and
merging utility as the original file formats were not easily processable.

3.3 Comments on the OAEI 2008 test cases

We have found that most of the benchmark tests can be used effectively to test various
aspects of an ontology mapping system since it provides both real word and gener-
ated/modified ontologies. The ontologies in the benchmark are conceived in a way that
allows anyone to clearly identify system strengths and weaknesses which is an impor-
tant advantage when future improvements have to be identified. The anatomy, library
and mldirectory tests are perfect to verify the additional domain specific or multi lin-
gual domain knowledge. Unfortunately this year we could not integrate our system with
such background knowledge so the results are not as good as we expected.

4 Conclusion

Based on the experiments gained during OAEI 2006, 2007 and 2008 we had a possibil-
ity to realise a measurable evolution in our ontology mapping algorithm and test it with
8 different mapping tracks. Our main objective is to improve the mapping precision
with managing the inherent uncertainty of any mapping process and information in the
different ontologies. The different formalisms of the ontologies suggest that on the Se-
mantic Web there is a need to qualitatively compare and evaluate the different mapping
algorithms. Participating in the Ontology Alignment Evaluation Initiative is an excellent
opportunity to test and compare our system with other solutions and helped a great deal
identifying the future possibilities that needs to be investigated further. Further DSSim
team was invited for oral presentation to the Ontology Mapping Workshop 2008 (OM-
2008). An extract from the organizers is as follows: “Based on the discussion among
the OAEI organisers and taking into account the number of tracks addressed and quality
of matching results, it has been resolved that only the DSSim and ASMOV teams are
offered to make oral presentations concerning their evalutation results”.
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Abstract. GeRoMeSuite is a generic model management system which provides
several functions for managing complex data models, such as schema integration,
definition and execution of schema mappings, model transformation, and match-
ing. The system uses the generic metamodel GeRoMe for representing models,
and because of this, it is able to deal with models in various modeling languages
such as XML Schema, OWL, ER, and relational schemas.
A component for schema matching and ontology alignment is also part of the
system. We participated this year the first time in the OAEI contest in order to
evaluate and compare the performance of our matcher component with other sys-
tems. Therefore, we focused our efforts on the ‘benchmark’ track.

1 Presentation of the system

Manipulation of models and mappings is a common task in the design and develop-
ment of information systems. Research in Model Management aims at supporting these
tasks by providing a set of operators to manipulate models and mappings. As a frame-
work, GeRoMeSuite [4] provides an environment to simplify the implementation of
model management operators. GeRoMeSuite is based on the generic role based meta-
model GeRoMe [3], which represents models from different modeling languages (such
as XML Schema, OWL, SQL) in a generic way. Thereby, the management of models
in a polymorphic fashion is enabled, i.e. the same operator implementations are used
regardless of the original modeling language of the schemas. In addition to providing
a framework for model management, GeRoMeSuite implements several fundamental
operators such as Match [7], Merge [6], and Compose [5].

The matching component of GeRoMeSuite has been described in more detail in [7],
where we present and discuss in particular the results for heterogeneous matching tasks
(e.g. matching XML Schema and OWL ontologies).

1.1 State, purpose, general statement

As a generic model management tool, GeRoMeSuite provides several matchers which
can be used for matching models in general, i.e. our tool is not restricted to a partic-
ular domain or modeling language. Therefore, the tool provides several well known
matching strategies, such as string matchers, Similarity Flooding, children and parent
matchers, matchers using WordNet, etc. In order to enable the flexible combination of
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these basic matching technologies, matching strategies combining several matchers can
be configured in a graphical user interface.

Because of its generic approach, GeRoMeSuite is well suited for matching tasks
across heterogeneous modeling languages, such as matching XML Schema with OWL.
We discussed in [7] that the use of a generic metamodel, which represents the semantics
of the models to be matched in detail, is more advantageous for such heterogeneous
matching tasks than a simple graph representation.

Furthermore, GeRoMeSuite is a holistic model management and not limited to schema
matching or ontology alignment. It supports also other model management tasks such as
schema integration [6], model transformation [2], mapping execution and composition
[5].

1.2 Specific techniques used

The basis of GeRoMeSuite is the representation of models (including ontologies) in the
generic metamodel GeRoMe. Any kind of model is transformed first into the generic
representation, then the model management operators can be applied to the generic
representation. The main advantage of this approach is that operators have to be im-
plemented only once for the generic representation. In contrast to other (matching) ap-
proaches which use a graph representation without detailed semantics, our approach is
based on the semantically rich metamodel GeRoMe which is able to represent modeling
features in detail.

For the OAEI campaign, we focused on improving our matchers for the special
case of ontology alignment, e.g. we added some features which are useful for match-
ing ontologies. For example, the generic representation of models allows the traversal of
models in several different ways. During the tests with the OAEI tasks, we realized that,
in contrast to other modeling languages, traversing the ontologies using another struc-
ture than class hierarchy is not beneficial. Therefore, we configured all our matchers
that take the model structure into account just to work with the class hierarchy. Further-
more, we implemented so called ‘children’ and ‘parent’ matchers, which propagate the
similarity of elements up and down in the class hierarchy.

In addition, we also implemented a matcher using WordNet to discover synonyms
in the ontologies. However, as the benchmark track contains only one example which
uses synonyms, we did not include this matcher in the final configuration for the OAEI
campaign.

1.3 Adaptations made for the evaluation

As only one configuration can be used for all matching tasks, we worked on strategies
for measuring the quality of an alignment without having a reference alignment. We
compared several statistical measures (such as expected value, variance, etc.) of align-
ments with different qualities in order to identify a ‘good’ alignment. Furthermore,
these values can be used to set thresholds automatically.

During the tests, we made the experience that the expected value of all similarities,
the standard deviation, and the number of mappings per model element can be used to
evaluate the quality of an alignment.
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Fig. 1 indicates the strategy which we used for the matching tasks in the benchmark
track. The aggregation and filter steps are not fixed, they use the statistical values of the
input similarities to adapt the actual values of, for example, threshold and aggregation
weights.

The role matcher is a special matcher which compares the roles of model elements
in our generic role-based metamodel. In principle, this results in that only elements of
the same type are matched, e.g. classes with classes only and properties with properties
only.

Children Similarity

String
Matcher

Matcher

Filter Aggregation

y
Flooding

Aggregation Filter

Parent
Matcher

Role
Matcher

Fig. 1. Matching Strategy for OAEI

Furthermore, we experimented with histograms, i.e. a graphical representation of
the distribution of similarity values. Although we could not identify particular patterns
for histograms of ‘good’ or ‘bad’ alignments, we found the histogram quite useful for
working interactively with the matching component of GeRoMeSuite. Fig. 2 shows a
screenshot of GeRoMeSuite, including a window showing the histogram of a match
result. In addition, the upper part of the window shows some statistical values for the
current similarities. In another dialog, the filter can be adapted.

On a technical level, we implemented a command line interface for the matching
component, as the matching component is normally used from within the GUI frame-
work of GeRoMeSuite. The command line interface can work in a batch modus in which
several matching tasks and configurations can be processed and compared.

1.4 Link to the system and parameters file
More information about the system can be found on the homepage of GeRoMeSuite:
http://www.dbis.rwth-aachen.de/gerome/

The page provides also links to the configuration files used for the evaluation.

1.5 Link to the set of provided alignments (in align format)
The results for the OAEI campaign 2008 are available at http://www.dbis.rwth-aachen.
de/gerome/results.html

2 Results

As we participated the first time in the OAEI campaign, we just focused on the bench-
mark track. The time used for each matching task was about 5 to 15 seconds.
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Fig. 2. GUI of the Matching Component of GeRoMeSuite with Histogram Dialog
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2.1 Benchmark

Overall, our matching component achieved very similar values for precision and recall,
which seems to be rather unusual, if we compare our results with the results of other
systems for previous years, where the precision was usually higher than recall.

Tasks 101-104 These tasks were quite easy as we could achieve a high precision and
recall already with simple string matchers.

Task Precision Recall
101 1,00 0,79
103 0,94 0,79
104 0,95 0,79
For task 102 (irrelevant ontology), our matcher identified a few corresponding ele-

ments, such as year and yearValue, or date and year. Depending on the application of
the mapping, such correspondences might be reasonable (e.g. for ontology merging).

Tasks 201-210 In these tasks, the linguistic information could not always be used as
labels or comments were missing. After including also comments into the matching
process, we could improve the match quality for these tasks significantly. For the syn-
onym task (205), we also tested a matcher which uses WordNet to detect synonyms.
However, as this matcher did not significantly improve the quality of the match result
and required about three times more time than all other matchers together, we dropped
the WordNet matcher from the final configuration.

Overall, the results are satisfying, except for the case 202, where no linguistic in-
formation at all was available.

Task Precision Recall
201 0,87 0,79
201-2 0,95 0,79
201-4 0,93 0,79
201-6 0,97 0,79
201-8 0,91 0,79
202 0,17 0,06
202-2 0,74 0,77
202-4 0,93 0,67
202-6 0,94 0,60
202-8 0,77 0,48
203 1,00 0,79
204 1,00 0,79
205 1,00 0,79
206 0,93 0,78
207 0,93 0,78
208 0,99 0,77
209 0,58 0,45
210 0,61 0,73
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2.2 Tasks 221-231

The ontologies in these tasks lacked some structural information. As our matcher still
uses string similarity in a first step, the results in this section were still quite reasonable.

Task Precision Recall
221 1,00 0,65
222 0,97 0,78
223 0,85 0,78
224 1,00 0,79
225 1,00 0,79
228 1,00 0,88
230 0,97 0,85
231 1,00 0,79

Tasks 232-266 These tasks are some combinations of the tasks before. For most of
the tasks, the performance of our matcher was satisfying, but for some tasks, especially
those without any linguistic information, it produced disappointing results. This gives
some hints for future improvements of our matcher component, e.g. taking into account
the overall structure of the ontology.

Tasks 301-304 For tasks 301 and 304, our system produce quite reasonable results.
Further improvements could have been achieved, for example, by using the WordNet
matcher for detecting synonyms, but we did not include this matcher because of perfor-
mance reasons as explained above. Task 303 could not be processed by our system as
there was a problem with importing this ontology into our generic representation.

3 Comments

A structured evaluation and comparison of ontology alignment and schema matching
components is very useful for the development of such technologies. However, map-
pings between models are constructed for various reasons which can result in very
different mapping results. For example, mappings for schema integration may differ
from mappings for data translation. Therefore, different semantics for ontology align-
ments should be taken into account in the future, as it has been pointed out for schema
matching in [1].

4 Conclusion

As our tool is neither specialized on ontologies nor limited to the matching task, we
did not expect to deliver very good results. However, we were quite satisfied with the
overall results. In general, we need to work on an improvement of the recall value.
Furthermore, techniques used by other tools presented at the workshop would help us to
improve the quality of the matching result and the performance of our tool. For example,
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identification of similar sub-structures in ontologies and semantic verification of the
identified correspondences seem to be promising techniques to improve the quality and
performance of the matching system.
Acknowledgements: This work is supported by the DFG Research Cluster on Ultra
High-Speed Mobile Information and Communication (UMIC, http://www.umic.
rwth-aachen.de).
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Abstract. This paper presents the alignment results of Lily for the ontology 
alignment contest OAEI 2008. Lily is an ontology mapping system, and it has 
four main features: generic ontology matching, large scale ontology matching, 
semantic ontology matching and mapping debugging. In the past year, Lily has 
been improved greatly for both function and performance. In OAEI 2008, Lily 
submited the results for seven alignment tasks: benchmark, anatomy, fao, 
directory, mldirectory, library and conference. The specific techniques used by 
Lily are introduced briefly.The strengths and weaknesses of Lily are also 
discussed.

1  Presentation of the system 

Currently more and more ontologies are distributedly used and built by different 
communities. Many of these ontologies would describe similar domains, but using 
different terminologies, and others will have overlapping domains. Such ontologies 
are referred to as heterogeneous ontologies, which is a major obstacle to realize 
semantic interoperation. Ontology mapping, which captures relations between 
ontologies, aims to provide a common layer from which heterogeneous ontologies 
could exchange information in semantically sound manners. 

Lily is an ontology mapping system for solving the key issues related to 
heterogeneous ontologies, and it uses hybrid matching strategies to execute the 
ontology matching task. Lily can be used to discovery the mapping for both normal 
ontologies and large scale ontologies. 

1.1  State, purpose, general statement 

In order to obtain good alignments, the core principle of the matching strategy in Lily 
is utilizing the useful information effectively and rightly. Lily combines several novel 
and efficient matching techniques to find alignments. Currently, Lily realized four 
main functions: (1) Generic Ontology Matching method (GOM) is used for common 
matching tasks with small size ontologies. (2) Large scale Ontology Matching method 
(LOM) is used for the matching tasks with large size ontologies. (3) Semantic 
Ontology Matching method (SOM) is used for discovering the semantic relations 
between ontologies. Lily uses the web knowledge to recognize the semantic relations 
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through the search engine. (4) Ontology mapping debugging is used to improve the 
alignment results. 

The alignment process mainly contains three steps: (1) Preprocessing step parses 
the ontologies, and prepares the necessary data for the subsequent steps. (2) Match 
computing step uses suitable methods to compute the similarity between elements 
from different ontologies. (3)Post processing step is responsible for extracting, 
debugging and evaluating mappings. The architecture of Lily is shown in Fig. 1.  

The lasted version of Lily is V2.0. Comparing with the last version V1.2, Lily has 
been enhanced greatly at both function and performance. Lily V2.0 provides a 
friendly graphical user interface. Fig.2 shows a snapshot when Lily is running. 

Fig. 1. The Architecture of Lily 

Fig. 2. The user interface of Lily 
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1.2  Specific techniques used 

Lily aims to provide high quality 1:1 alignments between concept/property pairs. The 
main specific techniques used by Lily are as follows. 

Semantic subgraph An entity in a given ontology has its specific meaning. In our 
ontology mapping view, capturing such meaning is very important to obtain good 
alignment results. Therefore, before similarity computation, Lily first describes the 
meaning for each entity accurately. The solution is inspired by the method proposed 
by Faloutsos et al. for discovering connection subgraphs [1]. It is based on electricity 
analogues to extract a small subgraph that best captures the connections between two 
nodes of the graph. Ramakrishnan et al. also exploits such idea to find the informative 
connection subgraphs in RDF graph [2]. 

The problem of extracting semantic subgraphs has a few differences from 
Faloutsos’s connection subgraphs. We modified and improved the methods provided 
by the above two work, and proposed a method for building an n-size semantic 
subgraph for a concept or a property in ontology. The subgraphs can give the precise 
descriptions of the meanings of the entities, and we call such subgraphs semantic 
subgraphs. The detail of the semantic subgraph extraction process is reported in our 
other work [3]. 

The significance of semantic subgraphs is that we can build more credible 
matching clues based on them. Therefore it can reduce the negative affection of the 
matching uncertain. 

Generic ontology matching method The similarity computation is based on the 
semantic subgraphs, i.e. all the information used in the similarity computation is come 
from the semantic subgraphs. Lily combines the text matching and structure matching 
techniques [3]. 

Semantic Description Document (SDD) matcher measures the literal similarity 
between ontologies. A semantic description document of a concept contains the 
information about class hierarchies, related properties and instances. A semantic 
description document of a property contains the information about hierarchies, 
domains, ranges, restrictions and related instances. For the descriptions from different 
entities, we calculate the similarities of the corresponding parts. Finally, all separate 
similarities are combined with the experiential weights. For the regular ontologies, the 
SDD matcher can find satisfactory alignments in most cases. 

To solve the matching problem without rich literal information, a similarity 
propagation matcher with strong propagation condition (SSP matcher) is presented, 
and the matching algorithm utilizes the results of literal matching to produce more 
alignments. Compared with other similarity propagation methods such as similarity 
flood [4] and SimRank [5], the advantages of our similarity propagation include 
defining stronger propagation condition, semantic subgraphs-based and with efficient 
and feasible propagation strategies. Using similarity propagation, Lily can find more 
alignments that cannot be found in the text matching process. 

However, the similarity propagation is not always perfect. When more alignments 
are discovered, more incorrect alignments would also be introduced by the similarity 
propagation. So Lily also uses a strategy to determine when to use the similarity 
propagation. 
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Large scale ontology matching Large scale ontology matching tasks propose the 
rough time complexity and space complexity for ontology mapping systems. To solve 
this problem, we proposed a novel method [6], which uses the negative anchors and 
positive anchors to predict the pairs can be passed in the later matching computing. 
The method is different from other several large scale ontology matching methods, 
which are all based on ontology segment or modularization. 

Semantic ontology matching Our semantic matching method [7] is base on the 
idea that Web is a large knowledge base, and from which we can gain the semantic 
relations between ontologies through Web search engine. Based on lexico-syntactic 
patterns, this method first obtains a candidate mapping set using search engine. Then 
the candidate set is refined and corrected with some rules. Finally, ontology mappings 
are chosen from the candidate mapping set automatically. 

Ontology mapping debugging Lily uses a technique called ontology mapping 
debugging to improve the alignment results [8]. During debugging, some types of 
mapping errors, such as redundant and inconsistent mappings, can be detected. Some 
warnings, including imprecise mappings or abnormal mappings, are also locked by 
analyzing the features of mapping result. More importantly, some errors and warnings 
can be repaired automatically or can be presented to users with revising suggestions. 

1.3  Adaptations made for the evaluation 

In OAEI 2008, Lily used GOM matcher to compute the alignments for three tracks 
(benchmark, directory, conference). In order to assure the matching process is fully 
automated, all parameters are configured automatically with a strategy. For the large 
ontology alignment tracks (anatomy, fao, mldirectory, library), Lily used LOM 
matcher to discover the alignments. All parameters used by these tracks are same. 
Lily can determine which matcher should be chose according to the size of ontology. 

1.4  Link to the system and the set of provided alignments 

Lily V2.0 and the alignment results for OAEI 2008 are available at 
http://ontomappinglab.googlepages.com/lily.htm. 

2  Results 

2.1  benchmark 

The benchmark test set can be divided into five groups: 101-104, 201-210, 221-247, 
248-266 and 301-304. 

101-104 Lily plays well for these test cases. But for the irrelevant ontology 102, 
Lily returns several alignments because it cannot decide whether the two ontologies 
are irrelevant, so it tries to find any possible alignments. 

201-210 Lily can produce good results for this test set. Even without right labels 
and comments information, Lily can find most correct alignments through making use 
of other information such as instances. Using few alignment results obtained by the 
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basic methods as inputs, the similarity propagation strategy will generate more 
alignments. 

221-247 Lily can find most correct alignments using the labels and comments 
information. 

248-266 This group is the most difficult test set. Lily first uses the SDD matcher to 
look for a few alignments. Then, using initial alignments as input, Lily exploits the 
SSP matcher to discover more alignments. In our experiments, too smaller and too 
bigger size semantic subgraph can not produce good alignments. 10-35 is a suitable 
size range in our experience. In 262, since almost all literal and structure information 
are suppressed, the similarity propagation can not find any results. 

301-304 This test set are the real ontologies. Lily only finds the equivalent 
alignment relations. 

The following table shows the average performance of each group and the overall 
performance on the benchmark test set. 

Table 1. The performance on the benchmark 

 101-104 201-210 222-247 248-266 301-304 Average H-mean 
Precision 1.00 1.00 0.99 0.93 0.86 0.95 0.97 
Recall 1.00 0.95 1.00 0.76 0.79 0.84 0.88 

2.2  anatomy 

The anatomy track consists of two real large-scale biological ontologies. Lily can 
handle such ontologies smoothly with LOM method. Lily submitted the results for 
three sub-tasks in anatomy. Task#1 means that the matching system has to be applied 
with standard settings to obtain a result that is as good as possible. Task#2 means that 
the system generates the results with high precision. Task#3 means that the system 
generates the alignment with high recall. 

Table 2 shows the performance of the task #1, #2 and #3 on anatomy test set, 
where Recall+ measures how many non trivial correct correspondences can be found 
in an alignment. 

Table 2. The performance on the anatomy 

 Runtime Precision Recall Recall+ F-measure 
Task#1 3h 20min 0.796 0.693 0.470 0.741 
Task#2 3h 20min 0.863 0.640  0.664 
Task#3 3h 20min 0.490 0.790 0.613 0.605 

2.3  directory 

The directory track requires matching two taxonomies describing the web directories. 
Except the class hierarchy, there is no other information in the ontologies. Therefore, 
besides the literal information, Lily also utilizes the hierarchy information to decide 
the alignments. Table 3 shows the performance on the directory test set. 
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Table 3. The performance on the directory 

Precision Recall F-measure
0.59 0.37 0.46 

2.4  conference 

This task contains 15 real-case ontologies about conference. For a given ontology, we 
compute the alignments with itself, as well as with other ontologies. For we treat the 
equivalent alignment is symmetric, we get 105 alignment files totally. The 
heterogeneous character in this track is various. It is a challenge to generate good 
results for all ontology pairs in this test set. 

The performance of Lily on this data set is shown as Table 4. The evaluation is 
based on two reference alignments. 

Table 4. The performance on the conference based on reference mappings 

 Precision Recall F-measure 
Reference Alignment A 0.568 0.581 0.575 
Reference Alignment B 0.432 0.500 0.463 

2.5  fao 

The task consists of several large scale ontologies about food and agricultural domain. 
The LOM method is used to find the alignments. Lily only provides the alignments 
between concepts or properties. Therefore, we did not submit the alignments for the 
subtask for finding the alignments between instances. Table 5 is the performance on 
fao data set. 

Table 5. The performance on the fao 

subtrack Precision Recall 
agrafsa 0.867 0.403 

2.6  library 

This is a thesaurus mapping task. Lily only discovers the extractMatch alignments. 
Lily did not utilize the instance information provided in this year. Table 6 shows the 
evaluation results of Lily on this data set. 

Table 6. The performance on the library 

Evaluation
Scenario 

Precision Coverage    

Thesaurus 
merging

0.529 0.368    

Precision 
(book level) 

Recall 
(book level)

Precision 
(annotation level)

Recall 
(annotation level)

Jaccard 
(annotation level)Annotation

translation 
0.435 0.156 0.397 0.107 0.100 
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2.7  mldirectory 

This task requires matching two web directories in different languages. For the reason 
that the ontologies provided by this task are hard to be parsed correctly, Lily only 
submits two alignment results for two subtasks (Auto and Movie) in English. Lily 
finds 377 alignments for Auto and 1864 alignments for Movie. 

3  General comments 

3.1  Comments on the results  

Strengths For normal size ontologies, if they have regular literals or similar 
structures, Lily can achieve satisfactory alignments. 

Weaknesses Lily needs to extract semantic subgraphs for all concepts and 
properties. It is a time-consuming process. Even though we have improved the 
efficiency of the extracting algorithm, it still is the bottleneck for the performance of 
the system. 

4 Conclusion
We briefly introduce our ontology matching tool Lily. The matching process and the 
special techniques used by Lily are presented. The preliminary alignment results are 
carefully analyzed. Finally, we summarized the strengths and the weaknesses of Lily. 
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Appendix: Raw results  

The final results of benchmark task are as follows. 

Matrix of results  

# Comment Prec. Rec. # Comment Prec. Rec. 
101 Reference alignment 1.00 1.00 251 0.96 0.76 
103 Language generalization 1.00 1.00 251-2 0.99 0.96 
104 Language restriction 1.00 1.00 251-4 0.99 0.90 
201 No names 1.00 1.00 251-6 0.94 0.83 
201-2 1.00 1.00 251-8 0.99 0.85 
201-4 1.00 1.00 252 0.96 0.79 
201-6 1.00 1.00 252-2 0.97 0.94 
201-8 1.00 1.00 252-4 0.97 0.94 
202 No names, no comment 1.00 0.84 252-6 0.97 0.94 
202-2 1.00 0.97 252-8 0.97 0.94 
202-4 1.00 0.92 253 0.81 0.59 
202-6 0.98 0.87 253-2 0.98 0.93 
202-8 0.98 0.85 253-4 1.00 0.92 
203 Misspelling 1.00 1.00 253-6 0.95 0.81 
204 Naming conventions 1.00 1.00 253-8 0.95 0.79 
205 Synonyms 1.00 0.99 254 1.00 0.27 
206 Translation 1.00 0.99 254-2 1.00 0.82 
207 1.00 0.99 254-4 1.00 0.70 
208 1.00 0.99 254-6 1.00 0.61 
209 0.97 0.88 254-8 1.00 0.42 
210 1.00 0.89 257 0.50 0.06 
221 No hierarchy 1.00 1.00 257-2 1.00 0.97 
222 Flattened hierarchy 1.00 1.00 257-4 0.94 0.88 
223 Expanded hierarchy 0.98 0.98 257-6 0.84 0.79 
224 No instances 1.00 1.00 257-8 0.89 0.76 
225 No restrictions 1.00 1.00 258 0.80 0.60 
228 No properties 1.00 1.00 258-2 0.97 0.94 
230 Flattening entities 0.94 1.00 258-4 0.96 0.88 
231 Multiplying entities 1.00 1.00 258-6 0.95 0.82 
232 No hierarchy no instance 1.00 1.00 258-8 0.94 0.78 
233 No hierarchy no property 1.00 1.00 259 0.89 0.70 
236 No instance no property 1.00 1.00 259-2 0.98 0.95 
237 1.00 1.00 259-4 0.98 0.95 
238 0.99 0.99 259-6 0.98 0.95 
239 0.97 1.00 259-8 0.98 0.95 
240 0.97 1.00 260 0.94 0.55 
241 1.00 1.00 260-2 0.96 0.93 
246 0.97 1.00 260-4 0.93 0.93 
247 0.94 0.97 260-6 0.96 0.79 
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248 1.00 0.81 260-8 0.88 0.72 
248-2 1.00 0.95 261 0.67 0.48 
248-4 1.00 0.92 261-2 0.88 0.91 
248-6 1.00 0.88 261-4 0.88 0.91 
248-8 0.98 0.85 261-6 0.88 0.91 
249 0.83 0.66 261-8 0.88 0.91 
249-2 0.98 0.95 262 NaN 0.00 
249-4 0.98 0.91 262-2 1.00 0.79 
249-6 0.98 0.87 262-4 1.00 0.61 
249-8 0.95 0.82 262-6 1.00 0.42 
250 0.90 0.58 262-8 1.00 0.21 
250-2 1.00 1.00 265 0.80 0.14 
250-4 1.00 1.00 266 0.30 0.09 
250-6 1.00 1.00 301 BibTeX/MIT 0.94 0.82 
250-8 1.00 0.88 302 BibTeX/UMBC 0.89 0.65 

  303 Karlsruhe 0.65 0.71 
  304 INRIA 0.95 0.97 
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Abstract. We present first results of an ontology alignment approach that is
based on discrete particle swarm optimisation. In this paper we will firstly de-
scribe, how the algorithm approaches the ontology matching task as an optimi-
sation problem, and briefly sketch how the specific technique of particle swarm
optimisation is applied. Secondly, we will briefly discuss the results gained for
the Benchmark data set of the 2008 Ontology Alignment Evaluation Initiative.

1 Presentation of the system

We introduce the Ontology Mapping by Particle Swarm Optimisation (MapPSO) sys-
tem as a novel research prototype, which is expected to become a highly scalable, mas-
sively parallel tool for ontology alignment. In the following subsection the basic idea of
this approach will be sketched.

1.1 State, purpose, general statement

The MapPSO algorithm is being developed for the purpose of aligning large ontolo-
gies. Instance mapping however is not part of our efforts. Motivated by the observation
that ontologies and schema information such as thesauri or dictionaries are not only
getting numerous on the web, but also are becoming increasingly large in terms of the
number of classes/concepts and properties/relations. This development raises the need
for highly scalable tools to provide interoperability and integration of various hetero-
geneous sources. On the other hand the emergence of parallel architectures provide the
basis for highly parallel and thus scalable algorithms which need to be adapted to these
architectures.

For the presented MapPSO method we formulated the ontology alignment problem
as an optimisation problem which allowed us to employ a discrete variant of particle
swarm optimisation [1, 2], a population based optimisation paradigm inspired by social
interaction between swarming animals. Particularly the population based structure of
this method provides high scalability on parallel systems. Particle swarm optimisation
furthermore belongs to the group of anytime algorithms, which allow for interruption
at any time and will provide the best answer being available at that time. Particularly
this property might be interesting when an alignment problem is subject to certain time
constraints.
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1.2 Specific techniques used

MapPSO utilises a discrete particle swarm optimisation (DPSO) algorithm, based in
parts on the DPSO developed by Correa et al. [1, 2], to tackle the ontology matching
problem as an optimisation problem. The core element of this optimisation problem is
the objective function which supplies a fitness value for each candidate alignment.

To find solutions for the optimisation problem, MapPSO simulates a set of parti-
cles whereby each particle is a candidate alignment comprising a set of initially random
mappings3. Each of these particles maintains a memory of previously found good map-
pings (personal best) and the swarm maintains a collective memory of the best known
alignment so far (global best). In each iteration, particles are updated by changing their
sets of correspondences in a guided random manner. Correspondences which are also
present in the global best set are more likely to be kept, as are those with a very good
evaluation. In addition the number of correspondences represented by each particle also
changes according to the number of correspondences in the global best alignment in a
self-adaptation process.

Each candidate alignment of two ontologies is scored based on a weighted sum of
quality measures of the single correspondences, and the number of correspondences it
consists of. The currently best alignment is the one with the best known fitness rating
according to these criteria. According to this revisit of the ontology matching problem,
a particle swarm can be applied to search for the optimal alignment.

For each correspondence the quality score is calculated based on an aggregation of
scores from a configurable set of base matchers. Each base matcher provides a distance
measure for each correspondence. Currently the following well known base matchers
are used:

– SMOA string distance [3] for entity names
– SMOA string distance for entity labels
– WordNet distance for entity names
– WordNet distance for entity labels
– Vector space similarity [4] for entity comments
– Hierarchy distance to propagate similarity of superclasses / superproperties
– Structural similarity of classes derived from properties that have them as domain or

range classes
– Structural similarity of properties derived from their domain and range classes

For each correspondence the available base distances are aggregated by applying
the OWA operator [5]. The OWA operator performs an Ordered Weighted Average
aggregation of the base distances by ordering the base distances and applying a fixed
weight vector. The evaluation of the overall alignment of each particle is computed by
aggregating all its correspondence distances and accounting for the number of corre-
spondence represented by this particle.

In the current implementation each of the particles runs in an individual thread
and all fitness calculations and particle updates are performed in parallel. The only
sequential portion on the algorithm is the synchronisation after each iteration to acquire
the fitness value from each particle and determine the currently global best alignment.

3 Currently only 1:1 alignments are supported.
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1.3 Adaptations made for the evaluation

Since MapPSO is an early prototype, we did use the OAEI 2008 Benchmark test data
during the development process. No specific adaptations have been made.

1.4 Link to the system and parameters file

The release of MapPSO for OAEI 2008 is located in the package MapPSO at
http://ontoware.org/projects/mappso/

1.5 Link to the set of provided alignments (in align format)

The alignment results of MapPSO for the Benchmark test case of OAEI 2008 are lo-
cated in the package alignResults at
http://ontoware.org/projects/mappso/

2 Results

Since MapPSO is in an early development stage, we only participate in the Benchmark
test case in the OAEI 2008.

2.1 benchmark

The Benchmark test case is designed to provide a number of data sets systematically
revealing strengths and weaknesses of the matching algorithm. In the case of MapPSO
the experiences were as follows:

The MapPSO algorithm is highly adjustable via its parameter file and can be tuned
to perform well on specific problems, as well as to perform well for precision or recall.
To obtain the results presented in table 1 we used a compromised parameter configura-
tion.

For tests 101-104 MapPSO achieves precision values of around 90 % and recall
values of 100 %. Test 102 with a totally irrelevant ontology, however, still determines a
number of wrong correspondences.

As for tests 201-210 results are not as positive, as the quality of the alignment
decreases with the number of features that provide linguistic features to exploit. For
test case 202 where all names and comments are unavailable, MapPSO performs worst
in this group of tests.

In tests 221-247, where the structure of the ontologies varies, the results are similar
to the 10x tests. Since the main focus of the current implementation of MapPSO’s base
matchers is on linguistic features, such as string distance and WordNet distance.

The tests 248-266 combine linguistic and structural problems. As the results show,
the quality of the alignments is decreasing with the decreasing number of features avail-
able in the ontologies.

For the real-life cases, tests 301-304, no uniform results can be derived as the algo-
rithm’s precision and recall values vary between 0 and 60 %.
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Table 1. MapPSO results for benchmark test cases.

Test Name Precision Recall Test Name Precision Recall Test Name Precision Recall
101 0.9 1 241 0.79 1 254-8 0.71 0.15
102 0 NaN 246 0.81 1 257 0.05 0.06
103 0.94 1 247 0.73 0.82 257-2 0.91 0.61
104 0.92 1 248 0.04 0.04 257-4 0.53 0.61
201 0.12 0.13 248-2 0.75 0.79 257-6 0.4 0.52
201-2 0.79 0.88 248-4 0.48 0.54 257-8 0.23 0.27
201-4 0.66 0.7 248-6 0.36 0.4 258 0.08 0.09
201-6 0.5 0.56 248-8 0.16 0.18 258-2 0.74 0.74
201-8 0.28 0.31 249 0.06 0.07 258-4 0.49 0.53
202 0.05 0.05 249-2 0.73 0.82 258-6 0.34 0.39
202-2 0.72 0.81 249-4 0.53 0.59 258-8 0.2 0.23
202-4 0.55 0.6 249-6 0.34 0.38 259 0.01 0.01
202-6 0.34 0.37 249-8 0.16 0.18 259-2 0.68 0.76
202-8 0.2 0.23 250 0.07 0.09 259-4 0.64 0.72
203 0.95 0.94 250-2 0.78 0.85 259-6 0.66 0.74
204 0.85 0.93 250-4 0.67 0.48 259-8 0.66 0.73
205 0.3 0.33 250-6 0.38 0.48 260 0.03 0.03
206 0.35 0.38 250-8 0.21 0.27 260-2 0.67 0.76
207 0.35 0.39 251 0.07 0.08 260-4 0.53 0.72
208 0.78 0.88 251-2 0.76 0.8 260-6 0.64 0.31
209 0.22 0.25 251-4 0.47 0.53 260-8 0.21 0.28
210 0.18 0.2 251-6 0.28 0.3 261 0.04 0.06
221 0.9 1 251-8 0.22 0.24 261-2 0.86 0.36
222 0.91 1 252 0.06 0.06 261-4 0.82 0.27
223 0.96 0.89 252-2 0.62 0.7 261-6 0.75 0.45
224 0.9 1 252-4 0.63 0.71 261-8 0.68 0.79
225 0.9 1 252-6 0.63 0.69 262 0.07 0.09
228 0.8 1 252-8 0.63 0.71 262-2 0.86 0.76
230 0.86 1 253 0.06 0.07 262-4 0.5 0.55
231 0.92 1 253-2 0.75 0.71 262-6 0.79 0.33
232 0.94 1 253-4 0.5 0.56 262-8 0.16 0.21
233 0.79 1 253-6 0.38 0.42 265 0.03 0.03
236 0.8 1 253-8 0.17 0.19 266 0.02 0.03
237 0.93 1 254 0 0 301 NaN 0
238 0.9 0.95 254-2 0.85 0.7 302 0.22 0.21
239 0.89 0.86 254-4 0.83 0.45 303 NaN 0
240 0.71 0.82 254-6 0.37 0.39 304 0.65 0.64
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3 General comments

In the following we will provide a few statements on our experiences from partici-
pating in the OAEI 2008 competition and briefly discuss future work on the MapPSO
algorithm.

3.1 Comments on the results

Firstly it shall be noted that MapPSO is a non-deterministic method and therefore on
a set of independent runs the quality of the results and the number of mappings in the
alignments will be subject to slight fluctuations.

For many of the benchmark test cases the current implementation of MapPSO could
already provide reasonably good solutions. However, particularly alignments which are
largely based on structural criteria currently impose a problem on the algorithm and
require further development such as the addition of appropriate base matchers. This
behaviour is particularly reflected in test cases, where lexical and linguistic information
is omitted, such as in 201 and 202.

The submitted results were furthermore all acquired with an identical configuration
file with a non-optimised and rather general set of parameters. For individual alignment
problems, the quality of fitness values and thereby to some extend the efficiency of the
algorithm can be improved by limiting the selection of base matchers to those that are
most likely to provide useful ratings for the involved ontologies.

3.2 Discussions on the way to improve the proposed system

One of the most crucial component of MapPSO is the acquisition of fitness values for
individual mappings and complete alignments. The MapPSO algorithm currently uses
various base matchers, which are, in the current release naively implemented. It can
be assumed that improving the current base matchers as well as adding further base
matchers for an extended set of criteria will be highly beneficial for MapPSO. This
regards in particular the aforementioned problem of taking structural properties of the
alignments into account.

In addition, various other optimisations and extensions to the algorithm are conceiv-
able. Particularly the extension of self-adaptation to the weight parameters and further
optimisation of the currently implemented self-adapting length of candidate alignments
appear to be promising. We hope to participate in next year’s OAEI campaign demon-
strating better performance on the benchmark test case and providing results for ad-
ditional larger test cases on which we can demonstrate the scalability of the MapPSO
approach.

4 Conclusion

In this paper we briefly introduced our ontology alignment system MapPSO and some
results for the OAEI 2008 competition. Despite the fact that MapPSO is still at an early
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stage of development we could achieve promising results for the majority of the bench-
mark alignments. Key features of the discrete particle swarm optimisation approach of
MapPSO are high parallel scalability and the possibility to either set time constraints
for the alignment or interrupt the alignment process at any time and acquire the best
alignment MapPSO could find up to that point. Future work on MapPSO will focus
on improving the weighting and scoring methods of the fitness function and improve
usage of structural information of the ontologies as a mean of calculating score values
for candidate alignments.
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Abstract. In this report, we give a brief explanation of how RiMOM obtains 
the ontology alignment results at OAEI 2008 contest. We introduce the 
alignment process of RiMOM and more than 8 different alignment strategies
integrated in RiMOM. Since every strategy is defined based on one specific 
ontological-information, we, in particular, study how the different strategies
perform for different alignment tasks in the contest and design a strategy 
selection technique to get better performance. The result shows this technique is 
very useful. We also discuss some future work about RiMOM.

1 Presentation of the system

Ontology matching is the key technology to reach interoperability over ontologies. In 
recent years, much research work has been conducted for finding the alignment of 
ontologies [1] [2].

RiMOM [3] is an automatic ontology matching system implemented in JAVA. In 
RiMOM, we implement several different matching strategies. Each strategy is defined 
based on one kind of ontological information. Moreover, we investigate the 
differences between the strategies and compare the performances of different 
strategies on different matching tasks. One of the most important issues we 
introduce in RiMOM is how to choose appropriate strategies (or strategy combination)
according to the features and the information of the ontologies.

1.1 State, purpose, general statement

For simplifying the following description, we here define the notations used 
throughout the report. An ontology O is composed of concepts C, properties/relations 
R, instances I, and Axioms Ao. We here use capital letters to indicate a set and 
lowercase letters (e.g. Cc ) to indicate one element in the set. Sometimes, for further
simplification, we use entity e to indicate either c or r.

We implement more than 8 different strategies in RiMOM. Experiments show that 
the multi-strategy based alignments do not always beat its single strategy counterpart.  
We define three ontology feature factors: Label Similarity Factor (LF), Structure 
Similarity Factor (SF) and Label Meaning Factor (MF) for strategy selection. The 
definition of the three factors can be found in 1.2.1.
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There are six major steps in a general alignment process of RiMOM. 
1) Ontology feature factors estimation. Given two ontologies, it estimates three 

ontology feature factors. The three factors are used in the next step of strategy 
selection.

2) Strategy selection. The basic idea of strategy selection is that if two ontologies 
have high label similarity factor, then RiMOM will rely more on linguistic based 
strategies; while if the two ontologies have high structure similarity factor, then we 
will employ similarity-propagation base strategies on them. Moreover, if the labels 
are full of semantic, we will use WordNet [4] based strategy instead of Edit-distance 
based strategies. We also use these factors to decide the thresholds when refining the 
results. Strategy selection is mainly used on the benchmark data set. For the directory,
mldirectory, anatomy, and fao data set, we choose the strategies manually.

3) Single strategy execution. We employ the selected strategies to find the 
alignment independently. Each strategy outputs an alignment result.

4) Alignment combination. It combines the alignment results obtained by the 
selected strategies. The combination is conducted by a linear-interpolation method.

5) Similarity propagation. If the two ontologies have high structure similarity 
factor, RiMOM employs a similarity propagation process to refine the found 
alignments and to find new alignments that cannot be found using other strategies.

6) Alignment refinement. It refines the alignment results from the previous steps. 
We defined several heuristic rules to remove the unreliable alignments.

1.2 Specific techniques used

1.2.1 Ontology Feature factors estimation
Given two ontologies: source Ontology O1 and target ontology O2, we calculate three 
ontology feature factors, including two approximate similarity factors between two 
ontologies (Structure Similarity Factor and Label Similarity Factor) and one factor 
representing the semantics of entity labels in each ontology (Label Meaning Factor) .

We define structure similarity factor as:
)_#max(

_#
21 Ononleaf#nonleaf_O

conceptcommonSF ,

where 1_# Ononleaf indicates the number of concepts in O1 that has sub concepts. 
Likewise for 2_# Ononleaf . conceptcommon_# is calculated as follows: if concepts

11 Oc and 22 Oc have the same number of sub concepts and they are in the
same depth from the root concept, we add one to conceptcommon_# . After 
enumerating all pair, we obtain the final score of conceptcommon_# . Intuition of 
the factor is that the larger the structure similarity factor, the more similar the 
structures of the two ontologies are.

The label similarity factor is defined as:
)#,max(#

_#
21 cc

labelsameLS , where 1#c and 

2#c respectively represent the number of concepts in O1 and O2. labelsame_#
represents the number of pairs of concepts that have the same label.
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The label meaning factor is defined as:
entity

meaningwithlabelMF
#

__# , where 

meaningwithlabel __# represents the number of entities whose label is meaningful, 
and entity# represents the number of entities in the ontology. We use WordNet to 
judge whether a label is meaningful or not.

Now the three factors are defined very simply. The first two factors are not used to 
accurately represent the real similarities of structures and labels. However, they can 
approximately indicate the characteristics of the two ontologies. Moreover, they can 
be calculated efficiently.

So far, we carried out the strategy selection by heuristic rules. For example, if the 
Factor MF is larger than 0.9, then RiMOM uses WordNet based strategy instead of 
edit-distance based strategy. If the structure similarity factor SF is lower than 0.25, 
then RiMOM suppresses the CCP and PPP strategies. However, the CPP will always 
be used in the alignment process.

1.2.2 Multiple strategies
The strategies implemented in RiMOM include: edit-distance based strategy, vector-
based similarity based strategy, path-similarity based strategy, dynamic path-
similarity based strategy, Japanese-English path-similarity strategy and similarity-
propagation based strategies.

1. Edit-distance based strategy(ED)
Each label (such as concept names or property names) is composed of several tokes. 

In this strategy, we calculate the edit distance between labels of two entities. Edit 
distance estimates the number of operation needed to convert one string into another. 
We define ( ))(),((max_length/#1 21 elelop ) as the similarity of two labels, where op#
indicates the number of operations, ))(),((max_length 21 elel represents the maximal 
length of the two labels.
2. WordNet based strategy (WN)

In this strategy, RiMOM first preprocesses each label into a bag of words. When 
calculate the similarity from one bag of words to another, for every word in the first 
bag, RiMOM find the most similar word in the second with WordNet, then calculate 
the mean of the similarities as the similarity from the first bag to the second. The 
similarity of the two labels is the mean of the similarity of two bags of words in two 
directions.
3. Vector-similarity based strategy(VS)

We formalize the problem as that of document similarity. For any entity e, we 
regard its label, comment, and instances as a document and calculate the similarity 
between entities. Specially, the document is tokenized into words. Then we remove 
the stop words and employ stemming on the words and view the remains as features 
to generate a feature vector. We also add some other general features which prove to 
be very helpful. For a concept, the features include: the number of its sub concepts, 
the number of properties it has, and the depth of the concept from the root concept. 
Next, we compute the cosine similarity between two feature vectors. The advantage 
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of this strategy is that it can easily incorporate different information (even structural 
information) into the feature vector.
4. Path-similarity based strategy (PS)

We define the path of labels as the aggregation of the entity labels from the root 
entity to the current entity. The paths of the labels of the two entities can be 
represented as maaaL ...211 and nbbbL ...212 . The path-similarity measure 
between two entities e1 and e2 is defined as:

),()),((max),(
1

1

1

121 nmmji

m

i

n

ji baLabelSimwbaLabelSimweeSim

The ),( ji baLabelSim is calculated using either edit-distance or WordNet.
5. Dynamic path-similarity based strategy (DPS)

The path of labels can also be considered as a path of entities, especially when the 
main information of the ontology is the labels. We have three assumption for this 
strategy: 1) for the two path of entities, we always match from the short path to the 
long one, and every entity in the short path can be matched to an entity in the long one; 
2) no matched pairs are crossed , that is to say, the matching result is consistent with 
the hierarchy represented in the path; 3) when calculating the similarity of current pair 
of entities, the matching result of the prev-path is optimal. Then we can calculate the 
similarity of two paths of entities using the dynamic programming technique.
6. Strategy combination

For some alignment task, we need use more than one strategy to find the alignment.
The strategies are employed first independently to calculate the similarity between 
entities and the similarities are combined together. Our combination measure is 
defined as:

n

k
k

n

k
kk

w

eeSimw
eeSim

1

1
21
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),(
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Where 11 Oe and 22 Oe . ),( 21 eeSimk is the alignment score obtained by 
strategy k. kw is the weight of strategy k. For vector similarity based strategy, the 
weight is always 1 while for WordNet and edit-distance based strategies, the weight is 
generated automatically. is sigmod function, which is defined as 

)(51/1)( xex , where is tentatively set as 0.5.
7. Similarity-propagation based strategies

The structure information in ontologies is useful for finding the alignments
especially when two ontologies share the common/similar structure. According to the
propagation theory [7], we define three structure based strategies in RiMOM, namely 
concept-to-concept propagation strategy (CCP), property-to-property propagation
strategy (PPP), and the concept-to-property propagation strategy (CCP). 

Intuition of the propagation based method is that if two entities are aligned, their 
super-concepts have higher probability to be aligned. The basic idea here is to 
propagate the similarity of two entities to entity pairs that have relations (e.g. 
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subClassOf, superClassOf, siblingClassOf, subPropertyOf, superPropertyOf, range 
and domain) with them. The idea is inspired by similarity flooding [8]. We extended 
the algorithm and adaptively used them in the three structure based strategies.

In CCP, we propagate similarities of concepts pair across the concept hierarchical
structure. Likely, we propagate similarities of property pair across the property 
hierarchy in PPP and concepts pair to their corresponding property pair in CPP.

Furthermore, there are some object properties in the ontologies which may have the 
similar characteristics with subClassOf property. Every pair of concepts with such 
property has a relation similar to sub-super concept relation. However, these pairs of 
concepts are usually manipulated as the domain and range of property and the relation 
is lost. RiMOM can also use these properties for similarity-propagation.

The similarity-propagation based strategies are performed after other strategies 
defined above. They can be used to adjust the alignments and find new alignments.
8. Indirect Matching

We also use the indirect matching technique in RiMOM. It is sometimes very 
difficult to match two ontologies directly. Since the source ontology and the target 
ontology are usually concerned with the same domain of knowledge, it is possible to 
match both the source and target ontology to a third one. Then the entities in the 
source and target ontology which match to the same entity in the third ontology can 
be aligned. RiMOM can take three ontologies as input and execute the indirect 
matching.

1.3 Adaptations made for the evaluation

Some parameters are tuned and set in the experiments. For example, for strategy 
selection, we define 0.25 as threshold to determine whether CCP and PPP will be 
suppressed or not. We also define MF factor threshold as 0.9 to determine whether 
use WordNet based strategy instead of edit-distance based strategy. In addition, we 
employ dynamic path similarity for directory task and path-similarity based strategy 
for mldirectory task.

1.4 Link to the system , parameters file and the set of provided alignments.

Our system RiMOM (RiMOM does not need the parameters file) can be found at 
http://keg.cs.tsinghua.edu.cn/project/RiMOM/.
The alignment results of the campaign are available at
http://keg.cs.tsinghua.edu.cn/project/RiMOM/OAEI2008/.

2 Results

RiMOM has participated in 5 tasks in OAEI 2008, including benchmark, anatomy, 
fao, directory and mldirectory. RiMOM use OWL-API to parse the RDF and OWL 
files. The experiments are carried out on a PC running Window XP with AMD 
Athlon 64 X2 4200+ processor (2.19GHz) and 2G memory. 
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2.1 benchmark 

There are in total 111 alignment tasks defined on the benchmark data set. RiMOM 
takes exactly the same steps introduced in 1.1. However, on the tasks where the labels 
are absolutely random strings, the WordNet based strategy and edit-distance based 
strategy are suppressed. The vector-similarity based strategy is always employed. 

RiMOM get perfect alignment in the 101, 103, 104 tests. RiMOM also do quite 
well in the 2xx tests. Except the data sets in which almost all the information are 
suppressed like 26x and 25x, RiMOM aligns the source and target ontology with both 
good precision and recall. Even in those data set most information missing, RiMOM 
still can find some alignments with very high precision. Compared to the result of 
OAEI 2007, RiMOM also improve the performance in the real ontology data sets 301, 
302, 303, 304.

2.2 anatomy

The anatomy data set contains two large scale anatomy ontologies. RiMOM employs 
edit-distance based strategy on labels to get the initial mapping, then employs both the 
concept-to-concept propagation strategy and the propagation strategy on the object 
property UNDEFINED_part_of to get the alignments which cannot be extracted by
just comparing the labels simply. The propagation strategy can find about 15% more 
alignments.

2.3 fao

The scale of the fao data set is even larger than the anatomy data set, so we only use 
the edit-distance based strategy on labels to calculate the similarity. Moreover, 
because the FAO ontology is better formed than larger than the other two, we use the 
FAO ontology as a standard ontology to indirectly match the AGROVOC ontology 
and ASFA ontology.

2.4 directory 

As all the ontologies in directory data set are in the chain form, RiMOM just 
employs the dynamic path-similarity based strategy to get the similarity matrix. Then 
RiMOM extracts the alignments with no crossed matched entity pairs.

2.5 mldirectory

The mldirectory data set is composed of three kinds of tasks: the matching between 
English ontologies, the matching between Japanese ontologies and English ontologies 
and the matching between the Japanese ontologies. For this task, RiMOM mainly 
depends on the ID of the concepts and the hierarchical information. When dealing 
with the Japnanese IDs, we takes the following preprocessing steps: 1) use the tool 
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named ChaSen [5] for segmentation of Japanese IDs; 2) use the dictionary JMDict [6] 
to translate the Japanese words into English; 3) for those Japanese words in katakana 
which cannot be found in JMDict, convert them into their Roman spelling. Through 
this we get the corresponding English IDs for these Japanese IDs. Then we use the 
path-similarity based strategy to align these ontologies.

3 General comments

3.1 Comments on the results 

From the results we can see that RiMOM can take advantage of all kinds of 
information on the ontologies to achieve high performance. The linguistic information
is especially important for RiMOM. The structure information and the instance 
information make a good improvement on the results. When the linguistic information
is not available (for example, when the labels of entities are meaningless), the 
structure information and other information are very important. 

Strategy selection is effective in the alignment process. With strategy selection, 
RiMOM can avoid some noise produced by some strategies when the information 
these strategies rely on is not adequate. This is a very interesting issue: how to find 
the best strategy (combination) for a specific matching task. Although we add the MF 
factor this year compared to last year, it is far from the ideal solution for the strategy 
selection problem.

We adjust some refinement strategies this year and this change is very helpful in 
the real ontology matching problem. We also re-implement some of our propagation 
strategies to make them more efficient so they can be applied on the large scale tasks. 
With these improvements, RiMOM performs better on large scale data sets such as 
anatomy and fao. 

Since the cross-lingual matching tasks are introduced this year, we make a trial on 
the process of Japanese ontologies and get a fairly good result. We think the cross-
lingual task is very important in ontology matching.

3.2 Discussions on the way to improve the proposed system

First of all, we are very eager to improve our strategy selection mechanism. There are 
two major issues: 1) what are the essential features of an ontology and what are the 
essential similarity features between ontologies? How should we describe these 
features? 2) How to do the strategy selection automatically and more effectively 
based on these features.

Secondly, we will improve the capability of RiMOM to deal with large scale
ontologies. Up to now most strategies in RiMOM cannot be applied to large scale 
ontologies because of memory and time limit. The vlcr task of OAEI 2008 will be a 
great challenge.
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3.3 Comments on the OAEI 2008 test cases 

The benchmark test is better defined than OAEI 2007. The data set is very interesting
and makes it easy to find the strength and weakness of matching systems. It is very 
helpful for us to improve our system.

The mldirectory data set is very interesting. It is a very good challenge to deal with 
the multi-lingual ontology matching tasks.

In the directory data set, however, there may be conflicts in the chain hierarchy.
That is to say, there are concepts with more than 1 super-concepts and sub-concepts.
We think the problem comes from that a folder may have a sub folder with the same 
name. When extracting the ontologies, the folder and its same-named folder are given 
the same URI.

4 Conclusion

In this report, we have briefly introduced how we employed RiMOM to obtain the
8 contest. We have presented the alignment process of

RiMOM and explained the strategy defined in RiMOM. We have also described how
we performed the alignment for different alignment tasks. We summarized the
strengths and the weaknesses of our proposed approach and make our comments on 
the results.
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Abstract. This article describes a base system for ontology alignment, SAMBO,
and an extension, SAMBOdtf. We present their results for the benchmark, anatomy
and FAO tasks in the 2008 Ontology Alignment Evaluation Initiative. For the
benchmark and FAO tasks SAMBO uses a strategy based on string matching as
well as the use of a thesaurus. It obtains good results in many cases. For the
anatomy task SAMBO uses a combination of string matching and the use of do-
main knowledge. This combination performed well in former evaluations using
other anatomy ontologies. SAMBOdtf uses the same strategies but, in addition,
uses an advanced filtering technique that augments recall while maintaining a
high precision.

1 Presentation of the system

In this section we present the purpose of SAMBO and SAMBOdtf, the framework on
which they are built, the specific techniques that are used and the adaptations made for
the evaluation.1

1.1 State, purpose, general statement

Although several of our methods and techniques are general and applicable to different
areas, when developing SAMBO, we have focused on biomedical ontologies. We chose
this field because ontologies are recognized as important in some of the grand chal-
lenges in the biomedical domain, and many biomedical ontologies have been developed
and are publicly available and have overlapping information. This has, however, had an
influence on the approaches on which we focused. In general, ontologies may contain
concepts, relations, instances and axioms. Most biomedical ontologies are controlled
vocabularies, taxonomies, or thesauri. This means that they may contain concepts, is-a
and part-of relations, and sometimes a limited number of other relationships. Therefore,
we have mainly developed methods that are based on these ontology components. For
some approaches we have also used documents about a concept as instances for that
concept. We have not dealt with axioms. SAMBOdtf is an extension of SAMBO that
uses an advanced filtering method.

1 Some parts of the description of the system are the same as last year’s description in [11].
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Fig. 1. Alignment framework [4].

1.2 Framework

SAMBO and SAMBOdtf are based on the framework shown in figure 1 [4]. The frame-
work consists of two parts. The first part (I in figure 1) computes alignment suggestions.
The second part (II) interacts with the user to decide on the final alignments. An align-
ment algorithm receives as input two source ontologies. The algorithm includes one or
several matchers, which calculate similarity values between the terms from the different
source ontologies. The matchers may use knowledge from different sources. Alignment
suggestions are then determined by combining and filtering the results generated by
one or more matchers. By using different matchers and combining and filtering the
results in different ways we obtain different alignment strategies. The suggestions are
then presented to the user who accepts or rejects them. The acceptance and rejection
of a suggestion may influence further suggestions. Further, a conflict checker is used to
avoid conflicts introduced by the alignment relationships. The output of the alignment
algorithm is a set of alignment relationships between terms from the source ontologies.

1.3 Specific techniques used

In this section we describe the matchers, and combination and filtering techniques that
are available in SAMBO and SAMBOdtf. These matchers and techniques were previ-
ously evaluated using test cases for aligning Gene Ontology and Signal Ontology, and
for aligning Medical Subject Headings (MeSH) and the Anatomical Dictionary for the
Adult Mouse (MA) [4] using the KitAMO evaluation environment [5].2 In addition to
these techniques we have also experimented with other matchers [7, 9, 12]. We are also
working on methods for recommendation of alignment strategies [10] which we intend
to integrate into SAMBO in the future.

2 An introduction to SAMBO and KitAMO can be found in [6].
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Matchers SAMBO and SAMBOdtf contain currently five basic matchers: two termi-
nological matchers, a structure-based matcher, a matcher based on domain knowledge,
and a learning matcher. We describe the matchers used in OAEI-2008, and mention the
others briefly.

Terminological matchers. The basic terminological matcher, Term contains match-
ing algorithms based on the textual descriptions (names and synonyms) of concepts and
relations. In the current implementation, the matcher includes two approximate string
matching algorithms, n-gram and edit distance, and a linguistic algorithm. An n-gram
is a set of n consecutive characters extracted from a string. Similar strings will have
a high proportion of n-grams in common. Edit distance is defined as the number of
deletions, insertions, or substitutions required to transform one string into the other.
The greater the edit distance, the more different the strings are. The linguistic algo-
rithm computes the similarity of the terms by comparing the lists of words of which the
terms are composed. Similar terms have a high proportion of words in common in the
lists. A Porter stemming algorithm is employed to each word. These algorithms were
evaluated in [3] using MeSH anatomy (ca 1400 terms) and MA (ca 2350 terms). Term
computes similarity values by combining the results from these three algorithms using
a weighted sum. The combination we use in our experiments (weights 0.37, 0.37 and
0.26 for the linguistic algorithm, edit distance and n-gram, respectively) outperformed
the individual algorithms in our former evaluations [3]. Further, the matcher TermWN is
based on Term, but uses a general thesaurus, WordNet (http://wordnet.princeton.edu/),
to enhance the similarity measure by looking up the hypernym relationships of the pairs
of words in WordNet.

Structural matcher. The structural matcher is an iterative algorithm based on the
is-a and part-of hierarchies of the ontologies. The algorithm requires as input a list of
alignment relationships and similarity values and can therefore not be used in isolation.
The intuition behind the algorithm is that if two concepts lie in similar positions with
respect to is-a or part-of hierarchies relative to already aligned concepts in the two
ontologies, then they are likely to be similar as well.

Use of domain knowledge. Another strategy is to use domain knowledge. Our matcher
UMLSKSearch uses the Metathesaurus in the Unified Medical Language System (UMLS,
http://www.nlm.nih.gov/research/umls/). The similarity of two terms in the source on-
tologies is determined by their relationship in UMLS. In our experiments we used the
UMLS Knowledge Source Server to query the UMLS Metathesaurus with source on-
tology terms. The querying is based on searching the normalized string index and nor-
malized word index provided by the UMLS Knowledge Source Server. We used version
2008AA of UMLS. As a result we obtain concepts that have the source ontology term
as their synonym. We assign a similarity value of 13 if the source ontology terms are
synonyms of the same concept and 0 otherwise.4

3 For the anatomy task we assign a value of 0.99 in order to introduce a preference of exact
string matching over UMLSKSearch. Although this is not useful for SAMBO, it is used in the
adaptations made especially for OAEI.

4 Observe that this is slightly different from the version reported in [4] where we used version
2005AA of UMLS and we assigned a similarity value of 1 for two terms with the exact same
names, 0.6 if the source ontology terms are synonyms of the same concept, and 0 otherwise.
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Learning matcher. The matcher makes use of life science literature that is related
to the concepts in the ontologies. It is based on the intuition that a similarity measure
between concepts in different ontologies can be defined based on the probability that
documents about one concept are also about the other concept and vice versa.

Combinations The user is given the choice to employ one or several matchers during
the alignment process. The similarity values for pairs of concepts are then determined
based on the similarity values computed by one matcher, or as a weighted sum of the
similarity values computed by different matchers.

Filtering The filtering method in SAMBO is single threshold filtering. Pairs of con-
cepts with a similarity value higher than or equal to a given threshold value are returned
as alignment suggestions to the user.

SAMBOdtf implements the double threshold filtering method developed in [1]. The
double threshold filtering approach uses the structure of the ontologies. It is based on the
observation that (for the different approaches in the evaluation in [4]) for single thresh-
old filtering the precision of the results is decreasing and the recall is increasing when
the thresholds are decreasing. Therefore, we propose to use two thresholds. Pairs with
similarity value equal or higher than the upper threshold are retained as suggestions.
The intuition is that this gives suggestions with a high precision. Further, pairs with
similarity values between the lower and the upper threshold are filtered using structural
information and the rest is discarded. We require that the pairs with similarity values be-
tween the two thresholds are ’reasonable’ from a structural point of view.5 The intuition
here is that the recall is augmented by adding new suggestions, while at the same time
the precision stays high because only structurally reasonable suggestions are added.
The double threshold filtering approach contains the following three steps. (i) Find a
consistent suggestion group from the pairs with similarity value higher or equal than
the upper threshold. We say that a set of suggestions is a consistent suggestion group
if each concept occurs at most once as first argument in a pair, at most once as second
argument in a pair and for each pair of suggestions (A,A’) and (B,B’) where A and B are
concepts in the first ontology and A’ and B’ are concepts in the second ontology: A ⊂ B
iff A’ ⊂ B’. (ii) Use the consistent suggestion group to partition the original ontologies.
(iii) Filter the pairs with similarity values between the lower and upper thresholds using
the partitions. Only pairs of which the elements belong to corresponding pieces in the
partitions are retained as suggestions. For details we refer to [1].

1.4 Adaptations made for the evaluation

SAMBO and SAMBOdtf are interactive alignment systems. The alignment suggestions
calculated by SAMBO and SAMBOdtf are normally presented to the user who accepts
or rejects them. Alignment suggestions with the same concept as first item in the pair
are shown together to the user. Therefore, the systems show the user the different al-
ternatives for aligning a concept. This is a useful feature, in particular when the system

5 In our implementation we have focused on the is-a relation.
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computes similarity values which are close to each other and there is no or only a small
preference for one of the suggestions. Further, the acceptance and rejection of a sugges-
tion may influence which suggestions are further shown to the user.

The computation of the alignment suggestions in SAMBO and SAMBOdtf is based
on the computation of a similarity value between the concepts. The computation of
the similarity values does not take into account what the relationship of the alignment
should be. However, when an alignment is accepted, the user can choose whether the
alignment relationship should be an equivalence relation or an is-a relation.

As the OAEI evaluation only considers the non-interactive part of the system and
the computation of the similarity values does not take the relationship into account,
we had to modify the computation of the suggestions. It would not make sense to have
alignment suggestions where a concept appears more than once as the user would not be
able to make a choice. Therefore, we decided to filter our systems’ alignment suggestion
lists such that only suggestions are retained where the similarity between the concepts
in the alignment suggestion is higher than or equal to the similarity of these concepts
to any other concept according to the alignment suggestion list. (In the case there are
different possibilities, one is randomly chosen. In the implementation the first in the list
is chosen.)

1.5 Link to the system and parameters file

The SAMBO (and SAMBOdtf) project page is at
http://www.ida.liu.se/∼iislab/projects/SAMBO/.

1.6 Link to the set of provided alignments (in align format)

The suggested alignments are available at
http://www.ida.liu.se/∼iislab/projects/SAMBO/OAEI/2008/.

2 Results

We have provided alignment suggestions for the tasks ’benchmark’, ’anatomy’ and
’FAO’. Tests were performed on a IBM R61i Laptop, WinXP Intel(R) Pentium(R) Dual
T2370 @ 1.73GHz, 1.73GHz, 1.99G RAM.

2.1 Benchmark

For the benchmark task the results for SAMBO were obtained by using TermWN with
threshold 0.6. We introduced a preprocessing step where we used two strategies to gen-
erate names and for each case used the one that gave the best result for TermWN.
The first strategy splits names based on capital letters occurring within a name. For in-
stance, ’InCollection’ was split into ’In Collection’. In the second strategy we remove
stop words such that, for instance, ’is part of’ is converted into ’part’. We did not use
the comment field. The results may be improved using also this field.
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We assume that ontology builders use a reasonable naming scheme and thus we did
not tackle the cases where labels were replaced by a random one. Therefore, the recall
for tests 201-202, 248-254, 257-262, 265-266. For these cases we may use other kind
of information in the ontology such as the comment field or the structure. For the tests
that were new for this year [*-2,4,6,8] where the labels are scrambled, the precision
is high. In general, the recall is high when few of the labels are scrambled and drops
when more labels are scrambled. We also did not focus on different natural languages
(206-207, 210) or subsumption relationships (302).

Regarding the other cases we received high precision and recall except for cases 205
and 209. For 205 and 209 we had expected that using WordNet would be an advantage.
Therefore, we compared the results with a run using Term (without WordNet). The dif-
ferences between the results for Term and TermWN were small for all cases, including
cases 205 and 209.

For SAMBOdtf we used the same matcher with upper threshold 0.8 and lower
threshold 0.4. In the cases where there is no is-a hierarchy, SAMBOdtf with upper
threshold 0.8 gives the same results as SAMBO with threshold 0.8. This is also the case
when there are no suggestions with similarity value above 0.8, or no suggestions with
similarity value between 0.4 and 0.8. Most of the test cases for benchmark belonged
to one of these categories. For other test sets, we got the same result as SAMBO for
[252-2,4,6,8], [259-2,4,6,8], [261-2,4,6,8], and 301. We obtained a little better recall
for 204-210 and 304, since the lower threshold introduced some new alignments, most
of which were correct.

2.2 Anatomy

Task 1 The results for the anatomy task for SAMBO were obtained by first running
exact string matching and retaining the pairs with similarity values 1. On the remainder
we run UMLSKSearch and retain the pairs with similarity value at least 0.99. Finally,
we run TermWN6 with threshold 0.6 on the remainder of the pairs. With respect to the
computation of the suggestions, this would be similar to having a matcher that returns as
similarity value for a pair the maximum of the similarity value for the pair according to
UMLSKSearch and the similarity value for the pair according to TermWN, and then us-
ing 0.6 as threshold. SAMBO generated 1465 alignment suggestions. SAMBO reached
a precision of 0.869, a recall of 0.836 and an f-value of 0.852. Further, it reached a re-
call+ of 0.586. This was the best result for all 9 participating systems in OAEI 2008.7 In
2007 we used a version of SAMBO that used Term instead of TermWN and a previous
version of UMLS. The 2007 version reached a better recall for non-trivial alignments,
but at the cost of an overall decrease of precision and recall. A possible explanation
for this is our strategy for choosing maximum one alignment suggestion per concept.
In 2008 exact matching strings were preferred, while in 2007 there was no preference
between pairs that had exact matching strings or pairs that were proposed based on
domain knowledge.

6 Last year we used Term instead of TermWN.
7 The system with best f-measure in 2007 obtained 0.928 precision, 0.815 recall, 0.523 recall+

and 0.868 f-measure.
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For SAMBOdtf, the same strategy is used, but with upper threshold 0.8 and lower
threshold 0.4. SAMBOdtf generates 1527 alignment suggestions. Of these suggestions,
1440 have a similarity value between 0.6 and 0.8. This means that SAMBOdtf filtered
out 25 of the suggestions obtained by SAMBO with threshold 0.6. (A manual check
seems to suggest that most of these are correctly filtered out, but some are wrongly
filtered out.) Further, SAMBOdtf also filtered out 19 suggestions with similarity values
between 0.4 and 0.6. (A manual check seems to suggest that these were correctly filtered
out.) SAMBO reached a precision of 0.831, a recall of 0.833, an f-value of 832 and a
recall+ of 0.579. This was the second best result for all 9 participating systems in OAEI
2008.

The running time for SAMBO was ca 12 hours and for SAMBOdtf ca 17 hours.
Task 4 For task 4, we augmented SAMBO and SAMBOdtf in the following ways.
For SAMBO we added the alignments in the partial reference list to the list of

alignment suggestions, but with a special status. These alignments could not be removed
in the special filtering step that was introduced for OAEI (see section 1.4). SAMBO
generated 1494 suggestions of which 988 are also in the partial reference list. SAMBO
obtained the best results of the participating systems. With respect to the unknown part
of the reference alignment, its precision in increased with 0.024, its recall decreased
with 0.002 and its f-value increased with 0.011

For SAMBOdtf we also added the alignments in the partial reference list to the list
of alignment suggestions with the special status. In addition, we used the partial refer-
ence list in the double threshold filtering step. We used a consistent part8 of the par-
tial reference list as a consistent suggestion group. For upper threshold 0.8 and lower
threshold 0.4 we obtained 1547 alignment suggestions. SAMBOdtf obtained the sec-
ond best results of the participating systems. With respect to the unknown part of the
reference alignment, its precision increased with 0.040, its recall with 0.008 and its f-
value with 0.025. SAMBOdtf was the system with the highest increase in f-value and
was the only system that used the partial reference alignment to increase both precision
and recall. This result is most likely due to the fact that, in contrast to task 1 where the
consistent suggestion group consists of suggestions, in this task the consistent sugges-
tion group consists of true alignments. Therefore, the suggestions with similarity value
between the two thresholds that are retained are structurally reasonable with respect to
true alignments and not just (although with high confidence) suggestions.

2.3 FAO

We only show results for the first task in FAO. For SAMBO we used TermWN with
threshold 0.6. For SAMBOdtf we used TermWN with upper threshold 0.8 and lower
threshold 0.4.

3 General comments

A problem that users face is that often it is not clear how to get the best alignment
results given that there are many strategies to choose from. In most systems (including

8 The partial reference list is actually not a consistent group.
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ours) there usually is no strategy for choosing the matchers, combinations and filters in
an optimal way. Therefore, we used our experience from previous evaluations [4, 1] to
decide which matchers and thresholds to use for which task. The lack of an optimization
strategy is also the reason why we did not provide results for the second and third test for
anatomy (optimization with respect to precision and recall, respectively). In the future,
however, this may be possible using recommendation methods for alignment strategies
such as proposed in [10] that will be able to recommend matchers, combinations and
filters based on the alignment task and evaluation methods.

The OAEI deals with the non-interactive part of the alignment systems. This allows
for evaluating how good the alignment suggestions are. However, for some systems,
such as SAMBO and SAMBOdtf, the list of alignment suggestions is only an initial list
and is updated after each acceptance or rejection of a suggestion.

4 Conclusion

We have briefly described our ontology alignment systems SAMBO and SAMBOdtf
and some results of them on the alignment tasks of OAEI.

For the benchmark task we have used TermWN and obtained good results in many
cases. We expect that the results will still improve when we use more information avail-
able in the ontology, such as the comment field and the structure.

Regarding the anatomy task we have used a combination of UMLSKSearch and
TermWN, which performed best in former evaluations using other anatomy ontologies.
We are currently also evaluating instance-based matchers [7].

A major problem is deciding which algorithms should be used for a given alignment
task. This is a problem that users face, and that we have also faced in the evaluation.
We expect that recommendation strategies [10, 8, 2] will alleviate this problem.
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Abstract. With the large majority of existing matching systems focusing on de-
riving equivalence mappings, OAEI has been primarily focused on assessing such
kind of relations. As the field inevitably advances towards the discovery of more
complex mappings, the contest will need to reflect such changes as well. In this
paper we present Spider, a system that provides alignments containing not only
equivalence mappings, but also a variety of different mapping types (namely,
subsumption, disjointness and named relations). Our goal is both to get an in-
sight into the functioning of our system and, more importantly, to assess the cur-
rent support for dealing with non-equivalence mappings in the OAEI contest. We
hope that our observations will contribute to further enhance the procedure of the
contest.

1 Presentation of the system

1.1 State, purpose, general statement

Our purpose was to investigate two concrete issues related to non-equivalence map-
pings.

1. Do non-equivalence mappings bring a good addition to alignments made up
of purely equivalence mappings? We have investigated this question during OAEI’07
without being able to draw a clear conclusion. During that contest we submitted an
alignment made up of only non-equivalence mappings to the FAO food task. While the
expert evaluation gave a general insight in the performance of the matcher itself, due
to the large size of the dataset it was impossible to draw a conclusion on whether this
alignment was a useful increment to simply equivalence mappings. Also, such a study
was hampered by the fact that our system contained only non-equivalence mappings.
Based on these lessons, this year we have teamed up with a matcher which provides
equivalent mappings only. Also, and most importantly, we have restricted our study to
the smallest test of the contest, the benchmark test set. This should give us a clearer
understanding on the amount and quality of non-equivalence mappings that can be dis-
covered in addition to equivalence mappings. Such results, if positive, will motivate us
(and hopefully others) in building hybrid systems which can go beyond equivalence
mappings.
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2. Is the OAEI procedure capable of handling non-equivalence mappings? Since
the majority of matching systems focus on equivalence mappings, the OAEI contest
is currently geared towards evaluating such mappings. However, as the field inevitably
evolves towards more complex mappings, this will probably have an impact on OAEI
as well. We want to assess the current support for evaluating non-equivalence mappings
and, based on our experience, offer our ideas about potential future improvements.

1.2 Specific techniques used

Our system combines two concrete subsystems. First, the CIDER algorithm is used to
derive equivalence mappings. Second, this alignment is extended with non-equivalence
mappings derived by Scarlet.

CIDER, also described in this workshop, uses a semantic similarity measure to com-
pare the concepts of the two input ontologies. This schema-based method combines
different elementary techniques, as linguistic similarities or vector space modelling, to
compare the ontological context of each of the involved terms. The discovered corre-
spondences that score below a certain threshold are filtered out of the resultant align-
ment. This measure has been adapted from the authors’ earlier work on word sense
disambiguation [6]. More details about CIDER are provided in [2].

Scarlet [5] automatically selects and explores online ontologies to discover relations
between two given concepts. For example, when relating two concepts labeled Re-
searcher and AcademicStaff, Scarlet 1) identifies (at run-time) online ontologies that
can provide information about how these two concepts inter-relate and then 2) com-
bines this information to infer their relation. In [5] the authors describe two increasingly
sophisticated strategies to identify and to exploit online ontologies for relation discov-
ery. Hereby, we rely on the first strategy that derives a relation between two concepts if
this relation is defined within a single online ontology, e.g., stating that Researcher �
AcademicStaff. Besides subsumption relations, Scarlet is also able to identify disjoint
and named relations. All relations are obtained by using derivation rules which explore
not only direct relations but also relations deduced by applying subsumption reasoning
within a given ontology. For example, when matching two concepts labeled Drinking
Water and tap water, appropriate anchor terms are discovered in the TAP ontology and
the following subsumption chain in the external ontology is used to deduce a subsump-
tion relation: DrinkingWater � FlatDrinkingWater � TapWater.

1.3 Link to the system and parameters file

The version of CIDER used for this evaluation can be found at
http://sid.cps.unizar.es/SEMANTICWEB/ALIGNMENT/OAEI08/

Scarlet can be accessed online and downloaded from: http://scarlet.open.
ac.uk/
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1.4 Link to the set of provided alignments (in align format)

Our results can be found at http://kmi.open.ac.uk/people/marta/oaei/
SPIDER.zip.

2 Results

We have focused on test sets 3xx as these propose the comparison of real-life ontologies
and contain a few non-equivalence mappings in the reference alignment. The rest of the
tests in this set do not make sense for Scarlet as comparison is sought between modified
versions of the same ontology.

2.1 Results Computed by Organizers

The evaluation of the benchmark alignments consists in an automatic comparison to
a manually built reference alignment. The reference alignments for cases 3xx contain
mostly equivalence mappings. The alignments for cases 301, 302 and 303 also contain
a few subsumption relations between the matched ontologies but these are not enough
to evaluate a significant part of our alignment which contains non-equivalences. A good
way to practically demonstrate this is to compare the results obtained by CIDER and
Spider. As it is visible from Table 1, despite the fact that the second alignment is more
complex, numerically speaking, the results are worse. Indeed, as expected, while re-
call increases for those cases where the reference alignments also contain subsumption
relations, precision is heavily affected.

Test Set CIDER Spider
Prec. Rec. Prec. Rec.

301 0.88 0.59 0.27 0.67
302 0.94 0.60 0.26 0.75
303 0.81 0.79 0.08 0.81
304 0.95 0.95 0.16 0.95

Table 1. Results computed for the 3xx tests by comparison to the reference alignments.

We think that the current evaluation should be improved to better accommodate
non-equivalence mappings, because, as we will see in the next sections, such mappings
can bring an important addition to alignments made up only of equivalences.

2.2 Results Obtained with Other Modalities

We have performed a manual evaluation of the non-equivalence mappings obtained
for the 3xx benchmark tests. Given the simplicity of the domain, the evaluation was
performed by a single person, one of the authors. Therefore we regard these results as
indicative only until a more extended multi-evaluator evaluation will be performed.
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Test Total True True True - non False Overall Core
Set mappings mappings redundant redundant Precision Precision
301 112 71 30 41 41 63% 50%
302 116 64 11 53 52 55% 50%
303 458 233 84 149 225 51% 40%
304 386 255 128 127 131 66% 50%

Table 2. Results for the manual evaluation of the 3xx benchmark tests.

For each alignment we have assessed the true and false mappings. In the case of true
mappings, we differentiate between redundant and non-redundant mappings. Redun-
dant mappings are those mappings which could be deduced by considering the source
ontologies and the equivalence alignment. Formally: mappingr |= (Os, Ot, A=). Ob-
viously, one can argue that these mappings are of little interest as they could be easily
deduced.

Consequently, we compute two kinds of precision values. First, the overall preci-
sion takes into account all true mappings, whether redundant or not. Second, the core
precision excludes the redundant mappings and considers only the non-redundant ones.

The results are shown in Table 2. The overall precision of the alignment is in the
range of 50% and 70% thus correlating to earlier findings performed in different do-
mains [5]. If we do not take redundant mappings into account, the precision of the
remaining alignment drops to an average of 50%. This shows that, on average, at least
half of the mappings in the extended alignment are correct and thus bring an addition to
the purely equivalence based mappings. The number of non-redundant true mappings
shows the net increment that this tool brings to the equivalence based alignment. Even
for small ontologies as those in the benchmark test, we were able to find novel mappings
that could have not been derived from the existing ontologies.

2.3 Error Analysis

We have performed an error analysis in order to identify possible ways in which the
alignment’s precision could be improved. Table 3 shows the various types of false map-
pings and their numbers. We have identified four types of false mappings. First, we
found mappings that simply stated a false statement about the domain and which were
derived from ontologies containing such incorrect domain knowledge (e.g., Person �
Event). Another class of false errors were derived due to incorrect anchoring of the
source concepts into the online domain ontologies. For example, the mapping Academic
� Lecturer is false, because in the context of the source ontology Academic refers to
academic publications and not to a type of employees.

The largest set of false mappings were due to relations derived by inheritance from
high-level, generic concepts such as Thing. For example, we established a mapping
called editorBook between Book and Report because in one ontology3 the following
path has been followed:

3 http://www.aifb.uni-karlsruhe.de/WBS/meh/mapping/data/swrc1a.
rdf
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Test False False False False Total
Set anchor generic-c part of False
301 4 4 33 - 41
302 15 5 32 - 52
303 81 23 118 3 225
304 77 15 36 3 131

Table 3. Error analysis.

Report � Publication � Root and editorBook(Book,Root)
Indeed, due to the particular modeling followed by the swrc1a.rdf ontology, it has

lead to 75 out of 118 false mappings in this category. These were mostly caused by
properties which had Root as a domain or range and which were then inherited by the
subclasses of Root.

Finally, some subsumption mappings were established between concepts that are in
fact related by meronymy relations (e.g., Journal � Article).

3 General comments

3.1 Comments on the results

The results obtained by our in-house evaluation show that it is possible to obtain align-
ments containing not only equivalent mappings and that the precision of the non-equivalence
mappings is around 60% if we take into account redundant mappings and 50% when
the redundant mappings are excluded. This results are encouraging and could be further
improved as discussed in the next section.

3.2 Discussions on the way to improve the proposed system

Our current efforts focus on automatic ways for filtering out a significant part of the
incorrect mappings. First, we are currently finalizing a more complex anchoring mech-
anism for Scarlet which goes beyond lexical comparison of strings. An initial feasibility
study of improving anchoring has been presented in [1]. Second, some of the heuristics
we observed could be used to build filters for excluding potentially false mappings -
e.g., mappings relying on very long inheritance paths and/or containing generic con-
cepts such as Root, Thing, Agent, etc.

Now that we have a better insight in the additions one can bring to the alignment
based on equivalence mappings only, we will consider building a hybrid matcher which
better integrates CIDER and Scarlet instead of just running them sequentially. For ex-
ample, we wish to include the process of checking whether a mapping is redundant or
not within the matching process itself (and not just running it on the final alignment).

3.3 Comments on the OAEI 2008 procedure

Our main conclusion related to OAEI is that it would be beneficial to extend it with
support for evaluating non-equivalence mappings as well, possibly for all test cases.
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The evaluation of alignments, in general, is a difficult task, with many open ques-
tions persisting even in the case of equivalence mappings. Non-equivalence mappings
introduce an extra level of complexity as, unlike in the case of equivalence mappings,
it is difficult (if not impossible) to manually build reference alignments for such cases.
Therefore the automatic assessment of such mappings by following the model used for
equivalence mappings is not feasible.

An interesting line of work described in [4] and [7] is to use logical reasoning in
order to assess the quality of mappings in a given alignment. Their assumption is that
mappings which introduce logical inconsistencies are likely to be incorrect and should
be eliminated. We think that this work could be used for automatically assessing some
of the non-equivalence mappings.

One of the shortcoming of the above mentioned methods is that they are hampered
by underspecified ontologies. Also, so far, they are only able to assess the quality of
subsumption and equivalence mappings and have not considered disjoint and generic,
named relations.

To address these problems we envision the development of a set of methods which
rely on a different paradigm. Namely, they would use the Web (or other knowledge
sources, e.g., Wikipedia, online ontologies) to predict the correctness of a given map-
ping automatically. For example, in their recent paper [3], Gracia and Mena have shown
that web-based relatedness measures can judge the correctness of a mapping almost as
well as humans do. Their measure reached the same conclusion as human evaluators
for 80% of a corpus of 160 mappings. This is a remarkable result given the fact that
inter-evaluator agreement between humans is often as low as 70%. While the results of
such evaluation might be slightly less precise than human evaluation, a key advantage
is that all submitted alignments would be judged in a uniform and robust way.

3.4 Proposed new measures

Based on the lessons from our evaluation, we think that making a clear distinction be-
tween redundant and non-redundant mappings is an important issue and also a process
that can be easily automated. According to this we have devised two precision values.

Having said that, we think that the measures will highly depend on the concrete
evaluation procedure that will be used, so the measures we presented here might not be
feasible in combination with an automated evaluation.

4 Conclusion

We have investigated two main issues related to non-equivalence mappings. First, we
have shown that our system can bring an important number of non-redundant and cor-
rect non-equivalence mappings to an equivalence based alignment. Our error analysis
has also shown that more can be done in order to filter out obviously false mappings.

Second, we have pointed out that, the current OAEI procedure is biased towards
dealing with equivalence mappings and as such there is no suitable support for evalu-
ating non-equivalence mappings (except the manual evaluations offered by some of the
tests). We think that as the field evolves towards more complex mappings this needs to
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be taken into account by OAEI. As a first step, we think it could be useful to investigate
a set of methods that could be used for automatic mapping evaluation.
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Abstract. TaxoMap is an alignment tool which aim is to discover rich corre-
spondences between concepts. It performs an oriented alignment (from a source
to a target ontology) and takes into account labels and sub-class descriptions.
Our participation in last year edition of the competition have put the emphasis on
certain limits. TaxoMap 2 is a new implementation of TaxoMap that reduces sig-
nificantly runtime and enables parameterization by specifying the ontology lan-
guage and different thresholds used to extract different mapping relations. The
new implementation stresses on terminological techniques, it takes into account
synonymy, and multi-label description of concepts. Special effort was made to
handle large-scale ontologies by partitioning input ontologies into modules to
align. We conclude the paper by pointing out the necessary improvements that
need to be made.

1 Introduction

TaxoMap was designed to retrieve useful alignments for information integration be-
tween different sources. The alignment process is then oriented from ontologies that
describe external ressources (named source ontology) to the ontology (named target on-
tology) of a web portal. The target ontology is supposed to be well-structured whereas
source ontology can be a flat list of concepts.
TaxoMap makes the assumption that most semantic resources are based essentially on
classification structures. This assumption is confirmed by large scale ontologies which
contain rich lexical information and hierarchical specification without describing spe-
cific properties or instances.

To find mappings in this context, we can only use the following available elements:
labels of concepts and hierarchical structures.

Previous participation of TaxoMap in the alignment contest [2], despite positive
outcome, have put the emphasis on certain limits:

– Multi-label concepts: previous version of TaxoMap assumed that a concept has only
one label. This leads to loose interesting relations between multi-label concepts.

– Large ontologies: TaxoMap were unable to run on real ontologies, such as Agrovoc3.
3 http://www4.fao.org/agrovoc/
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TaxoMap 2 is a new implementation of TaxoMap which aims to overcome these
limits and provides modular code (easily extensible). It introduces a morphosyntactic
analysis and new heuristics. Moreover, we propose new methods to partition large on-
tologies into modules which TaxoMap can handles easily.

We take part to four tests. Results on benchmarks are almost the same as last year
as the philosophy behind TaxoMap reminds the same (oriented alignment, between
concepts only). We perform better -in terms of number of mappings generated and
runtime- on Anatomy. Library test allows us to perform a new algorithm for ontology
partitioning and to experiments our system with a new language (Dutch). Directory test
enables to test our alignment tool in real world taxonomy integration scenario.

2 Presentation of the System

2.1 State, Purpose and General Statement

We consider an ontology as a pair (C, HC) consisting of a set of concepts C arranged in
a subsumption hierarchy HC . A concept c is defined by two elements: a set of labels and
subclass relationships. The labels are terms that describe entities in natural language
and which can be an expression composed of several words. A subclass relationship
establishes links with other concepts.

Our alignment process is oriented; from a source (OSource) to a target (OTarget)
ontology. It aims at finding one-to-many mappings between single concepts and es-
tablishing three types of relationships, equivalence, subclass and semantically related
relationships defined as follows.

Equivalence relationships An equivalence relationship, isEq, is a link between a con-
cept in OSource and a concept in OTarget with labels assumed to be similar.

Subclass relationships Subclass relationships are usual isA class links. When a concept
cS of OSource is linked to a concept cT of OTarget with such a relationship, cT is
considered as a super concept of cS .

Semantically related relationships A semantically related relationship, isClose, is a
link between concepts that are considered as related but without a specific typing of the
relation.

2.2 Techniques Used

TaxoMap 2 improves terminology alignment techniques. The use of TreeTagger [3], a
tool for tagging text with part-of-speech and lemma information, enables to take into
account the language, lemma and an use word categories in an efficient way. TaxoMap
performs a linguistic similarity measure between labels of concepts. The measure takes
into consideration categories of words which compose a label. The words are classi-
fied as functional (verbs, adverbs or adjectives) and stop words (articles, pronouns).
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Stop words category enables to ignore these words in similarity computation. Func-
tional words has less power than all the other (noun, etc.). The position of a word in
the label is also of importance, a common word between two labels is less important
after a preposition than a word that is a head. TreeTagger, however, is error-prone, due
essentially to short labels.

The main methods used to extract mappings between a concept cs in OSource and a
concept ct in OTarget are:

– Label equivalence: An equivalence relationship, isEq, is generated if the similarity
between one label of cs and one label of ct is greater than a threshold (Equiv.threshold).

– Label inclusion (and its inverse) and hidden inclusion: Then, we consider inclusion
of label words: let ct be the concept in OTarget with the highest similarity mea-
sure with cs. If one of the labels of ct is included in one of the labels of cs, we
propose a subclass relationship < cs isA ct >. Inversely, if one of the labels of
cs is included in one of the labels of ct, we propose a semantically related rela-
tionships < cs isGeneral ct >. If ct is not the concept with the highest similarity
measure, its measure must be greater than a threshold (HiddenInc.thresholdSim)
and the highest similarity measure must be greater than another threshold (Hidden-
Inc.thresholdMax). The intuition behind this strategy is to extract hidden inclusion.

– Reasoning on similarity values : Let ctMax and ct2 be the two concepts in OTarget

with the highest similarity measure with cs, the relative similarity is the ratio of ct2

similarity on ctMax similarity. If the relative similarity is lower than a threshold
(isA.threshold), one of the three following techniques can be used:
• the relationship < cs isClose ctMax > is generated if the similarity of ctMax is

greater than a threshold (isCloseBefore.thresholdMax) and if one of the labels
of cs is included in one of the labels of ctMax.

• the relationship < cs isClose ctMax > is generated if the similarity of ctMax

is greater than a threshold (isClose.thresholdMax).
• an isA relationship is generated between cs and the father of ctMax if the

similarity of ctMax is greater than a second threshold (isA.thresholdMax).
– Reasoning on structure: an isA relationship is generated if the three concepts in

OTarget with the highest similarity measure with cs have similarity greater than a
threshold (Struct.threshold), and has a common father.

2.3 Partitioning of large scale ontologies

We propose two methods of ontology partitioning. The aim of our methods is to have
minimum blocs to align with maximal number of concepts (that TaxoMap is able to
handle). The originality of our methods is that they are alignment oriented, that means
that the partitioning process is influenced by the mapping process.

The two methods relies on the implementation of PBM[4] algorithm. PBM parti-
tions large ontologies into small blocks (or modules) and construct mappings between
the blocks, using predefined matched class pairs, called anchors to identify related
blocks. We only reuse the partitioning part and the idea of anchors, but adapt them in
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order to take into account the alignment process in the partitionning. We identify the set
of anchors as the set of concepts which have the same label in the two ontologies. Even
on very large ontologies, this set is computable with a fast and strict equality measure.
We also used the possible dissymmetry between ontologies to order the partitionning:
if one ontology is well-structured, it will be easier to split it up into cohesive modules,
and its partitionning can be used as guideline to partition the other ontology.

The methods proposed are as follows:

– Method1 (see figure 1):
1. Use PBM algorithm to partition the target ontology OT into some blocs BTi.
2. Identify the set of anchors included in each module BTi. This set will be the

kernel or center CBSi of the future module BSi which will be generated from
the source ontology OS .

3. Use PBM algorithm to partition the source ontology around the identified cen-
ters CBSi.

4. Align each module BSi with the corresponding module BTi.
– Method2 (see figure 2):

1. Partition the target ontology OT by modifying PBM algorithm in order to take
into account anchors. Generated modules contain coherent set of concepts that
maximize the number of anchors.

2. Partition the source ontology OS the same way then step 1. The interesting
anchors that influence partitioning are those that goes in the same module gen-
erated from OT .

3. Align modules that share maximal number of anchors.

Fig. 1. Method1 for partitioning Fig. 2. Method2 for partitioning

2.4 Adaptations made for the Evaluation

We do not make any specific adaptation in the OAEI 2008 campaign. All the alignments
outputted by TaxoMap are uniformly based on the same parameters. For library test, the
language was set to nl (for Dutch). We had, however, fixed confidence values depending
on relation types.
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2.5 Link to the system and parameters file

TaxoMap requires :

– Mysql
– Java (from 1.5)
– TreeTagger 4 with its language parameter files.

The version of TaxoMap (with parameter files) used in 2008 contest can be down-
loaded from:

– http://www.lri.fr/˜haifa/TaxoMap.jar: a parameter lg has to be specified it denotes
the language of the ontology. For example TaxoMap.jar fr to perform alignment on
ontologies in French. If no language is specified, it is supposed to be English.

– http://www.lri.fr/˜haifa/TaxoMap.properties: a parameter file which specifies:

• The command to launch tree-tagger.
• Treetagger word categories that has to be considered as functional, stop words

and prepositions.
• The RDF output file.
• Different thresholds of similarity, depending on the method used.

– http://www.lri.fr/˜haifa/dbproperties.properties: a parameter file which contains the
user and password to access to MySql.

2.6 Link to the Set of Provided Alignments

The alignments produced by TaxoMap are available at the following URLs:
http://www.lri.fr/˜haifa/benchmarks/
http://www.lri.fr/˜haifa/anatomy/
http://www.lri.fr/˜haifa/directory/
http://www.lri.fr/˜haifa/library/

3 Results

3.1 Benchmark Tests

Since our algorithm only considers labels and hierarchical relations and only provides
mapping for concepts, the recall is low even for the reference alignment. The overall
results are almost similar -with no surprise- to those of last year.

The whole process of alignment costs less than 2 minutes.

4 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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3.2 Anatomy Test

The anatomy real world case is to match the Adult Mouse Anatomy (denoted by Mouse)
and the NCI Thesaurus describing the human anatomy (tagged as Human). Mouse has
2,744 classes, while Human has 3,044 classes. As last year, we considered Human as
the target ontology as is it well structured and larger than Mouse.
TaxoMap gains considerably on runtime, it performs the alignment (with no need to
partition) in about 25 minutes which is better than last year where TaxoMap took about
5 hours to align the two ontologies.

TaxoMap generates much more mappings than last year. Only about 200 concepts
were left unmapped, whereas last year it was nearly 900.
As only equivalence relationships will be evaluated, we change different mapping types
to equivalence with these confidence values:

– (type1) For isEq and isClose relations, confidence value was set to 1.
– (type2) For isA relations generated by label inclusion, confidence value was set to

0.8.
– (type3) For isA relations generated by structural technique or by relative similarity

method, confidence value was set to 0.5.

TaxoMap discovers 2 533 mappings: 1 208 type1 relations, 1 190 type2 relations
and 135 type3 relations. The improvement in comparaison with last year results relies
on the use of TreeTagger and on taking into account synonymy.

3.3 Directory Test

The directory task consists of Web sites directories like Google, Yahoo! or Looksmart.
To date, it includes 4,639 tests represented by pairs of OWL ontologies. TaxoMap takes
about 40 minutes to complete all the tests.

3.4 Library Test

The library task includes two SKOS thesauri GTT and Brinkman thesauri. Since Tax-
oMap focuses on Web ontologies expressed in RDFS and OWL, we have to adopt two
OWL version ontologies transformed by campaign organizers in this task. GTT owns
35,000 classes, while Brinkman thesauri owns 5,000 classes. The main drawback of
using OWL ontologies is that there is no distinction in OWL descriptions (rdfs:label
statements) between skos:prefLabel, skos:altLabel and skos:hiddenLabel statements,
which removes the subtle distinctions that exist between these different properties.

We applied the first method of partitioning, this is due to the fact that only 3535
anchors were discovered and that the two ontologies were poorly structured. As the
method2 relies on these two informations simultaneously, the partitioning results were
not judged relevant.
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The partitioning of Brinkman thesauri (considered as target ontology) leads to 227
modules, the largest module contains 703 concepts. GTT (source ontology) is parti-
tionned into 18 306 modules, 16 265 modules contain only one concept, the largest
module contains 517 concepts. We performed 212 combinations that leads to 3 217
mappings.

The fact that the total number of mappings is less than the number of found anchors
is due to the fact that anchors are computed between labels (a concept described by three
labels can have three anchors, which is not the case for mappings, where a concept is
matched to only one concept). As alignments are performed between modules, this can
lead to loose some potential mappings. This is particularly the case of all modules that
contain only one concept, as they are ignored by the alignment process.

As skos relations will be evaluated, we change different mapping types to skos ones
with these confidence values:

– (type1) isEq relations become skos:exactMatch with a confidence value set to 1.
– (type2) isA relations become skos:narrowMatch with a confidence value set to 1

for label inclusion, 0.5 for relations generated by structural technique or by relative
similarity method.

– (type3) isGeneral relations become skos:broadMatch with a confidence value set
to 1.

– (type4) isClose relations become skos:relatedMatch with a confidence value set to
1.

Generated mappings are as follows: 1 872 type1 relations, 1 031 type2 relations, 274
type3 relations and 40 type4 relations. The whole process of alignment costs about 40
minutes. The partitioning process costs nearly 2 hours.

The language of both thesauri is Dutch, we launched tree-tagger with Dutch pa-
rameter file. The main difficulty is that there were no Tagset description given for this
language and it was difficult to specify word categories needed for the linguistic simi-
larity method.

4 General Comments

4.1 Results

TaxoMap 2 significantly improves the results on the previous version of TaxoMap in
terms of runtime and number of generated mappings. The new implementation offers
extensibility and modularity of code. TaxoMap can be parameterized by the language
used in ontologies and different thresholds. We put the emphasis on terminological
alignment by taking into account synonymy and multi-label concepts. Our partitioning
algorithms allows us to participate to tests with large ontologies.
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4.2 Future Improvements

The following improvements can be made to obtain better results:

– Use of WordNet as a dictionary of synonymy. The synsets can enrich the termino-
logical alignment process if an a priori disambiguation is made.

– To develop the remaining structural techniques which proved to be efficient in last
experiments [5] [6].

5 Conclusion

This paper reports our participation to OAEI campaign with a new implementation of
TaxoMap. Our algorithm proposes an oriented mapping between concepts. TaxoMap 2
is better now than last year. Due to partitioning, it is able to perform alignment on real-
world ontologies. Our participation in the campaign allows us to test the robustness of
TaxoMap, our partitioning algorithms and new terminological heuristics.
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Abstract. Many existing ontology matching tools are not well scalable.
In this paper, we present the Malasco system, which serves as a frame-
work for reusing existing, non-scalable matching systems on large-scale
ontologies. The results achieved with different combinations of partition-
ing and matching tools are discussed, and optimization techniques are
examined. It is shown that the loss of result quality when matching with
partitioned data can be reduced to less than 5% compared to matching
with unpartitioned data.

1 Introduction

The need for matching large-scale ontologies arises in different fields. In electronic
business, several large ontologies representing business standards are in use [1].
Another example is the field of medical research where large databases and
ontologies exist in which taxonomies, definitions, and experimental results are
stored.

To the best of our knowledge, there are only three works which explicitly
address the scalability issue: The schema matching system COMA++ [2], the
ontology matching tool Falcon-AO [3], and the MOM approach [4]; however,
there seems to be no publicly available implementation of the latter. All of
them address the scalability problem by first partitioning the input ontologies
into smaller sub-ontologies and then performing the actual matching task on
the partitions. This approach seems promising, although one must take care to
implement the partitioning step in a way that large ontologies can be processed,
in order not to replace one bottleneck with another.

2 Scalability of Existing Matching Tools

To examine the scalability of existing ontology matching tools, we used two pairs
of large ontologies: the e-business standards eClass (375K triples) and UNSPSC
(83K triples), and the medical ontologies GO (465K triples) and NCI thesaurus
(543K triples). From the large variety of matching tools, we chose tools that
are publicly available and widely known, two of which focus explicitly on the
matching of large-scale ontologies. We conducted tests with the above mentioned
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COMA++ and Falcon-AO, as well as FOAM, INRIA, PROMPT, and CROSI
(using a simple string comparator), on a standard desktop PC.

The business pair of only be processed by COMA++ and Falcon-AO. The
larger medical pair could not be processed by any of the tools examined. Most of
the tools suffered from a lack of memory. These experiments show that matching
large ontologies is a severe problem with many of the tools that are currently
available.

3 The Malasco System

The system introduced in this paper is called Malasco (Matching large scale
ontologies). It allows matching large-scale ontologies by first partitioning the in-
put ontologies. The actual matching is then carried out on the smaller partitions.

3.1 Design

This approach has also been implemented in COMA++ and Falcon-AO. Unlike
those systems, our implementation follows a more modular design, which allows
the use of different existing systems both for partitioning and for matching the
partitions. This approach has several advantages:

– Existing matching and partioning tools can easily be reused. This lowers the
effort of setting up a matching solution and offers the possibility to benefit
from future developments without having to modify the system.

– Different matching tools provide results of various quality, depending on the
nature of the input ontologies. Therefore, building a system that can work
with different matching tools is a promising approach for creating a versatile
tool.

– From an academical point of view, the approach allows experiments on dif-
ferent combinations of partitioning and matching tools.

3.2 Partitioning approaches

As a simple partitioning approach, we implemented a naive baseline algorithm
which iterates over the RDF sentences [5] and creates chunks of N triples. While
that approach is rather naive (as it does not create clusters of concepts that
are semantically related), two more sophisticated algorithms are used in the
prototype: the islands algorithm developed by Stuckenschmidt and Klein [6],
implemented in the tool PATO and the ε-connections algorithm proposed by
Grau et al. [7], implemented in the tool SWOOP.

4 Evaluation

The Malasco system has been evaluated in two respects: the ability to process
large-scale ontologies, and the quality of the matching results achieved.
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4.1 Scalability

To demonstrate that our system is capable of matching large-scale ontologies,
we used the test ontologies and test environment described in section 2. As an
example, we used the baseline algorithm with a maximum partition size of 5,000
statements and the INRIA matching system. Our system could process both
pairs; the largest amount of time – more than 100 times longer than the rest of
the process – was consumed by the pairwise matching of partitions.

4.2 Result Quality

While it is obvious that element-based matching algorithms can be run on parti-
tions of the input ontologies with unchanging results (given a covering partition-
ing), most matching systems are structure-based and will thus produce different
(and probably worse) results on partitioned data. To evaluate how big the loss of
quality is when working on partitioned data, we ran the example matching tools
both on unpartitioned and on partitioned ontologies and compared the results.
Since the matching tools examined can only work on smaller-scale ontologies,
such a comparison is only possible on smaller-scale data sets.

Six pairs of ontologies of a size between 600 and 2,000 statements were used
for evaluation. For partitioning, we used two variants of the baseline algorithm
(with 250 and 500 statements as a maximum), two variants of the islands algo-
rithm (with 50 and 100 classes per island as a maximum), the ε-connections algo-
rithm1, and the unpartitioned ontologies for comparison. For pairwise matching
of the partitions, we used INRIA [8] and FOAM [9] in their respective standard
configurations (both of which partly rely on structure-based algorithms).

To evaluate the results, we calculated recall, precision, and F-measure. While
the recall value achieved on partitioned data is as high as (and in some cases
even slightly higher than) the result on unpartitioned data, the precision value is
less than 50% than that achieved on unpartitioned data, caused by a very high
number of false positives.

4.3 Optimization I: Using overlapping partitions

To achieve better results, in particular better precision values, we tested two op-
timization approaches. The first one is motivated by the insight that structure-
based matching approaches use information on neighboring elements. For par-
tioned ontologies, those are missing for elements on the border of a partition.
Hence, for the first optimization approach, we added the direct neighbors for
each concept contained in a partition, thus creating overlapping partitions. The
matching is then performed on the overlapping partitions. Mapping elements
found between the neighboring elements are discarded, because the matching
algorithm only has partial information about those elements.

When using overlapping partitions, it can be observed that using overlap-
ping partitions causes a significant improvement of the precision value (the loss

1 For the ε-connections algorithm, various problems can be observed [7]; two ontologies
could not be partitioned at all. Therefore, that algorithm is considered not suitable
and not regarded any further in the following results.
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of precision can be limited to less than 20%), almost without any negative affec-
tion of the recall value. On the other hand, since the overlapping partitions are
larger, the matching phase runs up to four times as long as for non-overlapping
partitions.

4.4 Optimization II: Thresholding

The second approach to improve our system’s results’ quality is the use of a
lower threshold. As most matching system provide a confidence parameter with
each mapping element, a lower threshold can be employed to discard all elements
with a confidence value below that threshold in order to improve the results [10].
This approach has been motivated by the observation that the average confidence
value is significantly lower for false positives than for true positives.

To determine an optimal lower threshold τ , we calculated precision, recall,
and F-measure for threshold values between 0 and 1 and determined the aver-
age optimal (w.r.t. F-measure) threshold values for each partitioning algorithm,
including the unpartitioned case for comparison.

Thresholding the results leads to a significant improvements in precision and
F-measure. Fig. 1 shows the results using the matching system FOAM2. The
improvement is stronger than using overlapping partitions, more than 95% of
the F-measure achieved on unpartitioned data can be reached (even up to 99%
for INRIA). Applying a filter which is optimal for a given partitioning technique
leads to almost the same results, thus, the choice for an actual partitioning
algorithm is of marginal effect.

Fig. 1. Results with FOAM and thresholding

Using the thresholding optimization is less costly than using overlapping par-
titions: the matching system does not have to work on larger partitions, and the
runtime complexity of applying the threshold is only linear in the number of
results. Combining both overlapping partitions and thresholding leads only to

2 The results with INRIA were in most of the cases comparable to those achieved with
FOAM and are therefore not shown separately.
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minimal improvements (less than 5%) compared to thresholding alone. Since
using overlapping partitions is rather costly, thresholding alone is the more ap-
proriate approach in most usage scenarios.

5 Conclusion

In this paper, we have presented the Malasco framework which allows using
existing matching tools for matching large-scale ontologies. Its modular archi-
tecture allows for using arbitrary partitioning and matching tools, including
domain-specific tools for particular matching tasks.

In our evaluation, we have shown that our system is actually capable of
matching large ontologies, that the choice of a particular partitioning algorithm
is only of minor importance, and that the quality deviation compared to the
results which would be achieved on the unpartitioned ontologies (given a matcher
that could process them) can be reduced to less than 5%.
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Abstract. In this paper we propose and evaluate new strategies for
aligning ontologies based on text categorization of literature using sup-
port vector machines-based text classifiers, and compare them with ex-
isting literature-based strategies. We also compare and combine these
strategies with linguistic strategies.

1 Introduction

In recent years many ontologies have been developed and many of these ontolo-
gies contain overlapping information. A number of ontology alignment systems
that support the user to find inter-ontology relationships exist (see overviews in
e.g., [2, 5] and http://www.ontologymatching.org/). Recently, there is a grow-
ing interest in instance-based methods for ontology alignment. In this paper we
slightly generalize the method for instance-based ontology alignment using lit-
erature that was proposed in [7]. Further, we propose a new instantiation of the
method based on text categorization using support vector machines (SVMs). We
evaluate these algorithms in terms of the quality of the alignment results for the
five test cases used in [7]. We compare two SVM-based algorithms with each other
and with the Naive Bayes text classification approach of [7]. Finally, we compare
the algorithms with a good text-based approach and discuss the advantages and
disadvantages of combining the approaches. For related work, more results and
more details we refer to the longer version of this paper that is available from
the SAMBO website (http://www.ida.liu.se/∼iislab/projects/SAMBO/).

2 Background

Many ontology alignment systems are based on the computation of similarity
values between terms in different ontologies and can be described as instantia-
tions of the general framework defined in [5]. An alignment algorithm receives as
input two source ontologies. The algorithm can include several matchers. These
matchers calculate similarities between the terms from the ontologies. Alignment
suggestions are then determined by combining and filtering the results generated
by one or more matchers. The suggestions are then presented to the user who
accepts or rejects them.

A method for creating a matcher that uses scientific literature was proposed
in [7]. It builds on the intuition that a similarity measure between concepts can
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be computed based on relationships between the documents in which they are
used. It contains the following basic steps (slightly generalized). (1) Generate
corpora. For each ontology that we want to align we generate a corpus of doc-
uments. (2) Generating classifiers. For each ontology one or more document
classifiers are generated. The corpus of documents associated to an ontology is
used for generating its related classifiers. (3) Classification. Documents of one
ontology are classified by the document classifiers of the other ontology and vice
versa. (4) Calculate similarities. A similarity measure between concepts in
the different ontologies is computed based on the results of the classification.

In [7] an instantiation (NB) of this method was implemented and evaluated
using test cases involving biomedical ontologies. For step 1 a corpus was gener-
ated by querying PubMed (October 23, 2005) with each concept and retrieving
the 100 most recent abstracts (if there were so many) for each concept. In step
2 one Naive Bayes classifier per ontology was generated. The classifiers return
for a given document d the concept C in the ontology for which the posterior
probability P (C|d) results in the highest value. In step 3 the Naive Bayes clas-
sifier for one ontology was applied to every abstract in the abstract corpus of
the other ontology and vice versa. Finally, in step 4 a similarity value between
two concepts was computed using the numbers of abstracts associated with one
concept that are also related to the other concept as found by the classifiers.

In general, in step 2 a document may be assigned to several concepts and
thus we may regard the classification of documents to concepts as several binary
classification problems, one for each concept in an ontology. In the next section
we propose an instantiation of the method that does exactly this and is based
on SVMs. SVMs [8] is a machine learning method that constructs a separating
hyperplane in a feature space between two data sets (positive and negative ex-
amples) which maximizes the margin between the two sets. The setting can also
be generalized to learning from positive and unlabeled examples (e.g. [6]).

3 Alignment algorithms

The basic algorithm implements the steps as follows. (1) Generate corpora.
We used the same corpora as in [7]. (2) Generating the classifiers. For each
concept in each ontology an SVM text classifier was generated. We used the LPU
[6] system. LPU generates text classifiers based on positive and unlabeled exam-
ples. The abstracts retrieved when querying for a concept were used as positive
examples for that concept. Further, for a given concept we used one abstract
of each other concept in the same ontology as unlabeled examples. The SVM
text classifier for a concept returns for a given document whether the document
is related to the concept. It returns a value that is positive if the document is
classified to the concept and negative otherwise. (3) Classification. The SVM
text classifier for each concept in one ontology is applied to every abstract in the
abstract corpus of the other ontology and vice versa. The classification was done
by using the text classifiers generated by LPU within the SVMlight system [4].
Observe that a document can be classified to zero, one or more than one concept
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in an ontology. (4) Calculate similarities. We define the similarity between a
concept C1 from the first ontology and a concept C2 from the second ontology as:

nSV MC−C2(C1, C2) + nSV MC−C1(C2, C1)
nD(C1) + nD(C2)

where nD(C) is the number of abstracts originally associated with C, and
nSV MC−Cq

(Cp, Cq) is the number of abstracts associated with Cp that are also
related to Cq as found by classifier SV MC − Cq related to concept Cq.

The pairs of concepts with a similarity measure greater or equal than a
predefined threshold are then presented to the user as candidate alignments.

In NB a document was classified to exactly one concept. We wanted to eval-
uate whether this has a real influence in the similarity computation. Therefore,
we also developed an alternative to the basic SVM algorithm where in step 3 a
document can be classified to only one concept. We assign a document only to
the concept for which its SVM classifier generated the highest positive value for
that document. In the case more than one classifier produces the highest positive
value, then one of the associated concepts is chosen.

4 Evaluation

We evaluate the proposed algorithms with respect to the quality of the sugges-
tions they generate. We also compare them to NB as well as to the best text-
based matcher (TermWN) implemented in SAMBO [5]. Further, we investigate
the combination of the proposed algorithms and TermWN.

We used the following set-up. We use the same five test cases as in [7]. For
the first two cases we use a part of a Gene Ontology (GO) ontology together
with a part of Signal Ontology (SigO). The first case, B (behavior), contains 57
terms from GO and 10 terms from SigO. The second case, ID (immune defense),
contains 73 terms from GO and 17 terms from SigO. The other cases are taken
from the anatomy category of Medical Subject Headings (MeSH) and the Adult
Mouse Anatomy (MA): nose (containing 15 terms from MeSH and 18 terms from
MA), ear (containing 39 terms from MeSH and 77 terms from MA), and eye

(containing 45 terms from MeSH and 112 terms from MA). Golden standards
for these cases were developed by domain experts. Further, we use the same
corpus as in [7]. We use SVM-based matchers based on sets of maximum
100 documents per concept. These matchers are denoted as SVM-P and SVM-S
where P and S stand for Plural (a document can be classified to several concepts)
and Single (a document can be classified to only one concept), respectively.

The results are given in table 1. The first column represents the cases and the
number of expected alignments for each case based on the golden standards. The
expected alignments are a minimal set of suggestions that matchers are expected
to generate for a perfect recall. The second column represents threshold values.
The cells in the other columns contain quadruplets a/b/c/d which represent the
number of a) suggestions, b) correct suggestions, c) wrong suggestions and d)
inferred suggestions, for a given case, matcher and threshold.
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Comparison of single and plural assignment. The recall for the plural
assignment is much higher than the recall for the single assignment. This comes,
however, at a cost. The precision for the single assignment algorithm is much
higher than for the plural assignment algorithm. We see a real trade-off here:
find many expected alignments, but also get many wrong suggestions, or, find
few expected alignments, but receive almost no wrong suggestions.
Comparison of NB and SVM-S. These two single assignment algorithms
give relatively few suggestions but have high precision. However, NB gives al-
ways more suggestions than SVM for the same threshold. NB also always gives
suggestions, except for case ID and threshold 0.8, while SVM-S often does not
give suggestions. It is clear that SVM-S does not perform well with high thresh-
olds. In general, NB has slightly better recall than SVM-S, while SVM-S has
slightly higher precision than NB.

Th SVM-P SVM-S NB TermWN TermWN+ TermWN+
SVM-S SVM-P

B 0.4 387/4/258/125 0/0/0/0 4/2/1/1 58/4/22/32 4/4/0/0 156/4/84/68
4 0.5 306/4/203/99 0/0/0/0 2/2/0/0 35/4/13/18 4/4/0/0 52/4/19/29

0.6 225/4/148/73 0/0/0/0 2/2/0/0 13/4/4/5 0/0/0/0 21/4/7/10
0.7 130/3/79/48 0/0/0/0 2/2/0/0 6/4/0/2 0/0/0/0 7/4/1/2
0.8 36/0/22/14 0/0/0/0 1/1/0/0 4/4/0/0 0/0/0/0 4/4/0/0

ID 0.4 672/8/592/72 2/2/0/0 9/6/3/0 96/7/66/23 8/6/2/0 302/8/262/32
8 0.5 490/8/433/28 0/0/0/0 5/5/0/0 49/7/25/17 6/6/0/0 155/7/127/21

0.6 336/8/300/28 0/0/0/0 2/2/0/0 16/5/5/6 2/2/0/0 71/7/48/16
0.7 222/6/191/25 0/0/0/0 1/1/0/0 7/5/2/0 1/1/0/0 19/7/7/5
0.8 108/5/93/10 0/0/0/0 0/0/0/0 6/4/0/2 0/0/0/0 7/5/2/0

nose 0.4 155/7/124/24 5/5/0/0 6/5/1/0 48/7/37/4 9/7/2/0 80/7/66/7
7 0.5 120/7/91/22 4/4/0/0 6/5/1/0 28/7/18/3 7/7/0/0 58/7/47/4

0.6 85/7/60/18 2/2/0/0 5/5/0/0 8/6/2/0 6/6/0/0 31/7/47/4
0.7 58/6/45/7 0/0/0/0 5/5/0/0 6/6/0/0 4/4/0/0 11/7/4/0
0.8 34/6/27/1 0/0/0/0 3/3/0/0 6/6/0/0 1/1/0/0 6/6/0/0

ear 0.4 1224/24/1056/144 14/12/2/0 18/16/2/0 155/26/110/19 34/25/8/1 585/27/481/77
27 0.5 957/23/822/112 11/10/1/0 15/14/1/0 99/26/65/8 27/23/4/0 203/26/146/31

0.6 696/22/590/84 1/1/0/0 12/11/1/0 47/26/19/2 17/17/0/0 96/24/64/8
0.7 478/22/392/64 0/0/0/0 11/10/1/0 34/26/8/0 12/12/0/0 55/23/28/4
0.8 278/21/223/34 0/0/0/0 3/3/0/0 28/25/3/0 1/1/0/0 29/21/6/2

eye 0.4 2055/25/1926/104 7/7/0/0 25/18/7/0 135/26/100/9 28/23/5/0 643/25/568/50
27 0.5 1481/25/1366/90 4/4/0/0 18/17/1/0 74/23/44/7 21/20/1/0 272/25/221/26

0.6 957/25/860/72 0/0/0/0 14/14/0/0 33/22/10/1 16/16/0/0 138/24/101/13
0.7 612/24/539/49 0/0/0/0 10/10/0/0 24/21/3/0 7/7/0/0 54/21/27/6
0.8 344/23/290/31 0/0/0/0 3/3/0/0 22/20/2/0 0/0/0/0 25/21/4/0

Table 1. Results.

Comparison with and combination with other matchers. The table also
shows the quality of the suggestions of TermWN (from [5]), and the combinations
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(sum, equal weight) of TermWN with SVM-P and SVM-S. TermWN has higher
recall than SVM-S and NB. It also has better recall than SVM-P for the case ear,
but for the other cases the recall is similar. TermWN has better precision than
SVM-P, but worse than SVM-S and NB. Almost all expected alignments were
found by at least one SVM or NB matcher and threshold at least 0.4. TermWN
with threshold 0.4 missed 1 expected alignment for ID, 1 for ear and 1 for eye.

The combination of TermWN and SVM-S gave perfect results for B and
thresholds 0.4 and 0.5. Otherwise, when it gave suggestions, the precision was
high. For thresholds 0.4 and 0.5, SVM-S worked as a filter on TermWN by
removing many wrong suggestions at the cost of no or few correct suggestions.
For higher thresholds too many correct suggestions were removed. For most cases
and thresholds the combination of TermWN and SVM-P gave better recall than
TermWN and SVM-P. The precision of the combination was higher than the
precision for SVM-P, but lower than the precision for TermWN. As shown in
the longer version of the paper, the precision for the combination could become
better than the precision for TermWN by using the double threshold filtering
technique of [1] while keeping the recall at the same level for most cases.

5 Conclusion

We have proposed SVM-based algorithms for aligning ontologies using literature.
We have shown that there is a trade-off between the single and plural assignment
methods regarding precision and recall. Further, SVM-S and NB obtained similar
results. The combinations of TermWN with SVM-S and with SVM-P lead to a
large gain in precision compared to TermWN and SVM-P, with still a high recall.
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Abstract. The paper presents an overview of a novel procedure for
mapping hierarchical ontologies, populated with properly classified text
documents. It combines structural and instance-based approaches to re-
duce the terminological and conceptual ontology heterogeneity. It yields
important granularity and instantiation judgments about the inputs and
is to be applied to mapping web-directories.

1 Introduction and Initial Setting

Heterogeneity between ontolgies can occur in many forms, not in isolation from
one another [5]. We describe our approach to map two hierarchical, tree-structured
ontologies designed to categorize text documents (web pages) with respect to
their content, by reducing their terminological and conceptual heterogeneity.
The paper extends previous work by one of the co-authors [10]. We make use of
both intentional and extensional information contained in the input ontologies
and combine them in order to establish correspondences between the ontologies
concepts. In addition, the proposed procedure yields assertions on the granular-
ity and the extensional richness of one ontology compared to another which will
be helpful at assisting the eventual stage of ontology merging.

Definition 1. A hierarchical ontology is a pair O := (CO, is_a), where CO is a

finite set whose elements are called concepts and is_a is a partial order on CO

with the following property:

- there exists exactly one element A0 ∈ CO such that {B ∈ CO|(A0, B) ∈

is_a} = ∅,

- for every element A ∈ CO, A �= A0, there exists an unique element A′

∈ CO

such that (A, A′) ∈ is_a.

We will use the documents assigned to a given concept as instances of that
concept in order to model it. A given class is assigned the union of the sets of
documents assigned to all nodes subsumed by this class. In Figure 1(a), the node
c2 contains the documents set {d1, d2, d3, d4, d5, d6}.

Our inputs are two ontologies O1 and O2 together with their corresponding
sets of documents DO1 = {dO1

1 , ..., dO1
nO1

} and DO2 = {dO2
1 , ..., dO2

nO2
}, where each

document is represented as a TF/IDF vector [7]. We assume that O1 and O2
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Fig. 1. a: A document populated taxonomy. b: Strict and relaxed intersections.

share a significant extensional overlap and all the documents are in the same
natural language.

An entity which plays a key role in our approach is the intersection of DO1 and
DO2 . However, when the sets elements are vectors of text documents, it is very
likely that the sets contain documents which are similar, but not identical, and
therefore not part of the intersection. In order to make use of such documents, we
introduce the notion of relaxed intersection (RI) which integrates both identical
and similar documents from both sets as opposed to the standard strict set
intersection (Figure 1(b)): RI(DO1 , DO2) = {dO1

i , dO2
j |dist(dO1

i , dO2
j ) ≤ cd, d

O1
i ∈

DO1 , d
O2
j ∈ DO2}, where dist is a properly chosen distance measure on the set of

TF/IDF documents [8] and cd is a similarity parameter to be empirically set. In
the sequel, by document set intersection we will mean their relaxed intersection.

2 Structural and Instance-based Mapping Strategies

In the following, we will describe the structural approach which forms the first
part of our mapping strategy. A hierarchical ontology as described in definition
1 is directly translated to a directed rooted tree G(V, E). Since only hyponimic
relations are allowed at this stage, we will assume that the ontology graphs are
unlabeled. Bunke et al. [1] introduced a graph distance, which accounts for the
structural closeness of two taxonomies, represented as non-empty graphs G1 and
G2:

d(G1, G2) = 1 −

|mcs(G1, G2)|
max(|G1|, |G2|)

.

The abbreviation mcs stands for maximal common subgraph of G1 and G2 de-
fined as a maximal graph isomorphic to sub-graphs of both G1 and G2 and |G|

denotes the number of vertices in a graph G. The problem of finding a mcs is
solved in polynomial time for trees. Various algorithms are discussed in [11].

In addition to the structural approach, we employ two extensional meth-
ods for deriving concepts similarity assertions. Even though independent from
one another, they can be combined yielding an improved similarity learner. In
both approaches, we make use of Support Vector Machines (SVMs) [3], operat-
ing on the sets of TF/IDF documents assigned to the input ontologies. SVMs are
machine learning classifiers which can be trained on a given data set and learn to
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discriminate between positive and negative instances. For two concepts A ∈ CO1

and B ∈ CO2 we define the data sets SO1 = {(dO1
i , yA

i )} and SO2 = {(dO2
j , yB

j )},
where dO1

i , dO2
j ∈ Rd, i = 1, ..., nO1 , j = 1, ..., nO2 with d - the dimension of the

TF/IDF vectors. yA and yB are labels taking values +1 when the corresponding
document is assigned to A or B, respectively, and −1 otherwise. The labels sep-
arate the documents in each ontology into such that belong to a given concept A
or B, respectively (positive instances) and such that do not (negative instances).

One convenient way of making use of extensional information is to model
concepts as ”bags” of instances and measure their similarity on set theoretic
accounts considering A and B very similar when A∩B ≈ A. A standard instance-
based similarity measure is the Jaccard coefficient [6], defined as: Jacc(A, B) =
P (A∩B)
P (A∪B) , where P (X) is the probability of a random instance to be an element of
X . Note that P (A∩B) = P (A, B) and P (A∪B) = P (A, B)+P (A, B)+P (A, B),
where the entity P (A, B) denotes the joint probability of A and B. Each of the
three joint probabilities is estimated by the fraction of documents that belong
to both A and B: P (A, B) = |A∩O1B|+|A∩O2B|

|DO1 |+|DO2 |
, where ∩O1 denotes intersecting

documents belonging to O1 only. By training an SVM classifier on the data set
SO1 and applying it on the document set DO2 we come up with an estimation
of the quantity |A ∩O2 B|. Repeating the procedure after inversing the roles of
O1 and O2 yields |A ∩O1 B|. The same algorithm is applied for the other joint
probabilities until we have approximations of all of them, as described in [4].

The second extensional indicator for semantic closeness we propose is based
on a variable selection procedure for SVMs. Variable selection in descrip-
tive statistics is about pointing out the input variables, which most strongly
affect the response. For a given data set of the type SO1 it indicates which of
the TF/IDF vector dimensions are most important for the separation of the
documents into such that belong to a given concept and such that do not. Our
variable selection criterion is the sensitivity of the VC dimension [3] - an indica-
tor of the classifying capacity of a set of classifiers (e.g. the set of hyperplanes
in a multidimensional space). Our initial experiments have shown variations in
the estimation of that parameter according to the presence or absence of a given
variable (vector dimension) in the data set. The procedure yields for each ontol-
ogy an ordered list of variables on top of which are found the variables which
are most important for the class separation. If the orders of the variables in both
sets are similar, or if a significant number of most pertinent variables from both
sets coincide, then the two concepts A and B are identified as similar.

3 A Procedure for Ontology Mapping

The structural and extensional approaches described so far are our instruments
used to build a combined procedure for ontology mapping. Another important
criterion for concept similarity is the presence of similar concept names in both
ontologies. Linguistic analysis approaches to this problem, relying on names and
textual description of ontology elements, are used in [2] and [9]. Even though
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not explicitly discussed in this section, we keep in mind that this name-based
criterion is to be checked at any step before measuring the instance-based sim-
ilarity of a pair of concepts and is to become an integral part of the structural
similarity approach.

Let us take as input again the ontologies O1 and O2 together with their
corresponding document sets DO1 and DO2 . In the following, we describe our
method for combining the mapping approaches earlier.

Case 1: |DO1 | ≈ |DO2 |

The first big case considers ontologies which contain similar number of doc-
uments. The ratio rΔ = |DO1∩DO2 |

|DO1∪DO2 |
is an indicator of the size of the intersection

of both sets relative to the sets size. There are two further possibilities:
- Case 1.1. rΔ > crΔ

, where crΔ
∈ (0, 1) is a parameter to be fixed. In this

case we have two different ontologies on (almost) the same documents sets. It is
very likely that they share a conceptual similarity. We proceed to checking the
graph distance between them.

- Case 1.1.a. d(GO1 , GO2) ≈ 0. The taxonomies have similar structures, de-
scribe the same domain and have the same extensions. It is left to establish
the precise concept-to-concept mappings, done by the help of the instance based

similarity check.
- Case 1.1.b. d(GO1 , GO2) ≈ 1. The maximal common subgraph of both on-

tologies is quite small, i.e. one of the taxonomies contains significantly lower
number of nodes compared to the other (Figure 2(a)). Let us assume that
|CO1 | < |CO2 |. Since both ontologies are ”built” on approximately the same
sets of documents, this means that O2 is more specific than O1, and contains
more concept nodes. O1 can be directly injected into O2. The concept-to-concept
correspondences indicating the exact injection pattern are provided by instance-
based concept similarity applied on the set of the nodes of the mcs of both
taxonomies.

- Case 1.2. rΔ ≤ crΔ
. The ontologies are little likely to be similar since their

extensions share very little (or no) overlap.

Fig. 2. a) Case 1.1.b. b) Case 2.3.b.2)

Case 2: |DO1 | < |DO2 |

In the second big case, the set DO1 contains less documents than the set DO2

(conventional choice). One can distinguish between three further sub-cases: Case
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2.1. - the two sets do not intersect (rΔ = 0); Case 2.2. - the two sets intersect, but
do not fully overlap; and Case 2.3. - the smaller set is a subset of the bigger one.
Case 2.1. is in conflict with a major assumption introduced in the beginning and
therefore does not provide mapping candidates. Case 2.2. conforms with either
Case 2.1. or Case 2.3., depending on the size of the intersection DO1 ∩ DO2

relative to |DO1 |. We will study in details Case 2.3. and proceed to measure the
structural similarity between the inputs.

- Case 2.3.a. d(GO1 , GO2) ≈ 0. O1 is structurally very similar to O2. Hence,
it is just as specific as O2, but less populated with documents. This indicates
that O1 can be replaced entirely by O2.

- Case 2.3.b. d(GO1 , GO2) ≈ 1. There are two different scenarios, depending
on which of the two input ontologies contains more nodes.

1) |CO1 | < |CO2 |, i.e. there are less concepts in O1 than in O2. This is the
case when O1 is a sub-taxonomy of O2 and can be entirely injected into it, as
described in Case 1.1.

2) |CO2 | < |CO1 |. O1 is more granular a hierarchy, but less populated than
O2 (Figure 2(b)). We will take instances from O2 and assign them to O1 by first
aligning the nodes of both ontologies by the help of the instance-based mapping
procedure. to another in terms of both conceptualization and instantiation.
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Abstract. We observe the impact of ontology refactoring, based on detection
of name patterns in the ontology structure, on the results of ontology matching.
Results of our experiment are evaluated using novel logic-based measures accom-
panied by an analysis of typical effects. Although the pattern detection method
only covers a fraction of ontological errors, there seems to be a measurable effect
on the quality of the resulting matching.

1 Introduction

Ontologies in formal languages often suffer from diverse kinds of modeling errors in
the structure and/or naming style. These errors can typically be perceived as violation
of the set-theoretic interpretation of the subclass relationship. We hypothesize that if we
repair some of those errors in OWL ontologies as a pre-processing step for OM, we will
get better results from OM tools than with original unrepaired OWL ontologies.

This hypothesis has been evaluated by an experimental study. The whole experiment
is depicted in Figure 1. Having detected modeling errors via name structure analysis, we
apply several refactoring operations on them. Although ‘ideal’ refactoring can in prin-
ciple be arbitrarily complex, we found three generic refactoring operations that seem to
cover a significant number of realistic cases [4]. The result of mapping a pair of ontolo-
gies that underwent refactoring is compared with the result of mapping the same pair of
ontologies in the original form.

Section 2 deals with patterns detected in ontologies and refactoring operations that
are described with several examples. Some statistics about frequencies of patterns and
refactoring in our experiment as well as setting of the experiment, an evaluation method,
and results of experiment are described in section 3. The paper is wrapped up with
conclusions and future work.

2 Patterns and Refactoring Operations

The patterns for the study were chosen based on our preliminary manual analysis of
numerous ontologies, and thus correspond to generalisations of ‘striking’ fragments of
real ontologies (the inventory of patterns is thus definitely not complete and will be
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Fig. 1. Workflow of experiment

extended by future research). Our approach to pattern detection has essentially been
built upon the notion of named structural cluster. Theoretically, an ideal OWL ontol-
ogy could consist of large named structural clusters going from the upmost levels of
the hierarchy to the leaves, as the type of entity should not change when going down
the tree—it can only be refined, which is often done by extending the original name.
In reality, however, such large named structural clusters are rare. Clusters can legally
be broken by introducing lexical hyponymy (and possibly synonymy) into head noun
naming; using thesauri could help here to some degree. Inadequate breaks however of-
ten appear due to either bad naming practices or to inherent errors in conceptualization.

For the sake of brevity we concisely describe and exemplify our three patterns,
which have been described using formal framework in [4]. Furthermore, we illustrate
three basic refactoring operations as they have been used in our experiment.

First pattern SE (matching siblings with non-matching parent) represents the situa-
tion that two or more children do not have the same head noun as their parent but have
the same head noun among themselves. This pattern might indicate an overly flat hi-
erarchy, asking for inclusion of an intermediate concept superordinated to some of the
sibling classes only. It can also be produced by a modeling error or by awkward naming.
In this case we can employ a renaming operation (RN), which renames the children in
a suitable way, eg. appending a head noun of parent after the presumed head noun of
children (see Figure 2). Other option would be a substitution the presumed head noun
of each of children with the presumed head noun of parent.

Fig. 2. Example of RN (ekaw.owl)
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Pattern hE (plain head noun) represents the situation that two or more children do
not have the same head noun as their parent but have the same head noun among them-
selves and one of them is plain head noun, i.e. there is no other word in name but the
head noun. Actually, this is the specific case of SE pattern. In this case we can employ
a restructuring operation (RS) that leads to shift a concept that is badly placed in the
taxonomy, eg. a concept with plain head noun should be subclass of parent with the
same head noun.

Finally, pattern ME (matching outlier) represents the situation that a concept shares
the head noun with a cluster that it is not descendant of (it is a subclass of any of the con-
cepts from the cluster). In this case we can use an operation of adding a concept (ADD)
that leads to adding a new concept into the taxonomy, eg. in Figure 3 for reconciliation
of the ontology we employ two operations: first ADD and then RS.

Fig. 3. Example of ADD (iasted.owl)

All cases of modelling errors detected via some of above mentioned patterns can
be repaired by one of three refactoring operations: RN, RS, or ADD. It depends on a
situation which one is the most suitable. It is also possible to employ more than one
operation for one case.

3 Experimental Evaluation

For our experiment we chose seven ontologies from the OntoFarm collection3 describ-
ing the domain of conference organization. We manually refactored these ontologies
according to the name patterns discussed above, which are detected automatically. In
Table 1 we can see how often these patterns have been detected as well as the number
of refactoring operations applied to each pattern.

We automatically generated alignments for five pairs of ontologies, namely the on-
tology pairs cmt-ekaw, confOf-sigkdd, ekaw-iasted, ekaw-sigkdd, and myReview-edas.
For each matching problem we applied three matching tools for both the original on-
tologies and their refactored counterparts. We have chosen Falcon-AO [2], HMatch [1],

3 http://nb.vse.cz/˜svatek/ontofarm.html
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Table 1. Frequencies of patterns and refactoring operations.

Ontologies Refactoring
cmt ekaw confOf sigkdd iasted myReview edas RN RS ADD

SE 1 2 1 5 8 1 3 10 2 9
hE - - 1 - - 1 - - 2 -
ME 1 2 - 1 1 - - 2 1 2

and ASMOV [5] as representative matching systems. Since our refactoring approach is
currently limited to concepts, we only considered correspondences between concepts.
In addition to classical evaluation methods and a discussion of some examples we also
applied the maximum cardinality incoherence measure defined in [3].

For Falcon-AO the effects of refactoring are very similar across all ontology pairs.
Falcon-AO generates between 5 and 12 correspondences with respect to the original
ontologies and most of these correspondences are correct. Thus, it is no suprise that
these alignments were coherent before and after the refactoring with one exception.
Due to the refactoring, for each matching pair one more correspondence has been gen-
erated. Notice that the increased size of the alignments had no negative impact on their
coherence. In particular, all additionally found correspondences have been verified as
correct. In most cases we observed that these effects are based on the refactoring strat-
egy of introducing an additional concept into the conceptual hierarchy to repair the SE
pattern. Since there often exists a counterpart to the additionaly introduced concept, a
new correspondence can now be detected.

Since HMatch generates less coherent alignments, it made sense to compute the
average of the incoherence degree. Comparing the mappings created for the origi-
nal and the refactored ontologies, we could observe a decrease of the incoherence by
24%4. This difference can partially be explained by a closer look at one of the align-
ments. Matching ontology myReview with edas generates amongst others correspon-
dence 〈myReview#Chair , edas#ConferenceChair , =, 0 .56 〉. Due to the refactoring
of pattern SE we introduced concept edas#Chair as parent of edas#ConferenceChair .
HMatch now finds a better matching counterpart for myReview#Chair and replaces
the incorrect correspondence by a correct correspondence. This is a typical example
where both precision and recall are increased by a refactoring operation.

The results for ASMOV are less clear-cut. In particular, we found that a signifi-
cant part of the alignment changed due to the refactoring (compared to the other sys-
tems). Although we were not able to detect a continuous pattern, we observed that the
refactoring had the strongest positive effect on matching myReview with edas where
the degree of incoherence was reduced by 47%5. A closer look revealed an inter-
esting pattern. The alignment based on the original ontologies contains amongst oth-
ers correspondences (1) 〈myReview#Document , edas#Document , =, 0 .68 〉 and (2)
〈myReview#CD ROM , edas#ReviewForm, =, 0 .52 〉. Contrary to this, the align-
ment generated based on refactoring did not contain the incorrect correspondence (2).
This is a surprise at first sight, because none of the refactoring operations was directly
concerned with myReview#CD ROM . Actually, we applied a restructuring opera-

4 From 0.108 to 0.082
5 from 0.105 to 0.056
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tion by adding the axiom myReview#OutputDocument � myReview#Document .
Together with the disjointness axiom edas#ReviewForm � ¬edas#Document that
is given in the edas ontology, the ASMOV system detects a conflict between corre-
spondence (1) and (2) in its validation phase. Due to the semantics induced by the
restructuring operation, it can be detected that (1) and (2) are mutually exclusive.

Overall, we conclude that refactoring improves the quality of an alignment gen-
erated by a matching system. Five of the generated alignments have been incoherent
before the refactoring has been applied. For four of these alignments we measured a
decrease of incoherence, while none of the coherent alignments becomes incoherent.
More important is the result that refactoring increases both precision and recall in many
cases. In particular, the last example showed that it is possible to use the additional
information induced by the refactoring in a non trivial way to filter out incorrect corre-
spondence.

4 Conclusions and Future Work

In our work we attempted to combine two seemingly distant areas: ontology mapping
evaluation and ontology refactoring. We hypothesized that OM tools will reach better
results for repaired OWL ontologies than for original unrepaired OWL ontologies. This
hypothesis was to some degree confirmed by our experiment. We carried out the experi-
ment over a complex workflow, starting with automatic detection of patterns potentially
indicating conceptualisation errors through manual refactoring and application of sev-
eral off-the-shelf matching tools up to mapping evaluation accompanied by a detailed
analysis of the most interesting examples. In future work, the set of detectable pat-
terns and refactoring operations will be adjusted and extended. In particular, we have
to make our approach applicable to properties. A consolidated description framework
for patterns and refactoring might also allow to partially automate the refactoring. In an
automated setting at least the restructuring operation requires to be validated by logical
reasoning to avoid the introduction of logical inconsistencies.
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Abstract. Current state-of-the-art ontology-alignment evaluation methods are
based on the assumption that alignment relations come in two flavors: correct
and incorrect. Some alignment systems find more correct mappings than others
and hence, by this assumption, they perform better. In practical applications how-
ever, it does not only matter how many correct mappings you find, but also which
correct mappings you find. This means that, apart from correctness, relevance
should also be included in the evaluation procedure. In this paper we expand the
sample-based evaluation of the OAEI 2007 food task with a sample evaluation
that uses relevance to prototypical search tasks as a selection criterion for the
drawing of sample mappings.

1 Introduction

In recent years ontology alignment has become a major field of research [3, 5]. Es-
pecially in the field of digital libraries it has had a great impact. Good evaluation is
essential for the deployment of ontology-alignment techniques in practice. The main
contribution of this paper is to offer a simple method to capture the performance of
alignment approaches in actual applications. We introduce relevance-based evaluation,
which compensates for some of the shortcomings of existing methods by using the
needs of users during sample selection. We apply this method to the data of the OAEI
2007 food task [2].

Nearly all existing evaluation measures used to determine the quality of alignment
approaches are based on counting mappings [1, 2]. For instance, in the context of on-
tology alignment, the definition of Recall is defined as the number of correct mappings
a system produces divided by the total number of correct mappings that can possibly
be found (i.e. that are desired to be part of the result). Regardless of their differences,
most of these measures have one thing in common: They do not favor one mapping over
the other in order to give an objective impression of system performance. Any mapping
could prove to be important to some application. Therefore, they can only tell us how
many mappings are found on average by a system, but not which mappings are found
and whether the mappings that are found are those that are useful for a certain applica-
tion. Whenever someone wants to decide which alignment approach is best suited for
his application (e.g. [7]) he will have to reinterpret average expected performance in the
light of his own needs. This can be a serious obstacle for users.
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A solution to this problem is to incorporate the importance of mappings (i.e. rele-
vance) into the evaluation result. This solution immediately raises two new problems:
(1) How to come up with suitable importance weights, and (2) How to define a sim-
ple and intuitive way to use these weights With respect to problem 1, there are many
sensible ways to weigh the importance of mappings. For example, based on the size
of the logical consequence, cf. Semantic Precision and Semantic Recall [1], or on ex-
pected traversal frequency, cf. [4]. Relevance-based evaluation equates importance to
relevance to prototypical application scenarios. Likewise, with respect to problem 2,
there are many sensible ways to incorporate mapping importance into an evaluation
method. For example, linear combination, cf. [6], or stratification cf. [9]. As opposed
to existing methods to account for the relevance of mappings that include it as a vari-
able in an evaluation measure, we use relevance to steer the sample-selection process.
Instead of randomly selecting mappings for the evaluation of alignment approaches (cf.
the food and environment tasks described in [2]) we select only those that are relevant to
an application. This way we can use existing and well-understood evaluation metrics,
like Precision and Recall, to measure performance on important tasks as opposed to
fictive average-case performance.

2 Experimental Set-up

We demonstrate how relevance-based evaluation works by extending the existing results
of the OAEI 2007 food task, which did not take relevance into account. We determine
relevance for the mappings based on hot topics related to this task, like global warming
and increasing food prices, which we obtain by means of query-log analysis, expert in-
terviews, and news feeds. For the original OAEI 2007 food task, Recall was measured
on samples that represent the frequency of topics in the vocabularies. In relevance-based
evaluation the samples are drawn by the frequency of use in search tasks, specifically,
finding documents about prototypical agricultural topics of current interest in one col-
lection using the indexing vocabulary of the other. The procedure we use is as follows:
(1) Gather topics that represent important use cases. We gather “hot” topics in agri-
culture from the query log files of the FAO AGRIS/CARIS search engine, the FAO
newsroom website, and interviews with two experts. Patricia Merrikin from the FAO’s
David Lubin library, and Fred van de Brug, from the TNO Quality of Life food-safety
group. We manually construct search-engine queries for each topic. (2) Gather docu-
ments that are highly relevant to these topics. We ascertain which documents would be
sufficient for the hot topics by gathering suitable candidate documents from the part
of the FAO AGRIS/CARIS and USDA AGRICOLA reference databases that overlaps.
We use a free-text search engine3 and manually filter out all irrelevant documents. (3)
Collect the meta-data describing the subject of these documents and align the concepts
that describe the subject of the documents to concepts in the other thesaurus. We collect
values of the Dublin Core subject field from the AGRIS/CARIS and AGRICOLA refer-
ence databases. These values come from subject vocabularies, respectively AGROVOC
and the NAL Agricultural Thesaurus. We manually align each concept to the most sim-
ilar concept in the other vocabulary. The resulting mappings make up our sample set

3
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of relevant mappings. (4) Apply the mappings for evaluation by counting how many of
these mappings have been found by ontology alignment systems and comparing system
performance based on these counts. Specifically, we re-calculate Recall for the top-4
systems of the OAEI 2007 food task, following the same procedure as described in [2,
9], but use the new set of relevant mappings.

3 Sample Construction

Topics In order to get a broad overview of current affairs in the agricultural domain we
gathered topics from three sources: Analysis of the search log files of the AGRIS/CARIS
search engine, topics in the “Focus on the issues” section of the FAO Newsroom, and
expert interviews. Detailed descriptions of the topics can be found at

.

Documents Per topic did a full-text search on the AGRIS/CARIS search engine limited
to the set of documents that is shared between the AGRICOLA and AGRIS/CARIS col-
lections and fetched the top-100 of the results. From these 1500 documents we selected
only the ones that are relevant to our topics, on average 31 per query, and that have
been assigned Dublin Core subject terms in both collections. This left 52 documents in
total, on average 3.8 per query. For four of the topics we found no documents that were
both relevant and indexed in both collections. The reason for this is that these topics are
all very new issues. The greatest overlap between the AGRIS/CARIS and AGRICOLA
collections exists for documents published between 1985 and 1995. After the year 2000
no documents have been imported and thus it is hard to find relevant documents for new
issues. We assume that the 52 double-annotated relevant documents are representative
of the set of all relevant documents with subject meta-data, i.e. also the documents with
only annotations in one of the two collections. These are the documents for which align-
ment could make the biggest difference. This is a reasonable assumption, because the
indexing process of both collections is regulated by a protocol to control continuity.

Mappings Having established which documents are potentially important to find, we
have to decide which mappings will be of most benefit to someone who wants to find
them. We assume that the mappings that map the subject annotations as strictly as pos-
sible to the other vocabulary are the most beneficial for any search strategy that employs
them. Given this assumption, we manually constructed the set of mappings that connect
each concept used to index the 53 relevant documents with its most similar counterpart.

The alignment of the 266 NALT concepts and 212 AGROVOC concepts was done
by thesaurus experts at the FAO and USDA, Gudrun Johannsen and Lori Finch. This
led to a sample reference alignment consisting of 347 mappings: 74 broadMatch / narrow-
Match and 273 exactMatch (79%). 11 concepts had no exact, broader or narrower coun-
terpart. This is a higher percentage of exactMatch mappings than we expected based on
our experiences with the OAEI food task. For the food task, arbitrary subhierarchies of
the AGROVOC and NAL thesaurus were drawn and manually aligned with the other
thesaurus. Most of the resulting mappings were equivalence relations. The sample sets,
the percentage of equivalence mappings in the reference alignment (i.e. the desired
equivalence relations) varied between 54% and 71%.
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4 Sample Evaluation Results

Having constructed a new sample reference alignment we can use it to measure the per-
formance of alignment approaches. The measurement of Recall under the open-world
assumption is inherently hard, so we choose to reiterate the evaluation of Recall on
the OAEI 2007 food task. This gives us a second opinion on the existing evaluation.
For the sake of simplicity we calculate Recall scores of the top-4 of the systems that
participated in the OAEI 2007 food task. The results are shown in table 1.

Falcon-AO RiMOM DSSim X-SOM
OAEI 2007 food, only exactMatch (54% of total) 0.90 0.77 0.37 0.11
hot topics, only exactMatch (79% of total) 0.96 0.60 0.16 0.07

OAEI 2007 food, exact, broad, narrowMatch 0.49 0.42 0.20 0.06
hot topics, exact, broad, narrowMatch 0.75 0.47 0.12 0.05

Table 1. Recall of alignment approaches measured on sample mappings biased towards relevance
to hot topics in agriculture and on impartial, non-relevance-based sample mappings from the
OAEI 2007 food task. Arrows indicate significant differences (using the tests described in [9]).

There are a number of striking points to note about these results. For most systems
there is a significant positive or negative difference. Overall, the difference with non-
relevance-based evaluation is large. For exactMatch relations performance in general is
lower for relevance-based evaluation than for non-relevance-based evaluation, with the
exception of Falcon-AO, although the relative difference is small. However, the ranking
of the alignment approaches is left unchanged. The results of relevance-based evalu-
ation seem to exaggerate the differences between the performance of the approaches.
This can be explained by the relatively high number of obvious matches (93%) in the
set of mappings on hot topics. None of the approaches was able to find a substantial
number of difficult mappings, but the best approaches were good at finding all obvi-
ous mappings before resorting to speculation about the harder mappings. The best two
systems, Falcon-AO and RiMOM performed relatively good when accounting for all
relation types, the last row of table 1, even though they found no broadMatch and nar-
rowMatch relations. This is due to the kind of exactMatch relations they did, which were
mostly of the obvious kind (i.e. literal matches), which was exactly the kind that was
needed most for the hot topics. The high percentage of exactMatch relations in the set on
hot topics accentuates their behavior. The converse goes for DSSim, which found a rel-
atively low number of obvious mappings. Fewer broadMatch and narrowMatch mappings
seem to be needed than one would expect from the non-relevance-based evaluation
method. Compare the percentage in the OAEI 2007 Recall set, 54%, to the percentage
based on hot topics, 78.6%. Although there is a large part of the AGROVOC and NALT
vocabularies that does not have a counterpart in the other vocabulary, the portion that
is actually used suffers less than one would expect from this mismatch. Apparently,
indexers mainly pick their terms from a limited set, which shows a greater overlap.
(After all, why needlessly complicate things?) It remains to be seen if this also applies
to other vocabulary mappings. On one hand this means that approaches that can only
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find equivalence mappings perform better in practice than was expected. On the other
hand it confirms the expectation that a large part (more than 20%) of the mappings that
are needed for federated search over AGRIS/CARIS and AGRICOLA consists of other
relations than equivalence relations. Also, one can conclude that systems that are inca-
pable of finding a substantial number of equivalence relations can only play a marginal
role.

5 Discussion

By using relevance as a sample criterion we avoid having to come up with an artificial
approximation of importance. We can simply explore the performance difference on
samples consisting of relevant mappings and samples consisting of irrelevant mappings.
Under minimal assumptions we avoid having to choose a specific retrieval method while
retaining the the character of an end-to-end evaluation. (cf. the End-to-end Evaluation
method described in [9]) This saves us the effort of extensive user studies while not
ignoring the behavior of alignment approaches in real-life situations. Considering the
fact that AGROVOC and NALT are two of the most widely used agricultural ontologies,
and that they are prototypical examples of domain thesauri in their design we conclude
the following. From the point of view of a developer of a federated search engine in
the agricultural domain that needs an alignment we can conclude that at the moment
the Falcon-AO is a good starting point. In the case described in this paper, Falcon-AO
found three quarters of the mappings. This empirical study has shown that at least 20%
of the required mappings to solve the typical federated-search problem described in this
paper are hierarchical relations. Even though this is a smaller fraction than we initially
expected it is still a large part. An extended version of this paper can be found in [8].
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Vojtěch Svátek, Willem Robert van Hage, and Mikalai Yatskevich. Results of the ontology
alignment evaluation initiative, 2007.
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Abstract. In case of emergency, the coordination of different services
deals with different working methods, different languages, different in-
struments, different sensors and different data representations. Thus,
the coordination of services includes heterogeneity problems that can
be managed with the help of ontology matching techniques. In this pa-
per we present a scenario where the requirements for ontology matching
arise from emergency evacuation plans, in the specific domain of civil
protection applications. We envisage what kind of smart sensor tech-
nologies could be used to support critical decisions when heterogeneous
sources of information have to be matched.

1 Introduction

In the context of semantic web and web services, heterogeneity represents a key
feature. One of the critical issues of semantic web services is the way the resources
of the semantic web have to be integrated as a whole. In fact, the ontologies
that are used to express information by means of sets of discrete entities (e.g.,
classes, properties, rules) are affected by heterogeneity, which requires proper
integration techniques [1, 2]. Ontology matching, namely the ability of finding
suitable relationships between entities from different ontologies, is essential to
achieve semantic interoperability and it may have huge social impact.

For example, when a large–scale disaster occurs many people from different
organizations may reach the critical area in a short time, and the need for inte-
gration of heterogeneous and rapidly evolving sources of data emerges. In this
context disaster management is strongly related, at different levels of abstrac-
tion, to environmental monitoring and ambient computing [3]. From a practical
point of view, the monitoring of an area involved in a disaster can be regarded
as a special example of environmental monitoring. In general, environmental
monitoring applications require sensing different quantities (e.g., temperature,
moisture or brightness), possibly evolving in time and space, as well as some
information related to the physical context in which some services are available
[4]. The purpose of these services can be merely informative, or aimed at making
decisions. In situations where an impending danger may affect the life of several
people at the same time, the criticalness of decisions and the dynamics of all
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Fig. 1. Agent communication, adapted from [6].

events must be analyzed effectively in real-time, and thus the evolution in time
and space of interesting quantities should be monitored as well.

In order to design flexible services in such extreme conditions, defining the
ontologies of the various smart devices employed (along with their capabilities)
and implementing suitable matching strategies is a viable and effective approach
[6]. Heterogeneous ontologies have to get in correspondence in order to under-
stand messages sent by related sensors. Sensors can perform ontology matching
by themselves or by taking advantage of alignment or matching services, and
when they find a mutual agreement they can transform the alignment in a pro-
gram that translates the messages in axioms enabling the interpretation of the
messages, as represented in Fig. 1.

This paper presents a potential real-world scenario where the ontology match-
ing requirements are related to the management of emergency evacuation plans
from large buildings. In particular, we envisage how management of emergency
evacuation plans from large buildings can take advantage from ontology match-
ing. The case study considered in the following, although still at a quite pre-
liminary stage, results from a close collaboration between the Civil Protection
Department, various research centers and local companies, and with the help of
both staff members and volunteers of various rescue corps.

The rest of the paper is organized as follows: Section 2 introduces the basic
issues related to emergency situations and specifically describes the requirements
of the emergency evacuation plan scenario posed to ontology matching. Then,
Section 3 summarizes the conclusions and outlines future work.

2 Matching ontologies in emergency situations

In case of emergency, an effective coordination of people from different orga-
nizations (e.g., civil protection, police, ambulance, fire brigades, red cross) is
essential. The services offered by such organizations are characterized by dif-
ferent working methods, different languages, different instruments, sensors, and
data representations. Thus, the coordination of services certainly includes prob-
lems requiring ontology matching. Several monitoring systems can indeed collect
data for different organisations and for different purposes, using different sensor
technologies.

Although the different solutions deal with huge amount of data, the interpre-
tation and analysis is not consistent. Proper standardisation of data collection
processes is necessary, including applied technology and data storing formats, to
facilitate communication between services on a more consistent basis. Also, un-
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Fig. 2. Example of sensor communication and ontology matching based on sensor on-
tologies in order to facilitate decision making.

certainty over the network consistence arises during emergencies (e.g., in terms
of sensors full functionality, or possible interaction that may occur with robots
or automated agents with own sensors), as exemplified in Fig. 2.

2.1 Emergency evacuation plans

As presented in Sec. 1, applications evolve in changing environments where de-
vices are replaced and added, and then it is not possible to establish unique and
definitive ontologies. Thus, applications have to be expressed in terms of generic
features that are matched against the actual environment. An interesting civil
protection applicative scenario, in which smart sensor networks could be partic-
ularly useful, concerns with the optimal management of emergency evacuation
plans from large buildings. As known, all public buildings (e.g., offices, shopping
malls, schools) are usually equipped with a certain number of safety exits as well
as by evacuation plans that should be carefully respected, in particular in case
of dangerous events (e.g., fires or earthquakes). Usually, the basic safety require-
ments are defined by national regulations. However, the actual effectiveness of
any pre-set evacuation plan can be limited by several issues, such as the impos-
sibility for occasional visitors (e.g., customers) to know the evacuation strategy,
the unpredictability of crush behavior in panic conditions, the lack of informa-
tion about number and about the distribution of people inside the building. To
solve such problems a smart sensor network could be deployed in a building in
order to automate the whole evacuation process. This network might consist, for
instance of:
– Redundant smoke or gas sensors to detect the presence of fire or the risk of

an explosion (redundancy is essential in this case to reduce the risk of false
alarms);

– Low-cost micro-electro-mechanical accelerometers for seismic events mon-
itoring [8] placed along the most important architectural elements of the
building;

– Smart video people counters located in proximity to doors, stairs or corridors
in order to estimate in real–time not only the total amount of people in the
building, but also their distribution [9–11].
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Fig. 3. Ontologies related to the objects found in the building during evacuation, in-
spired by [12], with instances linked to their classes.

The data collected by the various sensors could be transferred through wired or
wireless connections (e.g., Ethernet or Wifi) to a central server (suitably con-
nected to an emergency Uninterruptible Power Supply, UPS) which in turn could
activate visual or sound alarms in order to manage the evacuation process in the
safest possible way. For instance, when a fire is detected, a software application
running on the server could estimate the level of risk in each area of the building
and then switching on the emergency signals and the way-out light indicators,
keeping into account the position and the distance of different users from the im-
pending danger. In this way, people could be safely and orderly guided towards
the safest exits, and in addiction the intrinsic risks related to a mass evacuation
(especially for children, for elderly people and for people with disabilities) could
be significantly reduced.

2.2 Emerging requirements

Usability of devices depicted in Fig. 2 is unpredictable since they are subjected
to being added/replaced or malfunctioning at any time. For instance, when a
robot enters a building during evacuation, it will introduce sensors that will pro-
vide more precision or information which has not been considered at application
design time and again ontology description languages can help solving this prob-
lem [12]. Fig. 3 shows possible specific ontologies related to the objects found in
the building during evacuation.

From this scenario we can derive requirements for matching solutions in the
context of emergency evacuation plans. In particular, requirements concern spe-
cific behaviours, such as requirements of being automatic (not relying on user
feedback), being correct (not delivering incorrect matches), being complete (de-
livering all matches) and being performed at run time. These requirements con-
firm the application requirements reported in [6], with reference to multi-agent
communication. Another important requirement concerns the execution time,
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which has been indicated to be under 2 seconds by the Civil Protection staff, in
order to operate under stable and safe conditions.

3 Conclusions

In this paper, an applicative example is proposed in which the joint application
of both ontology matching strategies and smart sensor networks can be suc-
cessfully used to optimize building evacuation. Multiple sensors could be used
to estimate in real–time the total amount of people and their distribution in
the building, while proper matching of the sensor ontologies should facilitate
and greatly improve the decision making process. Future works include studies
to elaborate and to formalize the scenario, to choose and to develop a suitable
matching algorithm (e.g., as in [13]), and and extensive end-to-end testing.
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Abstract. In this paper we built on top of recent effort in the areas of semantics 
and interoperability to establish the basis for a comprehensive and sustainable
approach to the development and later management of bridging systems among 
a variety of corporate system that need to be interconnected without being 
individually modified. In particular, we collect some preliminary evidence that 
a sustainable approach exists to the definition of mappings which can withstand 
changes of the underlying classification schemes. This in turn adds evidence 
towards the feasibility of a dynamic interoperable infrastructure supporting a 
global adaptive electronic market place.

1 Introduction

The goal of this paper is to combine some results on the development of ontologies 
for products and services classification with other results in the area of system 
interoperability and ontology mapping to study the impact of evolution of the 
reference ontologies onto the catalogues/classification system annotated and then 
derivatively mapped w.r.t the ontologies. Slightly more formally, given comparable 
catalogues C1, C2, and assuming that OntologyA and OntologyB are reference 
ontologies which have been used to annotate the content of C1 and C2 respectively, 
given a mapping between OntologyA and OntologyB which provides a 
correspondence between concepts and relations in the two ontologies, a derived 
mapping can be defined at the level of the catalogues C1 and C2 (see Figure 1).

Figure 1 Mappings at reference and catalog levels [1]
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It has been observed [7] that product and service ontologies exhibit a significant 
evolution of their content in time, due to changing market condition, and the evolving 
user sophistication and needs. This implies that the definition of the mapping between 
the catalogues will not be a one-time operation, but rather a repeated operation 
following the version cycles of the involved ontologies. 

Being a heavy semi-automatic operation, the cost of the change of mapping must 
be carefully assessed, and understanding whether there are ways of minimizing the
impact of these reviews can be a valuable information for people planning to position 
themselves, their products, and their services in an electronic market where they need 
to interoperate with other heterogeneous actors / systems. 

This work was partially funded under the European Commission 6th Framework 
Programme under contract FP6-2005-IST-5-034980 (STASIS).

2 Ontologizing Product Catalogues

The first step when entering the semantic dimension of a field consists in providing 
a semantic reference for all the relevant entities in the domain. Several product and 
service classification schemes are available nowadays, both as in-house developments 
fulfilling the needs of their original users, and as more or less open public standards; 
some well known such schemes are UNSPSC [13], eCl@ss [6] and RosettaNet [11].
A good account of the subtleties lurking in the conversion from classification system 
into ontology is presented in [7]. One crucial point made is that the typical hierarchies 
of classification entities found in a classification system, being driven among other 
things, by the typical needs of purchasing departments in terms of searching, 
reporting, and classifying suppliers of goods and services. 

Once we have reference ontologies derived from the standard classification 
systems, we can use them to annotate a given catalog of products and / or services. In 
[1] we describe a technique which derives an ontology for a specific database schema 
or semi-structured set of information (like web or XML pages); this technique was 
experimented in the STASIS project (http://www.stasis-project.net).

Let us introduce a real example of catalog by considering the eBay catalogue. This 
catalog is structured in three kinds of elements, called categories, items and 
attributes. Our Semantic Annotation of a Catalog with respect to a product ontology 
is based on the annotation of categories (called semantic entity in [1]) and is formally 
defined as follows. An annotation element is a tuple < SE, AR, concept_description> 
where SE is a semantic entity of the catalog; concept_description  is a concept 
description of the product ontology; AR specifies the Annotation Relation which may 
hold between SE and concept_description; we consider equivalence (AR_EQUIV); 
more general (AR_SUP); less general (AR_SUB). Let us give some examples. 

• (eBay:ClassicToys AR_SUB UNSPSC:Toys) this annotation declares that the 
entity eBay:ClassicToys is less general than the concept UNSPSC:Toys 

• (eBay:ClassicToys AR_SUP  UNSPSC:ToyTrains) this annotation expresses 
the fact that all instances of UNSPSC:ToyTrains would be classified in 
eBay:ClassicToys
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3 Derived Mappings between Ontologized Catalogues

Assume now that several catalogues ontologized with respect to some standard 
ontologies. We now want to establish correspondences among two or more such 
catalogues, so that e.g. our purchasing department will be able to see and compare the 
offer of different suppliers for the same class of goods. The plan is to align the 
relevant parts of the reference product and services ontologies used to annotate the 
catalogues, and then to derive a map on the underlying catalogues. 

Ontology alignment

The basic expression of alignment mapping for ontologies modeled with description 
logic formalisms involves the use of a semantic (logic) constructs or evolved 
frameworks to express the existence and properties of similarities and then mappings
[4][7][10][12]. In this paper we use a somewhat simplified setup. Let O1 and O2 be 
ontologies. Then, an entity alignment mapping between entities E1 in O1 and E2 in 
O2 is a tuple < E1, AM_R, E2> where AM_R specifies the semantic relation which 
holds between E1 and E2: equivalence (AM_EQUIV), subClass (AM_SUBS) and 
superClass (AM_SUP). The above notation then reads “E1 is a AM_R of E2”. 

For example < UNSPSC:ToyTrains, AR_SUBS, ECLASS:Toys>

The mapping process

We are in a position now to establish mappings between our (ontologized) catalogues 
at last, and the reader should keep in mind the picture in Figure 1. The idea is that the 
mappings at the ontology level will actually induce mappings at the lower level.

Let’s begin with a simple example. Given the eBay catalog, and another catalog 
that we call C2. Suppose that eBay has been ontologized with respect to UNSPSC, C2 
has been ontologized using eCl@ss, and an alignment mapping has been established 
between UNSPSC and eCl@ss. If the following three facts have been established:

1. (eBay:ClassicToys AR_SUB UNSPSC:Toys) 

2. (C2:SE1 AR_SUP ECLASS:Toys)

3. <ECLASS:Toys, AM_EQUIV  UNSPSC:Toys>

Then, from 1. and 3. we can deduce: (eBay:ClassicToys AR_SUB ECLASS:Toys); 
And from 2. and 4. we conclude <C2:SE1, SUP, eBay:ClassicToys> (A), which 
establishes a mapping at the ontologized catalog level (where SUP denotes 
moreGeneral at the ontologized catalogues level). This is a derived mapping from the 
ontology alignment, realizing the picture in Figure 1. We should note now that if we 
had  2’. (C2:SE1 AR_SUB ECLASS:Toys), then our reasoning would collapse and 
we would not be able to assert any mapping at the ontologized catalogues level. This 
is a common occurrence, since in real life conditions there is no guarantee that all of 
the mappings at the ontology level will actually induce mappings at the lower level. 

The type of mapping should also be considered. The statement (A) above declares 
that a certain entity in the C2 catalog includes all the eBay:ClassicToys. This is a true 
fact, but it is not obvious that it is the fact we want. For example, we might want to 
have a stronger or stricter property. This may come as a further deduction from other 
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mappings, but it may not. In the latter case, those in charge of the mapping need to 
enhance the annotation of the catalogues, refine the ontology alignment and finally, if 
all else fails, force the desired mappings by hand 

At this point the discriminating reader may wonder whether this process actually 
returns some mappings at the ontologized catalogues level. The answer is affirmative, 
at least in some reasonable circumstances. In fact, we can state the following 

Theorem. Assume that O1 and O2 are reference ontologies ontologizing the 
catalogues C1 and C2 via annotations A1, A2 resp. For all entities E1 in C1 and E2 in 
C2 with annotations (C1:E1 AR_SUB O1:o1), (C2:E2 AR_SUB O2:o2), if we have 
the mapping <M1, O1:o1, AM_SUB, O2:o2> and O2:o2 is the image of C2:E2 via 
the annotation A2, then M1 translates into a mapping <T1, C1:E1, SUB, C2:E2>

The proof of this statement follows immediately from the unfolding of the 
definitions. This theorem shows that mappings at the ontologized catalog level are 
generated indeed, provided that we can map all the entities in our classification 
schemes into entities in the reference ontologies, which is mostly the case if the 
reference ontologies are worth their salt.

Next example shows how a property established in an ontology may propagate to 
the other ontology and both ontologized catalogues. Let O1, O2, be reference 
ontologies, and C1, C2, catalogues that have been ontologized with respect to O1, O2, 
E1i (i=1,2) entities in C1 and E2i (i=1,2) entities in C2, o1i (i=1,2) classes in O1 and 
o2i (i=1,2) classes in O2. Assume the following facts:

1. (C1:E1i AR_SUB O1:o1i) (i=1,2)

2. (C2:E2i AR_SUB O2:o2i) (i=1,2)

3. <M1i, O1:o1i, AM_SUB, O2:o2i> (i=1,2)

4. areDisjoint(O2:o21,O2:o22)

Then, a reasoner should be able to infer that E21 and E22 are disjoint, that O1:o11 
and O1:o12 are disjoint, and finally that E11 and E12 are also disjoint. The nice 
outcome of this line of reasoning is therefore that any strong separation property 
established in O2 will propagate to O1 and both catalogues. This means that a 
comparison of ontologized catalogues can propagate qualifying properties and 
improve the quality of all the structures involved.  

4 Conclusions and Future Work

This paper outlines the results of some scouting done in the area of effective and 
sustainable management of mappings among common industry tools like catalogues. 
While this exercise applies some general techniques in a specific context, it is 
suggestive of potential generalizations and difficulties to be tackled next. 
The most interesting development should be to understand the relation between the 
mappings at the ontology level and derived mappings at the ontologized catalogues 
level in Figure 1, as modulations of the annotations of the catalogues using the 
ontologies. 
Moreover, a more extensive approach including relations, instances, properties, rules, 
axioms, and constraints should be progressively pursued. This will enhance our 
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understanding of the properties that we should strive to identify a priori, in order to 
ease a forthcoming mapping process. More generally, the interplay of annotations and 
alignments could be investigated for general mappings between ontologies.
Finally, catalogues are one single area of interest. They are usually simply structured, 
yet large, occasionally idiosyncratic, evolving in time, reflecting real business needs. 
As such, they are a very relevant sandbox to try ideas for semantic applications. 
Eventually these techniques should migrate to other fields like EDI and general 
industrial and commercial operations of all kinds.
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Abstract. We think of ontology matching as a dialogue-based inter-
active mediation process for which we propose a three stage model. A
preliminary evaluation shows how we applied this method of eliciting in-
put for ontology matching in the medical domain. Especially, we address
the challenge how to use dialogue-based interactivity with the user to
rate partial alignments between two ontologies.
Keywords: Dialogue Systems, Ontology Matching, Medical Image Re-
trieval

1 Introduction

One of the main goals of ontology integration is the interoperability of different
ontologies. This means to allow to query different ontological databases for spe-
cific information, e.g., clinical images annotated with ontological metadata. At
the best, the involved ontologies are already integrated. These approaches have
been followed in large-scale Semantic Web projects, e.g., SmartWeb [1], Musing1,
and MESH2. However, many end user applications are dynamic and evolve over
time. This means new information sources are to be added dynamically, which
applies to information and knowledge retrieval applications in particular. In the
case of knowledge retrieval from ontologies, this also means to align ontologies
iteratively. Thus, application areas such as relational database integration, ontol-
ogy merging, semantic web service composition, semantic peer-to-peer networks,
and semantic query answering benefit from interactive semantic mediation with
increasing intensity. In this paper, we identify dialogue-based interactive ontol-
ogy matching as one of the largely unaddressed challenges in the area of semantic
information integration.

Some early ontology merging/aligning systems (including the well-known
PROMPT and Chimaera) adopt semi-automatic matching techniques through
incremental interaction with users. Rather than focussing on the effectiveness
of a further interactive matching approach, we describe a suitable dialogue-level
integration of the interactive matching process by example. Dialogue-based inter-
action systems in the sense of conversational user interfaces stand for improved
1 http://www.musing.eu/
2 http://www.mesh-ip.eu/
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efficiency and ease of use. For example, in the medical domain, radiologists in
hospitals can pose clinically relevant questions such as ”Is there a different diag-

nosis for a lesion in our knowledge base or any other clinical resource available?”

The challenge is, of course, to find the relevant instance ontologies and to align
them. For the interactive alignment process, we use the same dialogue shell as
for the task-based dialogue, with state-of-the-art natural language processing
methods combined in a Semantic Web framework [2, 3].

In this work, we count on dynamic models of the ontology integration process
and try to model the meta dialogue for interactive ontology matching. Here, meta
dialogue is to be understood as clarifications and questions that elicit user’s
feedback to support the ontology matching process. For example:3

1. U: “Show me the internal organs: lungs, liver, then spleen and colon.”
2. S: Shows corresponding patient image data according to referral record.
3. U: “This lymph node here (+ pointing gesture) is enlarged; so lymphadenopathy (finding

Radlex Term A). Are there any comparative cases in the hospital?”
4. S: “Sorry, there are no comparative cases, shall I continue to search for similar cases?”
5. U: “Ah okay.”
6. S: “Unfortunately, external databases could not be matched appropriately. Is lymphadenopa-

thy equivalent to lymph node enlargement (Radlex Term B) or adenopathy (NCI Term C) or
a kind of hematopoietic system finding (NCI superconcept)?”

7. U: “Yes, that could be said,”
8. U: “a pathophysiologic process.” (Medico now includes RadLex superconcepts for search.)
9. S: “I found comparative cases in an external knowledge base according to your feedback.”

Medico switches to the comparative records to help the radiologist in the differential diagnosis
of the suspicious case, before the next organ (liver) is examined.

10. U: “Find similar liver lesions with the characteristics: hyper-intense and/or coarse texture ...”
11. S: Medico again displays the search results ranked by the similarity and matching of the medical

terms that constrain the semantic search.

A useful and cooperative question answering dialogue in natural language
would combine different topics, heterogeneous information sources, and user
feedback on the matching process as meta dialogue. The example dialogue illus-
trates such a lifelike question answering dialogue; in this respect, utterance (6) is
the meta level system question, and utterance (7) the user’s interactive mapping
feedback. It is to be mentioned that the system utterance (6) demands for a clas-
sification model that judges the accuracy of an ad hoc mapping4; the potential
of the user feedback (7) is of course not limited to a singe correspondence which
can be demonstrated by fixpoint alignment computation in similarity flooding;
(8) shows user-initiative mapping information for possible supertypes.
3 The potential application scenario (provided by Siemens AG in context of the

THESEUS-Medico project) includes a radiologist which treats a lymphoma patient;
the patient visits the doctor after chemotherapy for a follow-up CT examination.
One of the radiologist’s goals is to estimate the effectiveness of the administered
medicine. In order to finish the reading/pathology, additional cases have to be taken
into account for comparison, which we try to find by matching ontologies of different
patient case databases.

4 To our best knowledge, such a classification model has not yet been proposed in
literature. We made good first experiences with a string-based model on the con-
cept signs for complete mappings, where we computed the ratio of alignments with
confidence value t > 0.9. However, this strategy is not robust in the case of partial
mappings.
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2 Dialogue-Based Interactive Matching Approach

The ontology matching problem can be addressed by several techniques (cf. [4]
for example). Recent work in incremental interactive schema matching stressed
that users are often annoyed by false positives [5]; advanced incremental visu-
alisations have been developed (e.g., see [6]) to do better than calculate the
set of correspondences in a single shot; cognitive support frameworks for on-
tology mapping really involve users [7]; a dialogue-based approach could make
more use of partial mappings in addition, to increase the usability in dialogue
scenarios where the primary task is different from the schema matching task
itself. Our basic idea is as follows: Consider the methods that are required for
interactive ontology mapping and evaluate the impact of dialogue-based user
feedback in this process. While dialogue systems allow to obtain user feedback
on semantic mediation questions (e.g., questions regarding new semantic medi-
ation rules), incrementally working matching systems can use the feedback as
further input for alignment improvement. In order to compute and post-process
the alignments, we use the PhaseLibs library5. Subsequently, we focus on inter-
active ontology matching and dialogue-based interaction. Rather than focussing
on the effectiveness of the interactive matching approach, we describe a suitable
dialogue-level integration of the matching process by example. Our interactive
ontology matching approach envisions the following three stages:

1. Compute a rudimentary partial mapping by a simple string-based method;
2. Ask the user to disambiguate some of the proposed mappings;
3. Use the resulting alignments as input for more complex algorithms.

What concern the first point, we hypothesise that the rudimentary mapping
based on the concept and relation signs can be easily computed and obtained in
dialogical reaction time (less than 3 seconds even for large ontologies); for second,
user interactivity is provided by improving the automatically found correspon-
dences through filtering the alignment. Concerning the third point, we employ
similarity flooding, since it allows for input alignments and fixpoint computation
in Phaselib’s implementation following [8]. The interactive semantic mediation
approach is depicted in figure 1. In order not to annoy the user, she is presented
the difficult cases for disambiguation feedback only; thus we use the application
dialogue shell basically for confirming or rejecting pre-considered alignments.
The resulting alignments are then serialised as instances of an RDFS alignment
format. Assuming that subsequent similarity computations successfully use the
partial alignment inputs (to produce query-relevant partial alignment output),
the proposed mediator can be said to be a light-weight but powerful approach
to support incremental matching.
5 See http://phaselibs.opendfki.de: This platform, for first, supports custom combi-

nations of algorithms; for second, it is entirely written in Java which allows us to
directly integrate the API into the dialogue shell; for third, the API supports indi-
vidual modules and libraries for ontology adapters, similarity measures (e.g., string
based, instance based, or graph based), and alignment generators.
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Fig. 1. Dialogue-based interactive semantic mediation approach

3 Conclusion and Future Work

We performed a series of preliminary experiments. Our datasets consisted of
ontologies and alignment examples (manually annotated alignments for Radlex
and NCI). For the first test in the medical domain, we annotated 50 alignments,
30 perfect positives and 20 perfect negatives.6 This allows to compute a confusion
matrix of the outcomes. In particular, in this domain the precision was 92% and
recall 50% for simple string-based methods. (Corresponding concept names may
differ substantially in their syntactic form.) Subsequently, the three best matches
were taken as alignment input for similarity flooding after manually confirming
their validity (which simulates positive user feedback). In subsequent tests, we
compared the performance of similarity flooding (stage 3) with and without the
initial alignments. Our experiments showed that, on average, the first stage of the
matching execution (string-based matching) takes less than 5 percent of the end-
to-end ontology matching execution time when similarity flooding is involved.
In addition, the input alignments (confirmed by the simulated dialogue) allow
to compute a complete mapping almost 10 times faster within a 30 seconds
time frame;7 a positive effect of partial mapping results with and without initial
alignments could not yet be shown in terms of precision/accuracy.

The evaluation showed that for our test cases, interactive semantic mediation
can be implemented by a simple string-based method (stage 1), to fulfill the re-
quirements pertinent in the medical domain; the user dialogue was simulated by
validating three matching inputs (stage 2). Since instance ontologies are hard to
find for specific domains like medicine, non-instance based methods as described

6 The radiologist’s domain consists of many perfect matches according to an almost
identical conceptual anatomy and disease model behind it. Unfortunately, this only
concerns local concept structures; in addition, only few radiology experts can provide
reliable alignments.

7 It is to be mentioned that dataset-specific factors may heavily affect the total execu-
tion time as well as the percentage contribution to execution time when comparing
the two different similarity flooding stages.
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are welcome alternatives (stage 3). In future work, we are trying to provide eval-
uation methods to estimate the contribution of partial alignments input when
the retrieval stage is more complex than simple name comparison, as is the case
for most of our medical query patterns; user-confirmed perfect mappings can be
used in simple name matching retrieval contexts with perfect precision, but this
does not reflect the nature of real-world industrial requirements (in particular,
where the user cannot be supposed to deliver a reliable judgement). Further,
we are investigating techniques to better translate formal mapping uncertainties
into appropriate dialogue-level questions for the radiologist and to address the
general difficulty that users might not be able to provide helpful feedback in the
course of a dialogue.
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Abstract. The widespread use of ontologies raises the need to resolve heterogeneities between 
distinct conceptualisations in order to support interoperability. The aim of ontology mapping is, 
to establish formal relations between a set of knowledge entities which represent the same or a 
similar meaning in distinct ontologies. Whereas the symbolic approach of established SW 
representation standards – based on first-order logic and syllogistic reasoning – does not 
implicitly represent similarity relationships, the ontology mapping task strongly relies on 
identifying semantic similarities. However, while concept representations across distinct 
ontologies hardly equal another, manually or even semi-automatically identifying similarity 
relationships is costly. Conceptual Spaces (CS) enable the representation of concepts as vector 
spaces which implicitly carry similarity information. But CS provide neither an implicit 
representational mechanism nor a means to represent arbitrary relations between concepts or 
instances. In order to overcome these issues, we propose a hybrid knowledge representation 
approach which extends first-order logic ontologies with a conceptual grounding through a set 
of CS-based representations. Consequently, semantic similarity between instances – 
represented as members in CS – is indicated by means of distance metrics. Hence, automatic 
similarity-detection between instances across distinct ontologies is supported in order to 
facilitate ontology mapping.  

Keywords: Semantic Web, Ontology Mapping, Conceptual Spaces, 
Interoperability.  

1 Introduction 
The widespread use of ontologies - formal specifications of shared conceptualisations 
 [10] - together with the increasing availability of representations of overlapping 
domains of interest, raises the need to resolve heterogeneities  [12] [14] by completely 
or partially mapping between different ontologies. With respect to  [2] [17], we define 
ontology mapping as the process of defining formal relations between knowledge 
entities which represent the same or a similar semantic meaning in distinct ontologies 
 [6] [19]. In that, ontology mapping strongly relies on identifying similarities  [1] 
between entities across different ontologies. However, with respect to this goal, 
several issues have to be taken into account. The symbolic approach - i.e. describing 
symbols by using other symbols, without a grounding in the real world - of 
established representation standards such as OWL1 or RDF-S2 which are based on 
first-order logic (FOL) and syllogistic reasoning  [8] leads to ambiguity issues and 

                                                          
1 http://www.w3.org/OWL/
2 http://www.w3.org/RDFS/ 
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does not entail meaningfulness, since meaning requires both the definition of a 
terminology in terms of a logical structure (using symbols) and grounding of symbols 
to a conceptual level  [3] [16]. Therefore, concept representations across distinct 
ontologies – even those representing the same real-world entities - hardly equal 
another, since similarity is not an implicit notion carried within ontological 
representations. But manual or semi-automatic identification of similarity 
relationships – based on linguistic or structural similarities across ontologies 
 [13] [7] [9] – is costly. Consequently, representational facilities, enabling to implicitly 
describe similarities across ontologies are required in order to support ontology 
interoperability. 

Conceptual Spaces (CS)  [8] follow a theory of describing entities at the conceptual 
level in terms of their natural characteristics similar to natural human cognition in 
order to avoid the symbol grounding issue  [3] [16]. In that, CS consider the 
representation of concepts as vector spaces which are defined through a set of quality 
dimensions. Describing instances as vectors enables the automatic calculation of their 
semantic similarity by means of spatial distance metrics, in contrast to the costly 
representation of similarities through symbolic representations. However, several 
issues still have to be considered when applying CS. For instance, CS do not 
explicitly prescribe any applicable representation method. Moreover, CS provide no 
means to represent arbitrary relations between concepts or instances, such as part-of 
relations. In order to overcome the issues introduced above, we propose a two-fold 
knowledge representation approach which extends FOL ontologies with a conceptual 
grounding by refining individual symbolic concept representations as particular CS. 
Consequently, similarity becomes an implicit notion of the representation itself, 
instead of relying on manual or semi-automatic similarity detection approaches.  

2 Conceptual Groundings for Ontological Concepts 
With respect to the aforementioned issues, we argue that basing knowledge models on 
just one theory alone might not be sufficient. Therefore, we propose a two-fold 
representational approach – combining FOL ontologies with corresponding 
representations based on CS – to enable similarity-based reasoning across ontologies. 
In that, we consider the representation of a set of n concepts C of an ontology O
through a set of n Conceptual Spaces CS. Hence, instances of concepts are 
represented as members in the respective CS. While still benefiting from implicit 
similarity information within a CS, our hybrid approach allows overcoming CS-
related issues by maintaining the advantages of FOL-based knowledge 
representations. In order to be able to represent ontological concepts within CS, we 
formalised the CS model into an ontology, represented through OCML  [15]. Hence, a 
CS can simply be instantiated in order to represent a particular concept.   

Referring to  [8] [18], we formalise a CS as a vector space defined through quality 
dimensions di of CS. Each dimension is associated with a certain metric scale, e.g. 
ratio, interval or ordinal scale. To reflect the impact of a specific quality dimension on 
the entire CS, we consider a prominence value p for each dimension  [8]. Therefore, a 
CS is defined by PpCSddpdpdpCS iinn

n ,,...,, 2211
, where P is the set of real 

numbers. However, the usage context, purpose and domain of a particular CS strongly 
influence the ranking of its quality dimensions what supports our position of 
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describing distinct CS explicitly for individual concepts. Please note that we do not 
distinguish between dimensions and domains  [8] but enable dimensions to be detailed 
further in terms of subspaces. Hence, a dimension within one space may be defined 
through another CS by using further dimensions  [18]. In this way, a CS may be 
composed of several subspaces, and consequently, the description granularity can be 
refined gradually. Dimensions may be correlated. Information about correlation is 
expressed through axioms related to a specific quality dimension instance. 

A particular member M – representing a particular instance – in the CS is described 
through valued dimension vectors vi like MvvvvM in

n ,...,, 21
. With respect to 

 [18], we define the semantic similarity between two members of a space as a function 
of the Euclidean distance between the points representing each of the members. 
However, we would like to point out that different distance metrics, such as the 
Taxicab or Manhattan distance  [11], could be considered, dependent on the nature and 
purpose of the CS. Given a CS definition CS and two members V and U, defined by 
vectors v0, v1, …,vn and u1, u2,…,un within CS, the distance between V and U can be 

calculated as n

i v

i

u

i
i s

vv
s

uupvudist
1

2))()((),( where u  is the mean of a dataset 

U and us is the standard deviation from U. The formula above already considers the 
so-called Z-transformation or standardization  [4] which facilitates the standardization 
of distinct measurement scales in order to enable the calculation of distances in a 
multi-dimensional and multi-metric space.  
Representing Ontological Concepts through Conceptual Spaces  
The derivation of an appropriate space CSi to represent a particular concept Ci of a 
given ontology O is understood a non-trivial task which primarily implies the creation 
of a CS instance which most appropriately represents the real-world entity represented 
by the symbolic concept representation. We foresee a transformation procedure 
consisting of the following steps: 

S1. Representing concept properties pcij of Ci as dimensions dij of CSi.
S2. Assignment of metrics to each quality dimension dij.
S3. Assignment of prominence values pij to each quality dimension dij.
S4. Representing instances Iik of Ci as members in CSi.

A specific CS is instantiated by applying a transformation function which is aimed at 
instantiating all elements of a CS (S1 – S3). S1 aims at representing each concept 
property pcij of Ci as a particular dimension instance dij together with a corresponding 
prominence pij of a resulting space CSi:

PpCSddpdpdpPCpcpcpcpctrans ijiijininiiiiijinii ,,...,,,...,,: 221121

Please note that we particularly distinguish between data type properties and relations. 
While the latter represent relations between concepts, these are not represented as 
dimensions since such dimensions would refer to a range of concepts (instances) 
instead of quantified metrics, as required by S2. In the case of relations, we propose to 
maintain the relationships represented within the original ontology O without 
representing these within the resulting CSi. In that, the complexity of CSi is reduced to 
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enable the maintainability of the spatial distance as appropriate similarity measure.  
S2 aims at the assignment of metric scales (interval scale, ratio scale, nominal scale), 
while S3 is aimed at assigning a prominence value pij to each dimension dij.
Prominence values should be chosen from a predefined value range, such as 0...1. 
With respect to S4, one has to represent all instances Iki of a concept Ci as member 
instances in the created space CSi. This is achieved by transforming all instantiated 
properties piikl of Iik as valued vectors in CSi.

ikikliknikiklikliknikik MvvvvPIpipipipitrans ,...,,,...,,: 2121

Hence, given a particular CS, representing instances as members becomes just a 
matter of assigning specific measurements to the dimensions of the CS. In order to 
represent all concepts Ci of a given ontology O, the transformation function consisting 
of the steps S1-S4 has to be repeated iteratively for all Ci which are element of O. The
accomplishment of the proposed procedure results in a set of CS instances which each 
refine a particular concept together with a set of member instances which each refine 
a particular instance.  

3 Conclusion
In order to facilitate ontology mapping, we proposed a hybrid representation approach 
based on a combination of FOL ontologies and multiple concept representations in 
individual CS. Representing concepts following the CS theory enables representation 
of instances as vectors in a respective CS and consequently, the automatic 
computation of similarities by means of spatial distances. A CS-based representation 
is supported through a dedicated CS formalisation, i.e. a CS ontology, and a formal 
method on how to derive CS representations for individual concepts. Within proof-of-
concept prototype applications, e.g.  [5], an OCML  [15] representation of the proposed 
hybrid representational model was utilized to validate the applicability of the 
approach. Following our two-fold representational approach supports implicit 
representation of similarities across heterogeneous ontologies, and consequently, 
provides a means to facilitate ontology mapping. Moreover, our approach overcomes 
certain individual issues posed by each of the two approaches. Whereas traditional 
ontology mapping methodologies rely on mechanisms to semi-automatically detect 
similarities at the concept and the instance level, our approach just requires a common 
agreement at the concept level since similarity information at the instance level is 
implicitly defined.  

However, the authors are aware that our approach requires a considerable amount 
of additional effort to establish CS-based representations. Future work has to 
investigate this effort in order to further evaluate the potential contribution of the 
approach proposed here. Moreover, further issues related to CS-based knowledge 
representations still remain. For instance, whereas defining instances, i.e. vectors, 
within a given CS appears to be a straightforward process, the definition of the CS 
itself is not trivial at all and dependent on subjective perspectives. With regard to this, 
CS do not fully solve the symbol grounding issue but to shift it from the process of 
describing instances to the definition of a CS. Nevertheless, distance calculation relies 
on the fact that resources are described in equivalent (or mapped) geometrical spaces. 
However, we would like to point out that the increasing usage of upper level 
ontologies and the progressive reuse of ontologies, particularly in loosely coupled 
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organisational environments, leads to an increased sharing of ontologies at the 
concept level. As a result, our proposed hybrid representational model becomes 
increasingly applicable by further enabling similarity-computation at the instance-
level towards the vision of interoperable ontologies. 
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