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1. TOWARDS BELIEVABLE INTERAC-
TIVE EMBODIED AGENTS

Among the goals of research on Autonomous Agents
one important aim is to build Believable Interactive
Embodied Agents, ones apt to be applied to friendly
interfaces in e-commerce, tourist and service query
systems, entertainment and as pedagogical Agents.

A Believable Agent is one able to show (even, may
be, to feel?) emotions and one who has a definite
personality. An Interactive Agent has to take into
account the particular User and the particular Con-
text where the interaction takes place, and therefore
has to make up its own model of the User and the
Context, and interact with it by following the rules of
face-to face interaction, like turn-taking, back-channel
and so forth. An Embodied Agent must be able to in-
teract with the User not only through written text,
but in all the modalities a human Agent may use:
through words, voice, gesture, gaze, facial expression,
body movements, body posture (sometimes, maybe,
even through touch?). But it also must be able to
conceive, represent and convey all the possible mean-
ings that natural language and multimodal interaction
may convey in Humans.

The list of capacities required by a Believable Inter-
active Embodied Agent allows us to sketch the outline
of the steps to move in this field of research; some of
them have already been moved in recent work, and
are fairly represented among papers in this workshop.

Research must include three phases. First, a phase
of empirical research aimed at finding out the regular-
ities in the mind and behavior of Human Agents, and
at constructing models of them. Second, a phase of
modelling of Believable Interactive Embodied Agents,
where the rules found out are formalized, represented
and implemented in the construction of Agents. Third,
a phase of evaluation of the implemented Agents, aimed
at testing how they fit the User’s needs and how sim-
ilar they look to a real Human Agent.
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2. EMPIRICAL RESEARCH
Let us see what has been done already and what

should yet be done to complete this program, by list-
ing the topics that have been tackled by previous re-
search.

a. Emotion. A lot of precious work has been done
in the realm of Emotions, not only in the end-
less literature in the Psychology of Emotions [63,
67, 15], but also in the field of Emotion simula-
tion [45, 18, 21, 48, 46]. Models of Emotions
have been proposed that can be implemented in
Emotional Agents [3, 39].

b. Personality. Models of Personality in Computer
simulation have mainly followed routes quite dif-
ferent from the classical models in Psychology
(Freud, Yung...). After the brilliant work by
Carbonell, more recent research has interestingly
modeled and implemented different possible per-
sonalities in Artificial Agents [7, 68] and taught
them to guess the User’s personality in User Mod-
els research [24, 8].

c. Multimodal Communication. Research on what
is presently called Multimodality heavily leans
on much of the research on so-called Nonverbal
Communication. In this field, work has been
done both on single modalities and on the rela-
tionship among the different modalities. Mile-
stones that are worthy quoted recurrently in all
papers, both in the simulation era and before,
are for example the names of Kendon and Mc-
Neill for gestures [27, 40], Ekman and Friesen
[15] and Chovil [10] and Fridlund [20] for facial
expression, Argyle and Cook [2] and Beattie [4]
for gaze, Scheflen [62] and Mehrabian [41] for
body posture, Hall [22] for proxemic behavior.
About the synchronization of different modali-
ties, especially word and gesture, important works
are ones by Kendon [30], Duncan [13], Rimé
and Schiaratura [60], Knapp [34], Condon and
Ogston [11], Poggi and Magno Caldognetto [53].
More recent work is being done to analyse spe-
cific multimodal behavior in view of creating Au-
tonomous Multimodal Agents. Some good ex-
amples of this kind are the works by Lester [37],
André and Rist [1] and, in this workshop, the
one by Cassell et al.. But more work has to be
done yet: in the next section we outline what in
our view should be the steps of research to reach
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3. MULTIMODALITY IN HUMANS
To state the research steps needed to reach a model

of multimodal communication, we can see the human
body as composed by various parts, each of which
bears its specific communicative repertoire. In our
view, in fact, each part of our body that may use to
communicative purposes may be seen as something
that is depository of its own communication system.

Let us see how many productive organs a human
has, that is, how many communication systems it can
use. If we consider simply the visual and the acoustic
modality, we can distinguish a fair amount of body
parts that produce communicative signals. Starting
from the head, we have the head itself, and then face,
hands, trunk and legs. Not only each of these parts
of the body, but even each of their subparts (say, the
regions of face, forehead, eyes, nose, mouth) produces
its own system of signals. The head produces head
movements, the eye region (eyebrows, eyelids, eyes) all
the signals of gaze; the nose can wrinkle or dilate nos-
trils; the mouth produces, in the acoustic modality,
words and prosodic and paralinguistic signals, while
in the visual modality it produces visemes but also
smiles and grimaces; shoulders, arms and hands pro-
duce gestures, while trunk and legs produce postures,
movements, orientations and proxemics signals.

Now, all these signals are exhibited at once in mul-
timodal communication. Therefore, two things are
worth studying in order to produce Multimodal Agents:

1. the structure of each communication system by
itself, that is, it is necessary to provide descrip-
tions of the different mode-specific languages of
the body.

2. the rules stating how the Agent chooses to con-
vey meanings via one or the other modality, and
how it synchronizes signals in different modali-
ties.

3.1 Mode-specific languages
Let us start with the first issue. In our hypothe-

sis, each system of signals makes up a “mode-specific
communication system”, that is, a set of rules to link
signals to meanings. The links between signals and
meanings may be either “codified” or “creative” [38,
53]. In the former the signal-meaning link is coded in
memory (for example in words or symbolic gestures)
on a biological or cultural basis (say, both the biolog-
ically determined gesture of shaking fist up and the
“Churchill” gesture for Victory mean happiness for
an achievement), and a whole set of these links makes
a “lexicon”. In the latter, what is coded in memory is
only a small set of inference rules about how to create
a new signal starting from a given meaning, or about
how to retrieve a meaning from a given signal (like in
pantomime or in the creation of new words in natural
languages).

Moreover, a lexicon usually also includes an “alpha-
bet”, that is, a set of sub-lexical components, the rules
of production of signals, that, variously combined si-
multaneously or in sequence, form all the possible sig-
nals of the lexicon.
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words or symbolic gestures, as it is generally accepted,
but also other kinds of gestures (say, batons or af-
fect displays) and even gaze, facial expression, posture
shifts, do have each a precise meaning that is coded
in the Speakers’ memory: in our opinion, it is only
thanks to this that we can understand each other! In
fact, each signal in each modality can be attributed
some meaning, and this meaning can be restated in a
verbal language. For instance, the gesture of shaking
fists up means “I am exulting”, a baton, “this is the
comment f my sentence”, a frown may mean either “I
am worried” or “I am angry at you”, a posture shift
means something like “I am shifting to another topic”,
and so forth.

A first task to accomplish in order to make Artificial
Agents that really communicate multimodally is then
to find out the rules that link signals to meanings. For
“creative” communication systems one has to find out
the inference rules that state how new signals may
be created by a Speaker and understood by an Ad-
dressee. Some studies accomplishing this task are for
example McNeill [40], Magno Caldognetto and Poggi
[38] and Sowa and Wachsmuth [64]. For “codified”
systems, that is, “lexicons”, the task is to compile
lexicons of the systems in all modalities. Some exam-
ples in this field are the dictionaries of Sign Languages
and, more recently, the flourishing of dictionaries of
symbolic gestures for many different cultures [42] for
gestures all over the world; Morris et al. [43] for the
Mediterranean area; Tumarkin [69] for Japanese ges-
tures, Kreidlin [35] for the Russian, Payratò [47] for
the Catalan, Posner and Serenari [59] for Berlin ges-
tures, Poggi [51] for the Italian.

But also for other systems can we write down lex-
icons; Ekman and Friesen’s FACS [17], for instance,
can be considered a lexicon of the face; a sketch of
a lexicon of gaze is Poggi, Pezzato and Pelachaud
[58]; and also lexicons of very specific systems may
be written, like the fragment of lexicon of “performa-
tive faces” by Poggi and Pelachaud [56], the lexicon
of the orchestra Conductor’s face [55], the lexicon of
deictic gestures and gaze [26].

A task somehow included in the construction of lex-
icons is the discovery of “alphabets” of nonverbal sys-
tems. In this view, important examples are Laban’s
notation [36] and Birdwhistell’s [5] system. One sem-
inal work is Stokoe [66], who proposed the notion of
“formational parameters” of signs in Sign Languages
of the Deaf. He found out that each sign is produced
by a particular Handshape, a Movement, a Location,
to which Orientation was then added. Formational
parameters were since then found out in different ges-
tural systems of the Hearings: Calbris [6] found them
for French gestures, Kendon [29] for the Australian
Aboriginal Sign Language, Sparhawk [65] for Persian
gestures, Romagna [61] for Italian gestures, Ekman et
al. [16, 25] for the American gestures.

More recently, the notion of formational parame-
ters has been applied to gaze [58], by singling out
the parameters and values that pertinently describe
each item of gaze: eye direction, eye opening, humid-
ity, eyebrow movements and so on. And finally, for-
mational parameters were found also to describe the
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items are MPEG-4 notation [12], Kipp’s system (this
volume) and Martin’s system (this volume).

3.2 How to construct multimodal lexicons
To make a lexicon of a particular modality requires

a. an extensive work of collecting all the items of
that lexicon, and

b. an intensive work of semantic analysis for each
item.

For both kinds of work, three methods can be used
in order to find out the meaning of the items to write
down in the lexicon. One is the Chomskian method of
the Speaker’s judgements: it consists in judging if the
item under analysis is semantically acceptable in one
or another context, if it is ambiguous (has more than
one meaning), how it can be paraphrased in the ver-
bal language, which other items in the lexicon of the
same or other modalities may be synonyms of it, and
so on. This may be done even through judgements
of the researcher alone. The resulting lexicon will be
in this case the representation of his/her single com-
municative competence; but from a theoretical point
of view this is yet a good way to discover the mecha-
nisms of that communication system, since each sin-
gle competence is obviously a self-consistent system.
This method has proved useful for both the extensive
overview of a whole lexicon [53], and for the intensive
analysis of single items [49, 53].

Of course, if one aims at a real dictionary of non-
verbal items that can represent the lexical nonver-
bal competence shared by all people in a culture, an-
other method is necessary: one based on question-
naires through which the researcher can verify to what
extent his/her own intuitions are shared. This is per-
haps the most used method in gesture literature [43,
59, 47].

Finally, when one goes into the semantic analysis
of single items, a detailed intensive analysis is needed.
The third one is then an observational method: the
researcher collects several video-recorded occurrences
of a single nonverbal item used in real-life situations,
and tries to single out, first its meaning in each oc-
currence, then the core meaning that is common to
all occurrences. This method is generally used for
detailed analyses of single gestures, for instance, by
Kendon [31], Mueller [44], and Poggi [50].

But how can we find the meanings of nonverbal
items?

In compiling dictionaries of natural languages, Lin-
guists have generally started by collecting words in
a language and then tried to outline their meanings.
To use such a method looks quite obvious for verbal
languages, since signals in these communication sys-
tems are fairly segmentable, and introspection of their
meaning is made easier by their being used with total
awareness. Neither condition, though, always holds
for nonverbal communication systems, where the sig-
nals are seldom produced at a high level of awareness,
and the job of finding out “lexical” units has not yet
been accomplished thoroughly. For this reason, in this
case it is both easier and more heuristic to start the
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Agent may need to provide other Agents for its adap-
tive goals; and then to wonder if, which and how those
kinds of information are generally conveyed in such
or such modality, such or such communication sys-
tem. This “deductive” method for finding meanings
has proved useful, for instance, in building a lexicon of
gaze [58]. We started from the idea that in whatever
communication system (animal and human communi-
cation, verbal and nonverbal human communication
systems), it is possible, and often useful, to distin-
guish at least three classes of meanings: Information
on the World, Information on the Speaker’s Identity,
and Information on the Speaker’s Mind.

Information on the World . When we talk we pro-
vide information on the concrete or abstract events
we communicate about, their actors and objects,
and the time and space relations among them.
This is provided, of course, mainly through the
words of sentences and their syntactic structure;
but often also by deictic, iconic and symbolic
gestures. In fact, a deictic gesture indicates some-
thing in the surrounding environment: a way to
set the reference of our discourse, then a way
to explain what, in the external world, we are
going to talk about. An iconic gesture instead
describes (with a literal or metaphoric sense)
the shape, size or movements of some referent
we are mentioning. Finally, some symbolic ges-
tures directly mention some object, feature or
action. But not only gesture can indicate or de-
scribe; sometimes this is done also through gaze,
voice, head or body movements: we may point
at things or persons in the context even by eye or
chin direction, and we may refer to some feature
of some word or person also by gaze, prosody and
body movement: we squeeze our eyes to refer to
something small or difficult, open eyes wide to
refer to something huge, lengthen a vowel to say
something is long, or speak in a staccato way
to indicate precision; we may mime another per-
son’s movement by moving as she does.

Information on the Speaker’s Identity . While
talking, even if generally not out of a conscious
and deliberate goal of communication, we pro-
vide information on our Identity: with physiog-
nomic traits of our face, eyes, lips, the acoustic
parameters of our voice, and often our posture,
we provide information on our sex, age, socio-
cultural roots, and personality.

Information on the Speaker’s Mind . While we
are talking of events of the external world, we
also communicate why we want to talk of those
events, what we think and feel about them, how
we plan to talk of them and so on: we provide
information on beliefs we’re mentioning, our own
goals concerning how to talk about them , and
the emotions we are feeling while talking.

More specifically, among information concerning our
own beliefs, we may inform:

1. on the degree of certainty of the beliefs we are
mentioning, by words like perhaps, certainly, or
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stating this”, or by opening hands, which means
“this is self-evident”;

2. on the source of the beliefs we mention, whether
they come from memory, inference, or commu-
nication [9]: we look up when trying to make
inferences, snap fingers while trying to remem-
ber, we make the gesture “quote” with index and
middle fingers curved twice to mean that we are
quoting other people’s words for which we are
not responsible.

The goals of ours that we inform about while talking
concern:

1. the performative of our sentence, that may be
conveyed by performative verbs, but also through
intonation or through performative facial expres-
sion [57];

2. the topic-comment distinction within a sentence
or discourse, which may be conveyed by batons,
by eyebrow raising, by intensity or pitch of tonic
vowel;

3. the discourse rhetorical relationships: a list may
be scanned by words (first, second, third...), but
also by counting on fingers, or marking all the
items in the list with always the same intona-
tional contour; topic shift may be signalled through
posture shift;

4. the turn-taking and back-channelling structure
of conversation: we raise our hand for asking
turn; we nod to reassure the Interlocutor we are
following, understanding, perhaps approving of
what he’s saying.

Again, we may inform on the emotions we are feeling
while talking, not only by affective words, but with
gestures, emotional intonation, facial expression, gaze
and posture.

This semantic taxonomy is, in our view, a useful tool
to build “mode-specific” lexicons, that is, to single out
the correspondences between signals and meanings in
the systems of different modalities. These links are in
fact more subtle and intertwined than one could think,
and then worth studying in depth, through careful
analyses of real data.

3.3 Signal synchronization
The other important issue before constructing Mul-

timodal Agents is to assess how the signals coming
from the communication systems of the different modal-
ities mix up in real interaction. Just thanks to the
fact that we are endowed by communication systems
in different modalities, we can use multiple signals at
the same time: we may in the same instant utter a
word, move our trunk towards our interlocutor, look
at him and while raising our eyebrows, and open and
drop hands. What determines which signals we will
perform at each moment of our discourse; how do we
choose to communicate some content through words
or other signals, or through both?

Various scholars have dealt with the relationship be-
tween speech and other modalities: see Kendon [33,

[ ]; [ ]
Some factors affecting the choice and synchroniza-

tion of signals are: the presence-absence in the differ-
ent modalities of a signal apt to convey the intended
meaning; the likeliness of occurrence of that signal as
opposed to others; the appropriateness of a specific
signal in the particular context at hand.

3.4 How to study mode-specific languages
and multimodal synchronization

Both the task of constructing lexicons of mode-specific
languages and the task of studying choice and synchro-
nization rules require a wide use of annotation sys-
tems and tools to analyze real videotaped data. Some
useful tools to transcribe real data are Media Tag-
ger (Max Planck Institute for Psychologistics); Com-
Trans [23]; Poggi and Magno Caldognetto [52]; some
new ones are presented in this Workshop (Martin et
al., this volume; Kipp, this volume). These tools are
useful because they allow studying the precise timing
of signals against each other, they may provide rele-
vant information about the planning and distribution
of multimodal signals.

4. A WORKSHOP ON MULTIMODAL
EMBODIED AGENTS

The contents of the present Workshop follow the
topics outlined above.

Many of the papers tackle more than one of these
topics, because they present a complete system archi-
tecture. Yet, we have decided to cluster the papers
based on the workshop topics.

The papers by Martin et al., Kipp and Cassell et
al. are good representatives of basic empirical re-
search specifically devoted to the simulation of par-
ticular multimodal behaviors. Cassell et al. present a
research on posture shifts, concluding that these be-
haviors clearly tend to occur during turn shifts and
especially in correspondence with topic shifts; from
this research they draw a model of posture shifts and
implement it within the Agent REA. They provide a
good example of how one should collect, analyse and
exploit empirical data from human-human interaction
with regard to verbal / nonverbal inter-dependencies
(timing, co-occurrence, context). Kipp and Martin
et al. present coding schemes for annotating gestures,
designing tools for coding, viewing and analysing mul-
timodal interactions; In particular, Martin et al. pro-
pose a standardized coding scheme to encode multi-
modal corpora producing XML descriptions. This ap-
proach allows the exchange of annotated documents in
an easy way, which responds to today’s requirements.
Kipp describes the design of a tool, ANVIL, for cod-
ing, viewing and analysing multimodal interactions.
The author provides a categorization scheme of ges-
ture and an analysis of the communicative functions
of gestures aiming at getting information on human
gestural behavior in conversation settings in order to
generate synthetic presentation teams.

The papers by Allbeck and Badler, Guerrin et al.,
Prendinger and Ishizuka, and Traum and Rickel are
interesting examples of how one can set up a dialog
model and cognitive model of the Agent to make it
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beck and Badler, who illustrate the multiple variables
entering in the communication process. They are set-
ting up the background to drive consistent behavior
from a cognitive model of the Agent. The social rela-
tionship between Agent and User is taken into account
by Guerrin et al. and by Prendinger and Ishizuka;
a topic which is relevant in determining how to as-
sess, interpret, and affect responsiveness to the con-
text in which the interaction takes place. Traum and
Rickel’s dialog model is able to simulate dialog party
between two or more participants. For each discussion
among Agents the authors propose several conversa-
tion types, such as initiating a speaking turn, nego-
tiating about something with other Agent(s), or even
getting the attention of other(s). Guerrin describes a
system where an agent, a shopkeeper, is able to inter-
act with a user, to take initiative by presenting the
user objects of its virtual shop, or, for example, by
pointing at objects in its shop.

Another aspect toward the creation of a Believable
Agent is the relevant issue of emotion, its modeling
and its communicative output, that is exploited in
Marsella et al. and in Silva et al.. Marsella et al.
propose an approach where emotion appraisal, influ-
ence of the emotion on the Agent’s verbal and nonver-
bal behavior, and the communicative intention of the
agent are encompassed in a single and complex model.
Another approach taken by Silva et al. is to script
the text a storyteller is saying with emotion tags and
other communicative tags. In another level, Huang et
al. propose a cognitive model of soccer player based
on an evaluation of the context of the match, where
the soccer is able to compute its next move.

Once represented a complex dialog planner and an
emotion model, one needs to address the problem of
computing the behavior (facial expression, gaze and
gesture type, body movement) the agent should dis-
play. To avoid a simplistic approach that adds all
the behaviors computed by the system to each other,
Ruttkay and Noot have developed a constraint sys-
tem that allows expressions to appear, remain on the
face, and disappear in a non-systematic way, but nev-
ertheless, always within pre-defined limits. For ex-
ample, simultaneous expressions may differ, for exam-
ple, in their degree of symmetry, on their onset time,
thus creating a more natural animation. Paradiso and
L’Abbate derive a computational model to combine fa-
cial expressions in a more sophisticated manner. Sev-
eral computation formulas are proposed by the au-
thors.

Finally the problem of how to evaluate multimodal
interaction with an embodied agent has to be faced.
Heylen and Nijholt draw conclusions from their expe-
rience in the creation of several embodied agents and
propose some technical considerations to follow when
creating Embodied Agent Systems. McBreen et al.
designed an empirical setting to evaluate the impact
of different types of agents (male vs female, causal
vs formal dressing), in several applications (a cinema
box-offices, a bank and a travel agency). The authors
address the delicate problem of trust: does the user
trust the agent, is the user ready to let the agent make
some decisions and perform some transactions on its

p g g
refinement of the Agent model; as iterations grow it
will offer to the system a mean to compute more co-
ordinated and communicative behaviors for a more
Believable Agent.

5. REFERENCES
[1] E. Andre, T. Rist, S. van Mulken, M. Klesen,

and S. Baldes. The automated design of
believable dialogues for animated presentation
teams. In S. P. J. Cassell, J. Sullivan and
E. Churchill, editors, Embodied Conversational
Characters. MITpress, Cambridge, MA, 2000.

[2] M. Argyle and M. Cook. Gaze and Mutual gaze.
Cambridge University Press, 1976.

[3] G. Ball and J. Breese. Emotion and personality
in a conversational agent. In S. P. J. Cassell,
J. Sullivan and E. Churchill, editors, Embodied
Conversational Characters. MITpress,
Cambridge, MA, 2000.

[4] G. Beattie. Sequential temporal patterns of
speech and gaze in dialogue. In T. Sebeok and
J. Umiker-Sebeok, editors, Nonverbal
Communication, Interaction, and Gesture, pages
297–320. The Hague, New-York, 1981.

[5] R. Birdwhistell. Introduction to kinesics, an
annotation system for analysis of body motion
and gesture. University of Louisville, 1952.

[6] G. Calbris. The semiotics of French gestures.
University Press, Bloomington: Indiana, 1990.

[7] C. Castelfranchi, F. de Rosis, R. Falcone, and
S. Pizzutilo. A testbed for investigating
personality-based multiagent cooperation. In
European Summer School of Logic, Language
and Information, Aix-en-Provence, France, 1997.

[8] C. Castelfranchi, F. de Rosis, R. Falcone, and
S. Pizzutilo. Personality traits and social
attitudes in multi-agent cooperation”. Applied
Artificial Intelligence, 12(7-8):649–675, Oct-Dec
1998.

[9] C. Castelfranchi and I. Poggi. Bugie finsioni
sotterfugi. In Per una scienza dell’inganno.
Carocci, Roma, 1998.

[10] N. Chovil. Social determinants of facial displays.
Journal of Nonverbal Behavior, 15(3):141–154,
Fall 1991.

[11] W. Condon and W. Osgton. A segmentation of
behavior. Journal of Psychiatric Research,
5:221–235, 1967.

[12] P. Doenges, F. Lavagetto, J. Ostermann,
I. Pandzic, and E. Petajan. MPEG-4:
Audio/video and synthetic graphics/audio for
mixed media. Image Communications Journal,
5(4), May 1997.

[13] S. Duncan. Some signals and rules for taking
speaking turns in conversations. In S. Weitz,
editor, Nonverbal Communication. Oxford
University Press, 1974.

[14] P. Ekman. About brows: Emotional and
conversational signals. In M. von Cranach,
K. Foppa, W. Lepenies, and D. Ploog, editors,
Human ethology: Claims and limits of a new
discipline: contributions to the Colloquium,



g , g ; ,

[15] P. Ekman. Emotion in the human face.
Cambridge University Press, 1982.

[16] P. Ekman and W. Friesen. The repertoire of
nonverbal behavior: Categories, origins, usage,
and coding. Semiotica, 1, 1969.

[17] P. Ekman and W. Friesen. Facial Action Coding
System. Consulting Psychologists Press, Inc.,
Palo Alto, CA, 1978.

[18] C. Elliott. An Affective Reasoner: A process
model of emotions in a multiagent system. PhD
thesis, Northwestern University, The Institute
for the Learning Sciences, 1992. Technical
Report No. 32.

[19] N. Freedman and S. Grand. Communicative
Structure and Psychic Structures. Plenum Press,
New-York, London, 1977.

[20] A. Fridlund. Human facial expression: An
evolutionary view. Academic Press, New York,
1994.

[21] N. Frijda and J. Swagerman. Can computers
feel? Theory and design of an emotional system.
Cognitive and Emotion, 1(3):235–257, 1987.

[22] R. Hall. The hidden dimension. Doubleday,
New-York, 1966.

[23] D. Ingenhoff and H. Schmitz. Com-trans: A
multimedia tool for scientific transcriptions and
analysis of communication. In M.Rector,
I.Poggi, and N.Trigo, editors, Gestures, Meaning
and Use. Universidad Fernando Pessoa, Porto,
2001 (in press).

[24] K. Isbister and C. Nass. Consistency of
personality in interactive characters: Verbal
cues, non-verbal cues, and user characteristics.
International Journal of Human-Computer
Studies, Forthcoming.

[25] H. Johnson, P. Ekman, and W. Friesen.
Communicative body movements: American
emblems. Semiotica, 15(4), 1975.

[26] W. Johnson, J. Rickel, and J. Lester. Animated
pedagogical agents: Face-to-face interaction in
interactive learning environments. To appear in
International Journal of Artificial Intelligence in
Education, 2000.

[27] A. Kendon. Gesticulation and speech: Two
aspects of the process of utterance. In M.R.Key,
editor, The Relation between Verbal and
Nonverbal Communication, pages 207–227.
Mouton, 1980.

[28] A. Kendon. How gestures can become like
words. In F. Poyatos, editor, Cross-cultural
perspectives in nonverbal communication, pages
131–141. Hogrefe, Toronto, 1988.

[29] A. Kendon. Sign Languages of Aboriginal
Australia: Cultural, semioti and communicative
perspectives. Cambridge University Press,
Cambridge, 1988.

[30] A. Kendon. Human gesture. In T. Ingold and
K. Gibson, editors, Tools, Language and
Intelligence. Cambridge University Press,
Cambridge, 1993.

[31] A. Kendon. Gestures as illocutionary and

f g ,
23:247–279, 1995.

[32] A. Kendon. Gesture. Annu. Rev. Anthropol.,
26:109–128, 1997.

[33] A. Kendon. On gesture: Its complementary
relationship with speech. In A. S. . S. Feldstein,
editor, Nonverbal behavior and communication,
pages 65–97. L. Erlbaum, Hillsdale, 2nd. edition
edition, 1997.

[34] M. Knapp. Nonverbal Communication in
Human Interaction. Holt and Rinehart and
Winston and Inc., 1972.

[35] G. Kreidlin. The dictionary of russian gestures.
In C.Mueller and R.Posner, editors, The
Semantics and Pragmatics of Everyday
Gestures. Berlin Verlag Arno Spitz, Berlin, 2001
(in press).

[36] R. Laban and F. Lawrence. Effort: Economy in
body movement. Plays, Inc, Boston, 1974.

[37] J. Lester, S. Stuart, C. Callaway, J. Voerman,
and P. Fitzgerald. Deictic and emotive
communication in animated pedagogical agents.
In S. P. J. Cassell, J. Sullivan and E. Churchill,
editors, Embodied Conversational Characters.
MITpress, Cambridge, MA, 2000.

[38] E. Magno-Caldognetto and I. Poggi. Creative
iconic gestures: some evidence from aphasics. In
R. Simone, editor, Iconicity in Language, pages
257–275. John Benjamins, Amsterdam, 1995.

[39] C. Martinho, I. Machado, and A. Paiva. A
cognitive approach to affective user modeling. In
A. Paiva, editor, Affect in interactions.
Springer-Verlag, Berlin, 2000.

[40] D. McNeill. Hand and Mind: What Gestures
Reveal about Thought. University of Chicago,
1992.

[41] A. Mehrabian. Significance of posture and
position in the communication of attitude and
status relationships. Psychological Bulletin,
71(5), 1969.

[42] D. Morris. Manwatching. Cape, London, 1977.

[43] D. Morris, P. Collet, P. Marsh, and
M. O’Shaughnessy. Gestures. Their origins and
distribution. Cape, London, 1979.

[44] C. Mueller. Conventional gestures in speech
pauses. In C.Mueller and R.Posner, editors, The
Semantics and Pragmatics of Everyday
Gestures. Berlin Verlag Arno Spitz, Berlin, 2001
(in press).

[45] A. Ortony, G. L. Clore, and A. Collins. The
Cognitive Structure of Emotions. Cambridge
University Press, 1988.

[46] A. Paiva, editor. Affective Interactions. Towards
a New Generation of Computer Interfaces.
Springer, Berlin, 2000.
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Multimedialità. Workshop in 6e Giornate del
GFS, Padova, 11/29 - 01/12 2000 In press.

[52] I. Poggi and E. M. Caldognetto. A score for the
analysis of gestures in multimodal
communication. In L.Messing, editor,
Proceedings of the Workshop on the Integration
of Gesture and Language in Speech, Applied
Science and Engineering Laboratories, pages
235–244, Newark and Wilmington, Del.,
October 7-8 1996.

[53] I. Poggi and E. M. Caldognetto. Mani che
parlano. Gesti e Psicologia della comunicazione.
Padova: Unipress, 1997.

[54] I. Poggi, F. Cirella, and A. Zollo. Touch as a
communicative behavior, In Prep.

[55] I. Poggi and M. Mastropasqua. Multimodal
communication and the conductor’s face. In The
Eighth International Workshop on the Cognitive
Science of Natural Language Processing
(CSNLP-8) “Language, Vision and Music”,
Galway, Irland, August 1999.

[56] I. Poggi and C. Pelachaud. Performative faces.
Speech Communication, 26:5–21, 1998.

[57] I. Poggi and C. Pelachaud. Emotional meaning
and expression in animated faces. In A. Paiva,
editor, Affect in interactions. Springer-Verlag,
Berlin, 2000.

[58] I. Poggi, N. Pezzato, and C. Pelachaud. Gaze
and its meaning in animated faces. In The
Eighth International Workshop on the Cognitive
Science of Natural Language Processing
(CSNLP-8) “Language, Vision and Music”,
Galway, Irland, August 1999.

[59] R. Posner and M. Serenari. The emergence of
gestures from body movements. In M.Rector,
I.Poggi, and N.Trigo, editors, Gestures, Meaning
and Use. Universidad Fernando Pessoa, Porto,
2001 (in press).
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