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ABSTRACT

We present a model of dialogue for embodied virtual agents
that can communicate with multiple (human and virtual)
agents in a multi-modal setting, including face-to-face spo-
ken and nonverbal, as well as radio interaction, spanning
multiple conversations in support of an extended complex
task. The model builds on previous work in embodied agents
and multi-layer dialogue models, and is being deployed in a
peacekeeping mission rehearsal exercise setting.

1. INTRODUCTION

Immersive virtual worlds offer exciting potential for rich
interactive experiences. Human users can cohabit three-
dimensional graphical environments with virtual humans for
entertainment, education, and training. They can have ad-
ventures in fantasy worlds. They can learn about history
or other cultures by experiencing life in distant places and
times. They can practice tasks, make mistakes, and gain
experience without the consequences of real-world failure.
In all these applications, virtual humans can play a wide
variety of roles, including mentors and guides, teammates,
companions, adversaries, and the local populace.

Perhaps the greatest challenge in creating virtual humans for
interactive experiences is supporting face-to-face communi-
cation among people and virtual humans. On one hand,
virtual worlds are an ideal application for current spoken
language technology: they provide a microworld where con-
versation can legitimately be restricted to the events and
objects within its confines. On the other hand, they raise
issues that have received relatively little attention in com-
putational linguistics. First, face-to-face communication in
virtual worlds requires attention to all the nonverbal signals
(e.g., gaze, gestures, and facial displays) that accompany
human speech. Second, conversations that are situated in a
3D world raise a host of issues, including the attentional fo-
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cus of the conversants, whether and to what degree they can
see and hear one another, and the relative locations of con-
versants and the objects they are discussing. Finally, since
there will typically be multiple real and virtual people, vir-
tual worlds require support for multi-party conversations,
including the ability to reason about the active participants
in a conversation as well as who else might be listening.
While there has been some early work in the area of em-
bodied conversational agents [10, 19], and some of this work
has addressed human-agent dialogues situated in 3D virtual
worlds [31], there is currently no general model of such dia-
logues.

In this paper, we discuss progress towards a model of multi-
party dialogue in immersive virtual worlds. Our model builds
on prior work on embodied conversational agents, the social
psychology literature on the nonverbal signals that accom-
pany human speech, and models of collaborative dialogue
from computational linguistics. The model is organized as
a set of dialogue management layers, each including an in-
formation state and a set of dialogue acts that change that
state. The layers include traditional ones, such as turn-
taking and grounding, as well as several novel layers address-
ing the issues of multi-party dialogue in immersive worlds.
Physical and verbal actions will often contribute to multiple
layers.

2. EXAMPLE SCENARIO

The test-bed for our embodied agents is the Mission Re-
hearsal Exercise project at The University of Southern Cal-
ifornia’s Institute for Creative Technologies. The setting for
this project is a virtual reality theatre, including a visual
scene projected onto an 8 foot tall screen that wraps around
the viewer in a 150 degree arc (12 foot radius). Immer-
sive audio software provides multiple tracks of spatialized
sounds, played through ten speakers located around the user
and two subwoofers.

Within this setting, a virtual environment has been con-
structed, representing a small village in Bosnia, complete
with buildings, vehicles, and virtual characters. Within this
environment has been placed an Army peacekeeping sce-
nario: a U.S. Army lieutenant finds himself in the passenger
seat of a simulated Army vehicle speeding towards a Bosnian
village to help a platoon in trouble. Suddenly, he rounds a
corner to find that one of his platoon’s vehicles has crashed



Figure 1: An interactive peacekeeping scenario featuring (left to right in foreground) a sergeant, a mother,
and a medic.

into a civilian vehicle, injuring a local boy (Figure 1). The
boy’s mother and an Army medic are hunched over him, and
a sergeant approaches the lieutenant to brief him on the sit-
uation. Urgent radio calls from the other platoon, as well as
occasional explosions and weapons fire from that direction,
suggest that the lieutenant send his troops to help them.
Emotional pleas from the boy’s mother, as well as a grim
assessment by the medic that the boy needs a medevac im-
mediately, suggest that the lieutenant instead use his troops
to secure a landing zone for the medevac helicopter.

A preliminary demonstration simulation has been imple-
mented [36], using Hollywood storytelling, combined with
technical expertise from USC. Figure 2 shows a small ex-
cerpt from the simulation script.

In this interaction, a number of issues arise for embodied
agents, some going beyond capabilities of current imple-
mented systems. First, at a broad level, we can see that the
agents concern themselves with multiple agents and multi-
ple conversations during this interaction. The main scene in
Figure 2 concerned the Lt and Sgt, but the medic was also
brought in, and the mother was an important overhearer.
Other platoon members and townspeople may also be po-
tential overhearers. There is also a separate conversation
between the Platoon Sgt and the squad leaders, starting at
the end of the excerpt given here. Also, in other parts of
the scenario, the Lt engages in radio conversations with his
home base, another platoon, and sometimes a medevac he-
licopter. Some of these conversations have fixed beginning
and ending points (especially the radio conversations), while
others are more episodic, trailing away as the local purpose
of the interaction is established and resolved, and attention
of the parties shifts to other matters. In all cases, agents
must reason about who they are talking to, who is listening,
and whether they are being addressed or not.

There is also an issue, in the immersive virtual world, of co-
ordination of speech with other communicative modalities.

In many cases, gestures and other nonverbal cues are impor-
tant in carrying some of the communicative function. Some
examples here are the way the Sergeant walks up to the Lt
to initiate conversation, the way that the Sergeant glances
at the medic to signal that he should take the turn and re-
spond to the Lt’s question, and the way the medic glances at
the mother while formulating a less direct answer about the
boy’s health — focusing on the consequence of his condition
rather than directly stating what might be upsetting to the
mother.

3. PRIOR WORK

Our work builds on prior work in the areas of embodied
conversational agents [10] and animated pedagogical agents
[19]. Several systems have carefully modeled the interplay
between speech and nonverbal behavior [9, 11, 8, 28], but
these systems have focused exclusively on dyadic conversa-
tion, and they did not allow users and agents to cohabit a
virtual world. The Gandalf system [11] allowed an agent and
human to cohabit a real physical space, and to use gaze and
gesture to reference an object (i.e., a wall-mounted display
screen) in that space, but the agent’s presence was limited
to a head and hand on a 2D computer monitor. Similarly,
the Rea agent [8] can transport herself to and into virtual
houses and apartments, and the user can point to some
objects within those virtual environments, but the user is
not immersed in the environment, and Rea’s movement and
references within those environments is very limited. The
Cosmo agent [24] includes a sophisticated speech and ges-
ture generation module that chooses appropriate deictic ref-
erences and gestures to objects in its virtual world based on
both spatial considerations and the dialogue context, but
the agent and its environment are rendered in 2D and the
user does not cohabit the virtual world with Cosmo.

In contrast, Steve [31, 33, 32] cohabits 3D virtual worlds
with people and other Steve agents, so it has addressed
both multi-party and immersive aspects of dialogue in vir-
tual worlds. Steve agents use path planning algorithms to



actor speech nonverbal

SGT Walk up to LT

LT Sergeant, what happened here?

SGT They just shot out from the side street sir. Gesturing towards the civilian vehicle
The driver couldn’t see’em coming.

LT How many people are hurt?

SGT The boy and one of our drivers. Gesturing toward the boy

LT Are the injuries serious?

SGT Makes eye contact with medic and nods

MEDIC  Driver’s got a cracked rib but the kid’s — Glancing at the mother
Sir, we gotta get a Medevac in here ASAP.

LT We'll get it.

LT Platoon Sergeant, secure the area.

SGT Yes Sir!

SGT (Shouting) Squad leaders!

Raises arm

Listen up!

Looks around at squad leaders

Figure 2: Multi-modal, multi-character interaction excerpt (many nonverbal behaviors omitted).

move around in virtual worlds, they are sensitive to where
human users are looking, they can use gaze and deictic ges-
tures to reference arbitrary objects in those worlds, and they
can use gaze to regulate turn-taking in multi-party (team)
dialogues. However, while Steve includes a dialogue model
built on ideas from computational linguistics [33], it falls far
short of the models in state-of-the-art spoken dialogue sys-
tems. Moreover, the model focuses primarily on the context
of dyadic conversations between a Steve agent and his hu-
man student; there is very little dialogue context maintained
for the multi-party dialogues between a Steve agent and his
human and agent teammates.

Work in computational linguistics has focused on a comple-
mentary set of issues: it has largely ignored issues of embodi-
ment and immersion in virtual worlds, but has produced rel-
atively sophisticated models of spoken dialogue that include
a variety of hooks for multiple modalities. We follow the
framework of the Trindi project [23], using dialogue moves
(in this case, corresponding to actions) as abstract input
and output descriptions for the dialogue modelling compo-
nent. This serves particularly well for considering multi-
modal communication, since it allows maximum flexibility of
description, including moves that could be ambiguously real-
ized using either speech or another modality, moves that re-
quire realization using a combination of multiple modalities,
or moves that specify a modality. We also view the dialogue
moves (and the affiliated information states) as segmented
into a number of layers, each concerning a distinct aspect
of information state, and using different classes of dialogue
acts. Moreover, there is no one to one correspondence be-
tween dialogue acts and atomic communication realizations:
a single utterance (or gestural communicative action) will
generally correspond to multiple (parts of) dialogue acts,
and it may take several communications (sometimes split
into multiple modalities) to realize some dialogue acts.

As a starting point, we use the dialogue layers developed in
the TRAINS and EDIS dialogue systems [39, 29, 26]. These
included layers for turn-taking, grounding, core speech acts,
and argumentation acts (later termed forward and backward-
looking acts [16]). While not fully implemented within nat-

ural language dialogue systems, there has also been some
other work on other layers that become important for deal-
ing with the multi-character, multi-conversation domain.
This includes work by Novick on meta-locutionary acts, in-
cluding an attention level [27], work by Allwood and Clark
on basic communicative functions [2, 13], work by Bunt on
interaction management functions [7], and work on multi-
level grounding in an extended multi-modal task interaction
[15].

4. CURRENT WORK:
MULTI-MODAL DIALOGUE MODEL

Our dialogue agents are designed to run within the Mis-
sion Rehearsal Exercise environment [36, 30]. This environ-
ment includes a message-passing event simulator, immersive
sound, and graphics including static scene elements and spe-
cial effects, rendered by Multigen/Paradigm’s Vega.

Our agent model is based on Steve, as described in the pre-
vious section. Within the Mission Rehearsal Exercise sce-
nario, Steve (and other agents) are given dynamically an-
imated bodies from Boston Dynamics’ PeopleShop [6]; the
primitive motions were created using motion capture, and
the Steve agents sequence these motions dynamically in re-
sponse to the situation by sending commands to the Peo-
pleShop run-time software. The medic and sergeant include
expressive faces created by Haptek (www.haptek.com) that
support synchronization of lip movements to speech. Steve’s
dialogue model and representation of the interactional state
is being augmented with the new dialogue model presented
here.

Our dialogue model currently consists of the layers shown
in Figure 3. Each of these is modeled from the perspective
of an agent involved in the interaction.

We will first briefly describe each of these, and then give
details of the layers and how the associated acts may be re-
alized using the palette of multi-modal communicative abili-
ties. The contactlayer concerns whether and how other indi-
viduals can be accessible for communication. Modalities in-
clude visual, voice (shout, normal, whisper), and radio. The



e contact
e attention
e conversation

— participants
— turn

— initiative

— grounding
— topic

— rhetorical

¢ social commitments (obligations)

e negotiation

Figure 3: Multi-party, Multi-conversation Dialogue
Layers

attention layer concerns the object or process that agents
attend to. Contact is a prerequisite for attention. The Con-
versation layer models the separate dialogue episodes that
go on throughout the interaction. A conversation is a reified
process entity, consisting of a number of sub-fields. Each of
these fields may be different for different conversations hap-
pening at the same time. The participants may be active
speakers, addressees, or overhearers [14]. The turn indicates
the participant with the right to communicate (using the pri-
mary channel). The énitiative indicates the participant who
is managing the content expressed. The grounding com-
ponent of a conversation tracks how information is added
to the common ground of the participants. The conversa-
tion structure also includes a topic that governs relevance,
and rhetorical connections between individual content units.
Once material is grounded, even as it still relates to the
topic and rhetorical structure of an ongoing conversation,
it 1s also added to the social fabric linking agents, and not
part of any conversation. This includes social commitments
— both obligations to act or restrictions on action, as well
as commitments to factual information. There is also a ne-
gotiationlayer, modelling how agents come to agree on these
commitments. We now turn to the layers in more detail.

The contact layer is modelled as a vector for all participants
that the agent may interact with, each element indicating
whether the participant is in contact in the media specified
above. There are also dimensions for whether someone is in
contact to send or receive communications by this modality.
The actions influencing this layer are make-contact, which
could be established by turning on a radio or walking over
to within eye contact or earshot, and break-contact, which
could be established by walking out of hearing, turning out
of view (or moving behind something), or turning off the
radio. Contact is not generally realized verbally, although
one might indicate a desire for contact, e.g., by shouting for
someone to come over. An example of a make-contact action
is shown at the beginning of our example in Figure 2, where
the Sergeant walks over to the lieutenant, to initiate contact
(for the purpose of starting a conversation).

The attention layer is modelled by a similar vector to that
of contact, though also including an entry for the agent it-
self, and attention is a one-way phenomenon, rather than
having (potentially) distinct send and receive dimensions.
The actions affecting this layer are divided into those that
an agent performs concerning its own attention, and those
related to the attention of other agents. Give-attention in-
volves paying attention to some process, person, or object,
as well as signalling this attention. This can be accomplished
both verbally (e.g., saying “yes”) or nonverbally (gazing at
the object of attention). Withdraw-attention removes
the current object from the attention entry of the agent.
It can be implicit in giving attention to something else, or
performed explicitly, by looking away in some cases (other
than when engaged in conversation and serving some other
purpose, such as planning a turn or indicating turn-taking).
Request-attention signals to an agent that its attention
is desired — it will also require a give-attention action by
the other agent to change the attentional state. Request-
attention can be signalled by a call on the radio, a shout, or
using an agent’s name, but also by gestures, such as raising
an arm or waving. A release-attention act indicates that
attention is no longer required. It occurs by default when
a process or action that is the object of attention ends. It
can also be explicit, in the form of a dismissal, or gesture
indicating lack of attention (looking away). Attention of the
released agent may still persist, however, until withdrawn,
or given to something else. Direct-attention signals that
attention should be given to another object or event, rather
than the signaller. This can often be accomplished with a
deictic gesture, or with an utterance such as “look up!”

Conversation is often a purpose for which attention is de-
sired. In this case, attention will be assumed (unless explic-
itly withdrawn) for the duration of the conversation. There
are also explicit indicators of conversational openings and
closings [34, 22]. Conversations are often opened with ver-
bal greetings, but nonverbal actions can be very important
as well. Kendon found a variety of nonverbal actions in-
volved in the initiation of conversation [22]. The interaction
typically starts with a “sighting” before the orientation and
approach. Individuals who do not know each other well
and have no special reason to greet each other will “catch
the eye” by gazing longer than normal. Next, a “distance
salutation” involves definite eye contact. This is followed
by an approach, which typically involves gaze avoidance.
Finally, a “close salutation” involves resumed eye contact.
The BodyChat system [12] was the first to model these acts
in animated agents. Conversational openings and closings
are very formalized in the military radio modality, e.g., say-
ing “out” to close a conversation. Actions such as open,
continue and close a conversation can be performed either
explicitly or implicitly. Also, there are actions for maintain-
ing and changing the presence and status of participants.
An example from the sample dialogue is the way the medic
is brought into the conversation from being an overhearer to
an active participant.

Turn-taking actions model shifts in the turn holder. Most
can be realized verbally, nonverbally, or through a combina-
tion of the two. Take-turn is an attempt to take the turn
by starting to speak. Request-turn (e.g., signalled by var-
ious speech preparation signals such as opening the mouth



or raising the hands into gesture space, or by avoiding a
speaker’s gaze at phrase boundaries) is an attempt to re-
quest the turn without forcibly taking it [3]. Release-turn
(e.g., signalled by an intonational boundary tone, removal
of the hands from gesture space, or a sustained gaze at the
listener at the end of an utterance) is an attempt to offer
the turn to the listener [3, 17]. Hold-turn (e.g., signalled
verbally by a filled pause, or nonverbally by gaze aversion at
phrase boundaries or hands in gesture space) is an attempt
to keep the turn at a point where the listener might other-
wise take it [3, 17]. These four turn-taking acts have been
modeled in embodied conversational agents since the earli-
est systems [9]. In multi-party dialogue, there is one more
act: assign-turn (e.g., signalled verbally by a vocative ex-
pression or nonverbally by a speaker’s gaze at the end of an
utterance) can be used to explicitly select the next speaker
[3]. Among embodied conversational agents, only Steve in-
cludes this act.

We use Initiative to model how the agent should plan con-
tributions. Even though the turn may shift from speaker
to speaker, in many parts of a dialogue, a single agent is
controlling the flow of the contributions, while others only
respond to the initiative of the other. For some mized-
initiative dialogues, initiative may shift from one partici-
pant to another. Initiative is sometimes pre-allocated by
role for specific tasks. Otherwise, it starts with the agent
who opened the conversation, and can be managed with
take-initiative, hold-initiative, and release-initiative
actions. These acts can often be signalled by performing
(only) appropriate core-speech acts in context, e.g., as pro-
posed by [41, 40]. We are not currently considering nonver-
bal signals of initiative.

We use the grounding acts from [39, 37]: initiate, continue,
repair, request-repair, display, acknowledge, request-
acknowledge, and cancel. See previous work for details of
all but display, which is an explicit signal of what was under-
stood (e.g., repeating a word, performing an action), leav-
ing it to the original speaker to decide if this act functions
as a repair, request-repair, or acknowledge [20]. Embodied
conversational agents typically include nonverbal actions for
request-acknowledge (e.g., gaze at listener at grammatical
pauses) and acknowledge (e.g., gaze at speaker and nod),
and some include request-repair (e.g., when speech recogni-
tion fails, Peedy the parrot cups his wing to his ear and says

“Huh?” [5]).

Topic actions include start-topic and end-topic. Topic
structure can also be complex, when new topics are started
before old ones have completed. Topic shifts of various sorts
can be signalled explicitly with cue phrases (e.g., “now,”
“anyway”), but also with nonverbal cues. Head movements
can signal topic shifts; a related sequence of utterances by a
speaker typically uses the same basic head movement, and
the speaker will often employ a new type of head movement
to mark the start of a new topic [21]. Topic shifts are also
frequently accompanied by shifts in the speaker’s body pos-
ture [21].

Our model also includes layers for rhetorical structure of
topical elements within a conversation [25], obligations and
commitments [38, 1], and negotiation [4, 35]. We will, how-

ever, skip detailed discussion of these layers for the present
because they have received a fair amount of attention in the
previous literature.

5. PLANS AND EVALUATION

Aside from analysis of the scripted interaction, we also have

two venues for evaluating the multi-modal, multi-party, multi-
conversation dialogue model presented above. First, we are

currently developing a prototype end-to-end spoken-language
dialogue agent (including also the emotion models of [18]),

to be deployed within the immersive virtual world. The

goal for the prototype is to handle at least the fragment

presented in Figure 2, and suitable variations. Given ap-

propriate knowledge, goals, and connections to the virtual

body, this agent system should be able to function as ei-

ther the sergeant, medic, or mother (we assume, at least for

the present, a human lieutenant, the subject of the training

exercise).

We are also gathering actual performance data to comple-
ment the Hollywood-scripted interaction. We have designed
a variant of the mission rehearsal exercise with a combina-
tion of human participants and virtual characters — humans
portray not just the lieutenant (who is an external test-
subject), but also the Sergeant, and other agents who com-
municate by radio (command post, other platoon, medevac
pilot). Moreover, there is a “Wizard” controlling the com-
putational agents (and communicating with the live ones),
using a fixed palette of behaviors. Inmitial pilots have demon-
strated the viability of the approach, and we will soon be
gathering usable data on how the human participants inter-
act with each other and with the virtual characters. We will
use this data to evaluate the dialogue models and inform
future system development.
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