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Introduction 

 
The sixth workshop on User-Centred Design and Evaluation of Adaptive systems 
followed in the tracks of five successful workshops held in conjunction with 
UM2001, UM2003, AH2004, UM2005 and AH2006. The workshop’s guiding 
perspective is that novel design approaches, adequate evaluation methods, and 
reliable assessment criteria and metrics are prerequisites for improving the quality and 
usability of the next generations of adaptive systems. This installment of the 
workshop had a special focus on the user-centred design of adaptive systems, and 
early formative evaluation studies that inform and guide the development process. 
This includes the re-use or tailoring of usability- and requirements- engineering 
methods to facilitate the design and assessment of concepts and prototypes in all 
phases of system development. 

The workshop was divided into two parts. One part included an introduction 
delivered by the workshop organizers on the state of the art in formative evaluation 
methods for adaptive systems, serving both as a mini-tutorial as well as a discussion 
starter. The second part was devoted to paper presentations and the discussions that 
result from them. 

Thematic Areas 

The workshop, in line with the steps of its predecessors, focused on the following 
general themes: 

Design. There is a wide array of user-centred methods that can be used to inform 
different development stages of adaptive systems. The workshop addressed the 
question of which ones can be applied best in this context and how. Moreover, it 
explored extending the value of these methods by looking at ways to account for 
typical user problems with adaptive systems (e.g., privacy, reduced levels of 
predictability) in early phases of system development. 



 

Evaluation. With regard to evaluation, one of the workshop’s continuing aims is to 
uncover suitable evaluation methods and approaches for adaptive systems. At a more 
specific level of interest are the evaluation criteria that can be applied during the 
evaluation of sub-classes of adaptive systems and their underlying user models. 

Experiences, problems and plans. Among the workshop’s major goals has been to 
initiate a discussion among participants about user-centred design and evaluation 
practices. Towards this end, participants were encouraged to bring in the problems 
they encountered while employing user-centred activities, or to present the open 
issues in a design or evaluation approach that has yet to be carried out. There was also 
ample room for participants to share their insights regarding user-centred design or 
evaluation. 

Presented Papers 

The following papers, divided over the general themes, have been presented during 
the workshop: 
 
Design.  Vernero et al. described a study aimed at evaluating different ways to 
represent and visualize user models, with three different representations and nine 
visualizations tested over two experiments. Gabrielli and Jameson compiled an 
overview of the factors that can lead to differences and changes in user’s preferences 
concerning adaptive systems and discuss how these can be accounted for when 
employing user-centred design activities. 
 
Evaluation.  Tarpin-Bernard et al. introduced AnAmeter, an open-source system that 
enables evaluators to characterize and determine the degree of adaptation in 
personalized systems.  A longitudinal user evaluation of an adaptive meta-search 
engine was presented by Van Velsen et al., who combined a system- and user-centred 
approach and demonstrated its merits. Finally, Yudelson and Sosnovsky showed how 
to utilize previously collected interaction logs in a post-hoc approach to the layered 
evaluation of alternative user models; this approach was applied to the evaluation of 
blended modeling of heterogeneous learning activities. 
 
Experiences, problems and plans.  In the final category, Tintarev and Masthoff 
discussed the problems they faced when evaluating the effectiveness of recommender 
explanations and presented the lessons they learned from overcoming them. To 
conclude, Santos et al., introduced a plan for using user-centred design methods to 
enrich a recommendation model to be used in a learning management system. 
 
 
We would like to thank the members of the workshop’s Programme Committee and 
the presenters for making this another successful installment of the UCDEAS 
workshop series. Special thanks go to David Chin, Betsy van Dijk, Christina Gena, 
Eelco Herder, Anthony Jameson, and Gerhard Weber. 
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Abstract. This paper presents the online AnAmeter framework that helps 

characterize the different types of adaptations a system features by helping the 

evaluator fill in a simple form. The provided information is then processed to 

obtain a quantitative evaluation of three parameters called global, semi-global 

and local adaptation degrees. By characterizing and quantifying adaptation, 

AnAmeter provides the first steps towards the evaluation of the quality of a 

system’s adaptation. AnAmeter is an open tool available as freeware on the web 

and has been applied to a selection of well known systems. To build this 

evaluation grid we also collected a number of systems that cover the full range 

of adaptation types. 

Keywords: adaptation degree, evaluating adaptation, adaptivity, adaptability, 

characterization, quantification. 

1   Introduction 

People using computer systems are of various ages and have all different kinds of 

interests and background knowledge. In addition to traditional desktops, the variety of 

computing platforms includes mobile telephones, personal digital assistants (PDAs), 

pocket PCs, wearable and immersive environments and many more. In this context, 

novel adaptive and adaptable systems are emerging. Faced with this huge set of 

propositions, it is very difficult to characterize to what extent a specific application is 

adaptive or adaptable. Likewise, it is difficult to identify the new adaptation features 

that should be implemented in a system in order to increase its adaptation degree. For 

these reasons, it is necessary to characterize all the different kinds of adaptations that 

can possibly exist and define a proper way of quantifying the degrees of these 

mailto:franck.tarpin-bernard@insa-lyon.fr


adaptations. In order to accomplish a good evaluation framework, a measure of 

usability should be added (see Fig. 1). These indicators could be used either to 

improve a system by identifying its strengths and weaknesses, or for objectively 

comparing several systems of the same family.  

 

Fig. 1: The three steps to evaluating a system’s adaptation 

In this paper, we present a first proposal, AnAmeter, for characterizing and 

quantifying the adaptation of a system. This tool is largely based on our analysis of 

the multiple facets of adaptation we will develop in the first section. Then, we present 

the core of AnAmeter: a grid that helps characterize the adaptations by crossing the 

adaptation factors and the aspects of adaptation. Based on this grid, we build a 

quantification technique that provides a measure of the adaptation degree. Finally, the 

interest, limits and potential extensions of AnAmeter are discussed. 

2   The multiple Facets of adaptation 

Many studies have tried to build a taxonomy of adaptive interfaces [1, 2, 3]. Based on 

these works and on a first design space provided by Vanderdonckt & al. [4], we 

consider that the most important questions to characterize adaptation are: 

 Who initiates the adaptation? 

 What are the factors to which the system can adapt? 

 What aspects of the system are adapted? 

In the next part, we look at each of these questions and elaborate a list of answers.  

2.1   Who initiates the adaptation? 

To analyze systems adaptations in a functional way we chose to use the two possible 

sources responsible for initiating the adaptation as identified by Kobsa & al. [5]: 

 The system itself. In this case, the adaptation is automatically initiated and the 

system is called adaptive. 

 The user. In this case, the adaptation is requested by the user and the system is 

called adaptable. 

2.2   What are the factors to which the system can adapt? 

Usually, the need for adaptation is associated to the notion of context. In the human 

computer interaction (HCI) field, a context is generally described according to three 

dimensions [3]: the user, the platform and the environment. However, a specific user 

placed in the same environment using the same interaction platform could require 

1
st
 step 

Identify the types of 

adaptation 

= characterization 

2
nd

 step 

Measure the degree 

of adaptation 

= quantification 

3
rd

 step 

Test usability 

= measuring 

usability 

 +            + 
= 



some adaptation relevant to his/her activity. That is why we define four sets of factors 

of adaptation: user, interaction platform, environment and the activity.  

In the next part, we itemize these four factors of adaptation into sub-factors. The 

lists of sub-factors are not meant to be fully exhaustive, but as we will see later, they 

will help evaluate the levels of adaptation provided by a system. This classification 

work was done thanks to a detailed review of the state of the art and "context of use" 

definitions provide by standards like IEC CDV TR 61997 [6] and ISO 9241-11 [7]. 

We also analyzed more than 50 systems found in articles or available in public 

distribution (complete list on http://liesp.insa-lyon.fr/AnAmeter/References.php).  

2.2.1 User 

A User model usually refers to various user characteristics [8, 9]. We can group these 

characteristics into four sub-factors:  

 Knowledge and level of experience: The knowledge refers to the user's 

theoretical understanding of the subjects treated in the system. The level of 

experience refers to the necessary skills to use the system itself. For example, the 

systems can adapt the content of the lessons or give more helping tips to users 

that are not familiar with the system.  

 Socio-demographic characteristics and user role: Characteristics such as age, 

gender, weight, height, wage, profession, hobbies, cultural preferences and user 

role… are useful factors of adaptation for all kinds of systems. When looking for 

tourist activities, a GPS system will filter the information showing only the 

attractions compatible with the user’s interests and his propensity to spend.  

 Cognitive abilities and emotional state: The different modes of perceiving, 

memorizing, learning, judging etc. and the emotional state [10] (happy, sad, 

worried, frustrated, panicked, confident…) may also be considered for adapting.  

 Perceptual and motor abilities: These characteristics are useful to enable the 

systems to be used with disabilities (vision, manipulation, etc.). These disabilities 

can range from slight myopia or color blindness to total deafness and paralysis.  

2.2.2 Interaction platform 

The interaction platform describes the physical characteristics of the devices. The 

major characteristics that a system may take into account are the following: 

 Computing power and autonomy: Systems often need to be adapted to the 

platform’s processing power and the memory capacity. For some portable 

devices it is also worthwhile to adapt to the battery level by shutting of certain 

services for example.  

 Input/Output device: Some systems are available on a wide variety of platforms. 

Certain web browsers adapt to the different screen sizes and input devices such as 

mice, keyboards and pens when used on desktops, laptops, or telephones.  

 Software environment: Computer systems are almost always used alongside other 

systems on the same platform. These systems can adapt to cohabitate, 

synchronize and even cooperate with each other. 

 Connectivity: More and more systems are now using network connections. The 

connectivity factor is therefore very important. Systems can adapt to cope with 

the lack of connection or slow connectivity or even type of network.  



2.2.3 Environment 

The third factor is the environment, a term used to cover the physical, social and 

organizational elements that are outside of the interactive system (platform & user).  

 Human environment: In some cases, systems can adapt to the other people who 

are interacting with the user (directly or through the system). This kind of 

adaptation can be used for multi-user applications (games, forums, chats), for 

applications that adapt to the other users’ actions (commercial websites such as 

Amazon that propose frequently bought products or Google that considers the 

popularity of websites) or even for applications that detect humans present in the 

same physical area.  

 Machine environment: This type of environment is defined by any reachable 

material such as external servers, extra output and input devices (video projector, 

motion detector…) which are not part of the Interaction Platform but could be 

connected on the fly to the main system. 

 Ambient characteristics: Systems can also adapt to the luminance, temperature, 

the level of noise and the movements of the device. 

 Spacio-temporal characteristics: Many GPS navigation systems propose potential 

interesting tourist areas by using geographic latitude and longitude measures. 

Localisation can also be expressed semantically if the system identifies a specific 

area such as a room or on a larger scale, a country or time zone.  

2.2.4 Activity 

The fourth factor is the activity itself. At a micro level, it includes task characteristics 

and at a macro level it includes the general activity and the user’s goal.  

 Task characteristics: The frequency, complexity, dangerousness and 

confidentiality character of the task can be taken into account to adapt the system 

by using icons and fast links for frequent tasks (favorite links) or extra warning 

messages and backup copies for dangerous or confidential tasks.  

 Task flow: Here, the task is considered as a part of a tasks flow. For example, if 

the user usually does task B after task A, the system might set a quick or 

automatic launch to task B each time task A is done. The system can also keep a 

historic of the different tasks done so that the user can access them faster. 

 User’s goal: For each activity (combination of tasks), the user can have a 

different set of goals. For example, Photoshop® could adapt according to 

whether the user is editing photos, looking at a slide show or sorting photos…  

 General activity: The general nature of the activity weighs heavily in a successful 

adaptation. Someone wanting to have fun, for example, will not have the same 

way of using a system as someone who wants to learn or work. 

2.3 What aspects of the system are Adaptable? 

Many aspects of applications can be adapted. We ordered these aspects by using a 

common approach of HCI engineering: the PAC (presentation, abstraction, control) 

model, developed by Coutaz [11]. This model has the advantage of clearly separating 

the functional aspect of the system called “abstraction” from the interface components 

called “presentation”. The “control” is in charge of linking these two worlds and thus 



externalizing the means and rules of communication. In the next section, we clarify 

these aspects by using an example of a GPS system.  

2.3.1 Abstraction  

In this part we will be talking about the adaptation of the information and the data 

proposed by the system and the way the different services behave. 

 Data & information: A GPS system in a car will give different information when 

asked for the hotels in the surrounding area. The hotels proposed will depend on 

the localization of the car.  

 Service behavior: A company time-table planner for example will authorize the 

boss to take holidays whenever he wants but will send an approval email and 

mark the holidays as “to be confirmed” for any other employee.  

2.3.2 Control  

The control module is in charge of giving access to the services and data available in 

the system by interacting in different ways with the user. 

 Filtering services and data: For various reasons, adaptation might mean limiting 

the number of services offered or providing only a partial access to a complex 

service. On our GPS system, for instance, the services to find a tourist attraction 

are only available when the system is set on “vacation” mode.  

 Interaction mode: Systems can choose to accept input and deliver output via 

many devices. For example, when the car is running, the information on the 

screen of the GPS system is read out loud by a voice synthesizer.  

2.3.3 Presentation  

 Spacio-temporal organization: The elements of information can be arranged in a 

variety of ways. For example, the GPS system will present the descriptions of the 

hotels in a specific order by calculating the distance to the hotel.  

 Presentation aspects: Finally, we get to the outermost layer of the surface, which 

includes elements such as colors, shapes, buttons, boxes, menus, volume, sound 

effects... For example, our GPS system will change the colors and the brightness 

of the screen when night falls. 

3. Characterizing and Quantifying Tool 

As mentioned in the introduction, the AnAmeter tool characterizes the adaptation and 

measures the quantity of this adaptation. It is important to keep in mind that it does 

not yet measure the usability of the adaptation. For a complete evaluation, it would be 

necessary to at least measure the utility of the adaptation to make sure the users really 

need it, the quality of the implementation to make sure the adaptation is easy to use 

but also the efficiency of the adaptation to make sure it actually helps the users work 

faster or better. This third step (see Fig. 1) is not in the scope of this paper but will 

benefit from our work. We present AnAmeter, an open system to support an iterative 

and participative building approach to develop a standard evaluating tool. 



 3.1 Characterizing adaptation  

Using the classification presented in the previous section, we can build a first 

characterizing grid by crossing the adaptation aspects versus the factors of adaptation. 

This grid can be used to break down types of adaptability as well as the types of 

adaptivity (Fig. 2). Each factor (respectively aspect) is divided into sub-factors 

(respectively sub-aspects). The sub-factors and sub-aspects are also broken down into 

elements. For ease of presentation, we have not drawn these last subdivisions but each 

cell of the main grid contains a smaller grid composed of these elements which refer 

to the finest grain of description. Each lower level cell corresponds to the question 

“Does this aspect adapt to this factor?” If this is the case then the cell should be 

checked. For example, the system tested in Fig. 2 adapts the “size of the text” and the 

“type and color of the background” to the users “myopia”.  

 

Fig. 2 : V1.0 of the main grid and a smaller grid containing aspect and factor elements.  

Some of these questions might not make very much sense in certain situations or 

for a specific type of system. This is why we add a N/A (non-applicable) option. The 

complete evaluation requires filling out two grids (one for the system’s adaptability 

degree and one for the system’s adaptivity degree) and therefore answering a long list 

of questions. In order to ease the work of the evaluator and speed up the process, we 

have built an online tool for handling the grid that only requires the evaluator to check 



boxes. The tool is available online at http://liesp.insa-lyon.fr/AnAmeter. To make sure 

the system was applicable to all adaptive or adaptable systems, we trialled it on a web 

browser (Google), a writing and calculating system (Office 2007), an online 

bookstore (Amazon) and a communication system (smart phone XDA O2). For the 

first evaluations we carried out, filling out one grid took about 60 minutes. 

3.2 Quantifying adaptation 

Now that we have built a grid to characterize the adaptability and the adaptivity of a 

system, we want to quantify these adaptations. Once each cell of the smaller grid 

relevant to sub-aspect B and sub-factor C is filled in, an adaptation degree AB/C 

ranging from 0 to 3 is automatically calculated according to the number and 

distribution of the boxes checked using the rules detailed in Table 1. For example, 

Fig. 2 shows the small grid of the sub-aspect “presentation aspects” and the sub-factor 

“perceptual/motor abilities”. Once the evaluator clicks on the OK button, the 

adaptation degree Apresentation aspects / perceptual, motor abilities will be automatically calculated 

according to the number and position of the ticks entered in the grid. 

Table 1 : Scoring process for the adaptation degree. 

Degree Meaning Reading in the grid Example 

AB/C= 0 
The system does not have this 

type of adaptation. 
No checked boxes. 

 

AB/C= 1 
One aspect is adapted to one 

factor. 
One checked box. 

 

AB/C= 2 

One aspect is adapted to several 

factors or several aspects are 

adapted to one factor. 

Checked boxes only on 

one row or only on one 

column. 
 

AB/C= 3 
More than two aspects adapt to 

more than two factors. 

Checked boxes on at least 

two rows and two 

columns. 
 

When all the cells in the main grid relevant to the aspect B and the factor C are 

filled in with a score of 0, 1, 2 or 3, a local adaptation degree, LAB/C is determined by 

calculating the average of these scores. The N/A cells will not be considered in the 

calculations. The results is then converted into a percentage as shown in equation n°1 

(100% corresponds to a score of 3 in all the cells). 
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m N/A cells relevant to B and C (1) 

Once all the local adaptation degrees AB/j relevant to an aspect B are calculated, the 

semi-global aspect adaptation degree AAB can be found with equation n°2. In the 

same way, equation n°3 is used to determine the semi-global factor adaptation degree 



FAc relevant to the factor C. 
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Finally, the global adaptation degree, GA, is determined by taking the average of 

the semi-global adaptation degrees - either of all the aspects or of all the factors - as 

shown in equation n°4. 
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(4) 

To enable easy understanding of these adaptation degrees, we then identify the 

aspects and the factors by using the first letter of their name. Also, the adaptation 

degree relevant to adaptivity (self-adaptive) will be marked with an apostrophe 

(LA'C/A, GA'…). Fig. 3 illustrates an example of these equations: 

 

Fig. 3 : Example of local, semi-global and global adaptation degrees. 

4. Discussion 

The advantages of the AnAmeter tool are:  

1) Its simplicity. The tester fills out the grid by answering simple Boolean questions 

of the following type: does a precise aspect of the system adapt to a precise factor? 

Clear examples with references are available for each type of adaptation. 

2) Its precision. The tool provides precise local evaluations. This is very useful for 



systems that specialize on a few adaptations. It is also possible to evaluate the 

system from two fundamental different points of view: adaptability (user-initiated 

adaptation) or adaptivity (automatic system-initiated adaptation).  

3) Its completeness. We have tried to build a complete evaluation protocol that 

systematically considers all the possible adaptations so that none are left out. We 

hope the list of adaptations and the 300 examples of their implementation 

available on the AnAmeter platform will also inspire system designers.  

4) Its ease for comparing adaptations. AnAmeter can be used to compare two 

systems of the same family but also to measure the evolution of a system by 

evaluating the effect of adding or withdrawing adaptations.  

5) Its extensibility and flexibility. Our idea was to offer a robust basis for the 

community to build on. The architecture of our tool makes it easy to extend by 

adding other elements, by dividing the sub-categories or extending the measuring 

scale.  

6) Its accessibility. AnAmeter is freely accessible on the web along with a selection 

of completely tested systems (http://liesp.insa-lyon.fr/AnAmeter). This makes it 

possible for the same system to be tested by several evaluators who could then 

combine their results to obtain a mean value for the adaptation degree. 

Although AnAmeter has many advantages, the fact that the approach tries to be as 

complete as possible extends the time required to evaluate a system to approximately 

one hour. Indeed, this first version of the grid contains 22 aspect elements and 59 

factor elements which add up to more than a 1000 Boolean questions to answer for a 

highly adaptive or adaptable system. Of course, for most of the systems, entire 

sections of the grid will be left out or marked as non-applicable, greatly reducing the 

amount a work. By creating an online tool that enables easy manipulation of the grid 

and calculates the adaptation degree automatically, we have lightened the task but it is 

still represents quite an investment of time and effort. We hope it will be possible to 

improve the grid with the scores and the comments of people who use it.  

5. Future work 

We believe that building an evaluating tool, widely accepted by the community can 

only be done in a cooperative way with the help of the members of this community. 

AnAmeter was created to serve as a basis for building on and this is why we created 

an open, extensible and flexible online framework. 

In the near future, we plan on adding a measure of the adaptations usability to 

establish a global evaluation mark as seen in the first section (see Fig. 1). In order to 

do so, indicators such as utility, quality of the implementation or the added efficiency 

brought by the adaptation will have to be measured. These indicators can be found 

with different techniques such as interviewing users, analyzing tracking data or 

setting up a test session with specific tasks to be accomplished. If the adaptations of 

the system have already been identified and quantified with AnAmeter, the evaluators 

will have precious information to build an efficient protocol for this third step. Indeed, 

they will already have a global view of the important adaptations featured by the 



systems and have an idea of the factors and aspects to modulate so as to observe 

usability indicators.   

The next step is to test the AnAmeter tool for ease of use by asking other people to 

use it to evaluate systems on their own and send us feedback. Now that AnAmeter is 

available on the web is should be easy to launch an evaluation campaign.  

Finally, we plan to ask people with different user profiles to test the same system 

in order to see if the results coincide or not to measure AnAmeter’s reliability.  

6. Conclusion 

In this paper, we present AnAmeter, a tool to characterize the multiple facets of 

adaptability and a quantification technique to measure the adaptability degree of an 

interactive system. We discuss the multiple facets of adaptation, primarily the aspects 

and factors of adaptation that serve as parameters. Then, we suggest the use of a 

scoring matrix to evaluate local, semi-global and global adaptation of an interactive 

system. We provide a first version of the scoring technique and simple formulas for 

calculating these adaptation degrees. The AnAmeter tool is presented as a starting 

point for the community to cooperatively build a widely accepted framework for 

evaluating any kind of adaptable or adaptive systems.  
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Abstract. The externalisation of user models may allow users to understand how
a user-adapted Web application makes its adaptation decisions, enabling them to
inspect and modify the values stored in their user model. When externalising a
user model both the underlying representation of the user model and the visual-
ization used to present it have to be taken into account. In this paper we present
a study aimed at evaluating different ways to represent and visualize user mod-
els. We use a social recommender system in a cultural events domain (iCITY) as
case study. To our purposes, we conducted two experiments: i) a large between-
subjects on-line evaluation aimed at confronting different representation and vi-
sualization modalities; ii) a within-subjects experiment aimed at confronting the
same experimental condition.

1 Introduction and Related Work

Usually, user models tend to be hidden and out of the user access and control [9]. How-
ever, many systems have started to involve users in the maintenance of their model,
especially in educational context, for example by enabling them to edit it [8], or to ne-
gotiate the contents of the learner model with the system [7, 4].
Open user models are models of the users that are available for viewing, and sometimes
maintaining them by the users themselves (and sometimes also by other users, such
as peers and teachers in educational context) [1]. A further step is the scrutable user
model [9, 10], an open user model containing not only the user model data but also the
evidence about how such data have been derived by the adaptive system. A transparent
system [6] allows the user to understand the way it works and explains system choices
and behaviour. Understanding, accepting and trusting a personalisation system may ad-
ditionally improve the user-system interaction.
Bull and Kay [1] sustain that a model should be available in a form similar or identi-
cal to its underlying representation for greater accuracy. However in case of complex
representation the similarity is not mandatory. What is important is that the user might
understand the model. Thus, in case of complex underlying representation, a simpler
representation, and consequently visualization, could be preferred.
Concerning the representation of the user models, and the visualization used to present
them, several solutions have been proposed in the past. The visualization of user mod-
els can take a simple textual form such as in ELM-ART [17], Personis [11], SIV -
Scrutable Inference Viewer [12]. Other systems visualize the user model content in



graphical ways. Some systems use very simple and intuitive visual representations, such
as sliders (LOZ [13]), emoticons (Subtraction master) [3], stars (UMPTEEN [2]), col-
ors (The Fractionator [2]), bar charts (PSAT/NMSQT [19]. In other cases, the informa-
tion presented can be more complex, such as a graphical externalisation in the form of
a Bayesian network [18], a hierarchical tree structure (Viewer[9]), a conceptual graph
[7], multiple views (Flexi-OLM [2]). Finally, other systems exploit special metaphors
such as magic wands (Wandies [2]) or cups (INSPIRE [15]).
In this paper we present a set of evaluations aimed at identifying the best modality
of representation and visualization of an open user model in an existing social recom-
mender system in a cultural events domain, iCITY1. The paper is structured as follows.
In Section 2 we introduce our motivations and background. In Section 3 we present our
experiments, describing in detail how we conducted the evalations, and which results
we obtained. Section 4 presents the conclusions we draw from the experiments.

2 Motivations and Background

As highlighted by Norman [14] it is important to explain why and on what basis an
application shows an adaptive behaviour. Knowledge about the inner working of an ap-
plication helps users in interpreting the answers it provides, especially when personal
data are manipulated. In order to reach these goals, we decide to externalize the user
model of iCITY [5], a social recommender system in a cultural events domain which
integrates adaptivity principles with Web 2.0 social features. In iCITY users are allowed
to publish and share their own events, as well as rating, commenting, bookmarking and
tagging other content; moreover, part of the events are provided via RSS-feed by the
Turin Municipality. Great emphasis is also put on social networking. As regards adap-
tation, events are recommended according to their estimated interest for a certain user,
balanced with their average rating and also considering the event date and location.
In iCITY, the user model maintains different types of information, such as user level of
participation, user skills, and user preferences for the classes of the domain taxonomy2.
A probability distribution of user interests is associated with each class of the taxonomy.
Notice that the values in a probability distribution always sum up to 1. This means that
if the value expressing user interest in a class increases, the values representing her in-
terest in the other classes at the same level of the taxonomy proportionally decrease, in
such a way that the sum remains equal to 1. For example, considering only two classes,
if the user level of interest is 0.2 in “Music” and 0.8 in “Cinema”, and the user changes
the first value to 0.3, then her level of interest in “Cinema” should be changed to 0.7.
We have conceptualized this representation of the user model interests overlaying the
domain as “relative representation”. Given that, our aim is to find the better way to
represent this conceptualization to the user, and to allow the user to modify her model
maintaining such probability distribution3. As far as we know, all the systems in the lit-

1 http://www.icity.di.unito.it/dsa-en/
2 Regarding preferences, the iCITY user model overlays the domain model
3 So far, the section of iCITY user model open to the users regards the user preferences, visual-

ized in a plain textual way. The user is not allowed to modify her preferences (see for details
[5])



erature (see Section 1) make use of “absolute representation”, wherein the user model
values are presented in a scale, and each value is independent from the others. Even
if an order can be derived and distances can be measured, such relations are not ex-
plicit to the user, who assessed each element separately. None of the reviewed past
systems presents values by means of either an “ordered representation” (wherein the
user model values are ranked in a list) or a relative representation. In an ordered rep-
resentation, relations such as “superior to” and “inferior to” can be established among
the various items. However, it is impossible to measure the “distance” or “difference”
between two elements, as well as to assign the same value to different elements, unless
co-winners are allowed. Finally, with a relative representation, users have to explicitly
assess both order relations and distances among elements. The relative representation
provides therefore more information: in fact, not only the relative values express how
much a user is interested in a certain topic (or she knows about it) but they also highlight
the relation among different elements. For example, the statement: “I assign 20% of my
interest to literature and 80% to sport” is more informative than both “I like sport more
than literature” (ordered values) and “I rate sport 100 out of 100 and I rate literature 25
out of 100”(absolute values).
However we hypothesized that, even if more informative, the relative representation
conveys a more elaborated conceptual model of the inner representation of the system.
This could increase the cognitive load of the users. On the contrary the other two repre-
sentations seem to convey and represent concepts in a way easier to be comprehended
by the final users.
Moreover also the visualization modalities chosen to present the user model can have
an impact on the comprehensibility of the user model itself. We hypothesized that vi-
sualizations which are more often used in social web sites will be the most appreciated
since users are already familiar with them. Thus, we decided to perform a set of ex-
periments with the aim of verifying such hypotheses. More in particular, we wanted i)
to investigate which graphic visualization, for each of the three representations, is the
most understandable and usable. In particular we want to discover which metaphors
could be used to better convey the ideas underlying the three representations; ii) to ver-
ify whether the “relative representation” is more informative for the user but also more
elaborate to manage and to understand in comparison to the absolute and the ordered
representation. Furthermore, we wanted to verify if user features (and in particular age,
gender, education) influence in some way her preferences in user model externalisa-
tion, both regarding the modalities of value representation (ordered, absolute, relative)
and the modalities of visualization (e.g., sliders, bar charts, etc). Finally, we wanted to
verify whether users really feel useful to inspect and modify their models.

3 The evaluations

With the goal of investigating user preferences both for the user model representation
and visualization modalities, as well as user opinions about user model externalisation,
we performed in parallel two experiments: i) a large between-subjects on-line evalua-
tion, where we compared different visualizations, given a certain representation modal-
ity, and ii) a within-subjects experiment, which allowed an in depth-evaluation and a



comparison of the three representation modalities and their corresponding visualiza-
tions. In designing the user interfaces used to convey the different visualizations, we
took inspiration from the user model of our case-study application. Therefore, we repre-
sented user preferences with respect to different categories of events, which correspond
to the classes in the taxonomy of iCITY (Appointments, Cinema, Art, Music, Books,
Theatre).
The two experiments involved 9 visualizations, implemented as dynamic web pages by
means of JavaScript, Ajax, and PHP scripting. Notice that some of them were selected
thanks to a previous pilot study based on the paper-prototyping technique. Visualiza-
tions were divided into three homogeneous groups, based on the user model represen-
tation (see Figure1):

1. Ordered representation
– The list: preferences are represented as an ordered list, sortable at will;
– The podium: each category is represented by a sphere, positioned on a certain

step of a podium, according to the level of interest. Preferences can be modified
by moving the spheres;

– The medals: preferences are on list where the order is indicated by means of
gold, silver and bronze cups and medals; the order can be modified by sorting
the names of the categories;

2. Absolute representation
– The stars: each category can be awarded from a minimum of zero to a maxi-

mum of 5 stars;
– The sliders: preferences can be adjusted by means of sliders;
– The tag cloud: preferences are represented as tags in a tag cloud: the bigger a

tag, the higher the level of interest; preferences can be modified by increasing
or reducing the size of the tags;

3. Relative representation
– The coins: each category is associated with a box containing some coins. Pref-

erences are represented by the number of coins; there is a fixed number of
coins. Preferences can be modified by moving coins;

– The bricks: user interest in a category is represented by a pile of bricks - the
higher the pile, the higher the level of interest. Preferences can be modified by
moving the bricks from one pile to another;

– The pie chart: each category is represented by a slice in a pie chart. Preferences
are the size of the slice and they can be modified adjusting it.

3.1 On-line Evaluation

The first evaluation was carried out as an on-line test aimed at evaluating the proposed
user model visualizations with a large number of users. We wanted to discover i) which
visualization is the most appreciated, given a particular user model representation, ii)
whether users actually appreciate the possibility to inspect and modify their user models
and iii) if significant correlations exist between demographic features and user prefer-
ences in visualizations.



Fig. 1. The figure shows the main features of the visualizations used in the two experiments

Hypothesis. We hypothesized that visualizations which are more often used in so-
cial web sites will be the most appreciated since users are already familiar with them.
Moreover, we thought that users would prefer prototypical interfaces which give promi-
nence to visual aspects and allow direct manipulation. For such reason, we hypothesized
that the preferred visualizations will be the “list” for the ordered representation, and “the
stars” for the absolute representation. Since there are no examples of relative represen-
tations in existing systems, in this case we hypothesized that only the input modality
(textual input vs direct manipulation) will impact on user preferences; consequently,
the “coins” could result as the preferred visualization. Moreover, we thought that users
appreciate open user models and that demographic variables had some influence in de-
termining preferences.

Experimental design. Multiple factors (user model representations; visualizations)
between-subjects design.

Subjects. Subjects were users of Facebook4 and were therefore familiar with social
media, as iCITY. They were recruited among the contacts of the authors and randomly
assigned to one of the three groups: in this way, we obtained 100 subjects for the “or-
dered representation”, 96 subjects for the “absolute representation” and 103 subjects for
the “relative representation” group (299 subjects in total, 16-65 years old, 133 females
and 166 males).

Measures and material. User preferences for the different visualizations were col-
lected through an online questionnaire, personalized according to the group. The 3

4 Facebook (http://www.facebook.com/) is one of the most popular social networking web sites.



groups of user model representation, and their corresponding visualizations, were made
available online.

Experimental tasks. Subjects first accessed a page displaying a short thank-you
message and the instructions. They were explained that they would access a series of
visualizations of their preferences with respect to different categories of events, as they
could have been automatically inferred by the system. They were invited to examine the
visualizations and to try to “reply” by modifying/correcting the values. Subjects were
also informed that they would be asked to fill in an anonymous questionnaire. After
that, users accessed 3 different pages, each one containing an interactive user model vi-
sualization. The presentation order of the visualization was randomly changed for each
user.
At the end they filled in the questionnaire. The first 4 questions were aimed at collecting
basic demographic data (gender, age, education and job); then, users had to indicate the
best and the worst visualization, and to give reasons for their choices. In the following
3 questions, subjects had to select one or more adjectives to describe each visualiza-
tion, choosing from this list: “easy to use”, “difficult to use”, “pleasant”, “unpleasant”,
“comprehensible”, “incomprehensible”, “amusing”, “boring”. The last 3 questions in-
vestigated: i) the subjects’ opinion about the possibility to correct the values in their
user model (answers were collected by means of a 4-point Likert scalewhere the differ-
ent steps -in ascending order- corresponded to “very negatively”, “negatively”, “posi-
tively”, “very positively”; ii) whether subjects would bother to correct their preferences
in everyday usage and iii) whether subjects preferred a system where they could modify
their preferences or a “traditional” one.

Results. As far as the “ordered representation” group is concerned, 63% of the
users chose “the list” as their favourite visualization, followed by “the medals” (20%)
and “the podium” (17%); this distribution of values is significant (χ2(2) = 28.42;
p < 0.001). More than half of the subjects indicated “the podium”, as the least favourite
one; the distribution of values for this variable is also significant (χ2(2) = 38.36;
p < 0.001).
User opinions. The list results “easy to use” (86% of subjects), “comprehensible” (65%)
and “pleasant” (25%). Notice that the adjectives “difficult to use” and “incomprehen-
sible” were used only once, while almost the same small number of users (14 and 11,
respectively) described “the list” with the two opposite adjectives “boring” and “amus-
ing”, suggesting that the corresponding underlying dimension is not relevant. The dis-
tribution of values for the description of the list is statistically significant (χ2(7) =
282.31; p < 0.001).
On the contrary, the podium is described with opposite adjectives by almost the same
number of subjects: it is “difficult to use” for 23% of subjects, “easy to use” for 28%;
“unpleasant” for 18%, “pleasant” for 16%; “boring” for 21%, “amusing” for 15%. The
only exception is the “comprehensible-incomprehensible” dimension, where 25% of
subjects chose the first adjective and only 5% the second one. The observed values for
the description of the podium are significant (χ2(7) = 19.01; p < 0.01).
Finally, “the medals” visualization is strongly and positively characterized on both the
“pleasant-unpleasant” and the “amusing-boring” dimensions, with 36% of subjects de-



scribing it as “pleasant” and 29% as “amusing”; the distribution of values for the de-
scription of this visualization is also significant (χ2(7) = 57.78; p < 0.001).

As regards the “absolute representation” group, there is no clearly defined favourite
visualization, since 39% of the subjects expressed their preference for “the sliders”,
while 36% chose “the stars” and the remaining 25% the “tag cloud” (χ2(2) = 5.1;
this value is not significant (p > 0.05). Notice, however, that users of social media,
as our subjects are, are quite accustomed to expressing their preferences by means of
stars and sliders, which in fact received most votes. Coherently, the most innovative
interface in this group, the tag cloud, was indicated as the worst visualization by almost
three quarters of the users (72%) and the distribution of values for the “least favourite”
visualization is significant (χ2(3) = 56; p < 0.001).
User opinions. Both the sliders and the stars, similarly to “the list”, have very high val-
ues for the adjectives “easy to use” (chosen by 66.7% of users for the sliders and 77%
for the stars) and “comprehensible” (63.5% for the sliders, 57.3% for the stars) and a
significant agreement around the adjective “pleasant” - notice that the preferences col-
lected by the sliders and the stars, 36.5% and 49% respectively, are higher than those
of the list. Moreover, a few users also described these visualizations as “amusing”. The
chi square values for the descriptions of both “the stars” (χ2(7) = 194.54; p < 0.001)
and “the sliders” (χ2(7) = 166.3; p < 0.001) are significant.
On the contrary, for the “tag cloud”, opposite adjectives obtained almost the same num-
ber of preferences (in fact, chi square test is not significant), with the negative adjective
prevail for all dimensions. The most unbalanced dimension is “easy to use-difficult to
use”, with 38.5% of subjects choosing the negative adjective and only 19.8% the pos-
itive one; in contrast, the “amusing-boring” dimension is very balanced, with 28.1%
of subjects choosing “boring” and 24% “amusing”, suggesting that this visualization,
although considered difficult by most subjects, can prove engaging to some users.
Quite surprisingly, the favourite visualization in the “relative representation” group is
the “pie chart”, with 47% of the preferences (the value distribution for the “favourite
visualization” variable is significant with χ2(2) = 17.67; p < 0.001), while no clear
winner can be identified, as far as the least favourite visualization is concerned: 44% of
the users chose “the bricks”, 30% the “pie chart” and 26% the “coins”; chi square value
for the “least favourite visualization” variable is equal to 6.07, while the critical value
of the chi square distribution is 5,99; therefore, even if significant, it is too close to the
critical value to be definitely considered (χ2(2) = 6.07; p < 0.05).
User opinions. The “pie chart” is described as “easy to use” (44.7% of subjects) rather
than “difficult to use” (23.3% of subjects); pleasant (21.4%), rather than “unpleas-
ant” (10.7%) and “comprehensible” (49.5%) rather than “incomprehensible” (3.9%).
However, it is considered “boring” (30.1%), suggesting that the input modality, which
forces users to correctly define the different percentages so that they sum up to 100, is
too demanding. The observed values for the description of the pie chart are significant
(χ2(7) = 79.84; p < 0.001).
The coins are positively assessed on all dimensions, even if they are judged a little less
“comprehensible” (41.7% of subjects) in comparison with the “pie chart”; the observed
values for the description of the “coins” are significant (χ2(7) = 118.73; p < 0.001).
“The bricks” are described as “difficult to use”, “unpleasant” and “boring”, the distri-



bution of values for this description is also significant (χ2(7) = 70.8; p < 0.001).
Finally, almost all users declared to prefer a system where they can access their user
model compared to a “traditional” one (χ2(1) = 143.36; p < 0.001) and that they
would like to inspect and modify their preferences also in their everyday usage (χ2(1) =
152.87; p < 0.001).
A correlational analysis was also performed in order to discover correlations between
demographic features and user preferences in visualization. However, no significant
correlations were found, disconfirming our hypothesis of a relation.

3.2 Empirical evaluation

The second evaluation aimed at gaining a deeper insight about i) user preferences in
specific visualizations; and ii) their opinion about the possibility to inspect and modify
their models. With respect to the first experiment, we also have the goal to investigate
iii) which type of user model representation (ordered, absolute or relative) is the most
meaningful and user-friendly.

Hypothesis. In comparing different user model representations, we hypothesized
that “relative” representations would be considered more difficult, but also more infor-
mative. The easiest-to-use visualizations should be those based on the “absolute repre-
sentation”, which is normally used for the externalization of user models. As far as goals
i) and ii) are concerned, we expect to confirm the results of the previous experiment.

Experimental design. Multiple factors (user model representations, visualizations)
within-subjects design.

Subjects. We selected a group of 28 subjects, 16-45 years old, 12 females and 16
males, among colleagues and students at the Computer Science Department, University
of Turin, according to an availability sampling strategy5. All subjects were frequent
Internet users, familiar with social media.

Measures and material. We measured user opinions by means of an on-line ques-
tionnaire. Oral comments were elicited through thinking aloud technique. Both the sub-
jects’ comments and their performance were recorded by means of a screen capture
software, as a support for thinking aloud. The nine visualizations were made available
online and shown to the subjects by means of a laptop computer.

Experimental tasks. The experiment, which took approximately twenty minutes to
each subject, was carried out in a laboratory at the University, one subject at a time.
After being welcomed, subjects were invited to sit in front of the computer, where they
could read a short thank-you message and a text with the same instructions of the first
experiment. Specifically, users were invited to read and modify their preferences with
the proposed interfaces, “thinking aloud” if they felt comfortable with it. Also in this
case, they were informed that they would be asked to fill in an anonymous questionnaire.

After that, subjects could autonomously access all the nine visualizations. These
were clearly divided into the three groups (ordered, absolute, relative representation)
and each visualization was displayed in a separate page. Notice that the experimenters

5 Notice that, even though non-random samples are not statistically representative, they are of-
ten used in much psychology researches, as well as in usability testing, especially in early
evaluation phases [16]



carefully observed the users, while they were interacting, without providing any expla-
nations or suggestions, unless they were explicitly questioned.

Finally, subjects accessed an extended version of the previous questionnaire. In par-
ticular, 9 further questions were added, aimed at assessing the task of “reading and
modifying one’s preferences” by means of each visualization: they were based on 4-
point Likert scales (“very easy”, “easy”, “difficult”, “very difficult”). Notice that no
intermediate, neutral option was provided, in order to force the subjects to express a
precise opinion. Users were also asked to choose which type of user model representa-
tion (ordered, absolute, relative values) was the most meaningful to them.

Results. As far as the best visualization is concerned, users indicated “the stars”
(25%), which were never mentioned as the least favourite one, either. “The list” (18%),
“the podium” and “the medals” (both 14%) follow (See Table1). Although these data
seem to suggest appreciation for well-known, commonly used visualizations and con-
firm the evidence collected in the first experiment, the chi square test relative to the
distribution of values for the favourite visualization is not significant.
The least appreciated visualizations were “the pie chart” and “the tag cloud”, both with
28.6% of votes. However, they were still indicated as the best visualization by 10.7%
and 7.1% of users, respectively.

list medals podium cloud stars sliders pie chart bricks coins
Favourite 5 4 4 3 7 2 2 0 1

Least favourite 2 5 0 8 0 2 8 2 1

Table 1. Distribution of values for the favourite and least favourite visualizations

list medals podium cloud stars sliders pie chart bricks coins
Very difficult 1 1 0 0 0 2 1 10 0

Difficult 0 8 7 9 0 14 15 11 4

Easy 11 14 14 10 9 7 10 5 18

Very easy 16 5 7 9 19 5 2 2 6

Table 2. Distribution of values for the task evaluation

An analysis of the comments collected by thinking aloud highlighted that directly
manipulating shapes in order to change their size, as in “the tag cloud” visualization, is
considered intuitive by some subjects, but not precise enough, according to others (in
particular, it seemed difficult to correctly perceive and manage the possible small differ-
ences among similar-sized objects). On the other hand, the “pie chart” allowed a very
fine-grained control, which was appreciated by some users, but also seemed too cum-
bersome to others. In addition, remember that “the pie chart” emerged as the favourite



visualization in the “relative values” group, when it was evaluated with more users, in
the first experiment. Finally, it is interesting to notice that “the bricks” visualizations,
which only 7.1% of users indicated as the worst, was never mentioned as the favourite.
The observed data about the “least favourite visualization” are statistically significant
(X2(8) = 25, 36; p < 0, 01).
Task evaluation. All users judged the task of reading and modifying their preferences
with “the stars” as either “easy” or “very easy” and the observed data for the corre-
sponding variable are significant (χ2(3) = 31.14; p < 0.001) - see Table 2. On the
contrary, both “the bricks” and “the tag cloud” were judged as “difficult” or “very dif-
ficult” to use by more than a half of the subjects (χ2(3) = 19.14; p < 0.001 and
χ2(3) = 11.14; p < 0.05, respectively). These two more“innovative” visualizations,
which had received negative feedback also in the first experiment, may actually have
appeared as more difficult to use in comparison with a standard, familiar interface such
as that provided by “the stars”. Moreover, thanks to direct observation and thinking
aloud, we can notice that an additional difficulty may have been caused by the some
drag-and-drop mechanisms we used to implement these visualizations, which resulted
unfamiliar to some subjects (direct manipulation was introduced on the web with AJAX
is not yet a standard). Such hypothesis is confirmed by the fact that also the podium,
which makes use of the same drag-and-drop mechanism, was considered “difficult” by
a quarter of the subjects - the distribution of values for the task evaluation are significant
also for this visualization (χ2(3) = 14; p < 0.01)
User opinions. An analysis of the adjectives used to describe the visualizations confirms
our idea that simplicity, ease of use and familiarity are fundamental in determining the
subjects’ preferences. Both “the stars” and “the list”, the two most appreciated , are
in fact described as “easy to use” and “comprehensible” by most users, as in the first
experiment. It is interesting to notice that they are also considered “pleasant”, but by
far less subjects (14% of the subjects for the list, 18% for the stars). On the contrary,
only 5% of subjects describe “the stars” as amusing, while this adjective is never used
for “the list”: apparently, this feature is less relevant than ease of use. The value distri-
butions relative to the user opinions, both for “the list” (χ2(7) = 101.45; p < 0.001)
and for “the stars” (χ2(7) = 67.9; p < 0.001) are significant.
Notice that “the tag cloud”, although considered “difficult to use” by half the subjects,
“boring” by 11.8% and “comprehensible” only by 7.8%, is also described as “amusing”
by 13.7% people (one of the highest scores for this dimension): the corresponding value
distribution is quite uniform and the χ2 is not significant.
The “pie chart” is considered very “difficult to use” (33.3% subjects), “unpleasant”’
(14%) and “boring” (21%); however, it scores well (12 preferences) as far as compre-
hensibility is concerned, suggesting that most problems are related to the cumbersome
input modality, as previously hypothesized. In this case, the observed values for the user
opinions are significant (χ2(7) = 45.03; p < 0.001).
Preferred user model representation. Subjects favoured “ordered representation” (46.4%)
- the only group which contained no strongly disliked visualizations and a very success-
ful one, i.e. “the list” - followed by “absolute representation” (32.2%)- the group con-
taining “the stars”, the most appreciated visualization, but also “the tag cloud”, which
was much criticized. The “relative representation” only obtained 21.4% of preferences,



since this group contained two visualizations which were much criticized, “the bricks”
and, in particular, the “pie chart”. Notice that this result partially disconfirms our hy-
pothesis, since we supposed that users would favour the “absolute representation” as
for ease of use and the “relative representation” as for its capacity to express rich infor-
mation. “Ordered values” are the simplest user model representation, so the visuations
belonging to this group probably require the least effort and time to users. However,
the observed values for the preferred user model representation are not statistically sig-
nificant (χ2(3) = 2.64). Finally, we notice that almost all users evaluated the possi-
bility of inspecting and modifying their preferences in a positive way (χ2(3) = 35.14;
p < 0.001), also declaring that they would prefer a system which offers such function-
alities to a “traditional” one (χ2(1) = 11.57; p < 0.001) and that they would examine
and correct their preferences also in their everyday usage (χ2(1) = 17.28; p < 0.001).

4 Conclusion

In this paper we described two experiments, and their results, aimed at verifying i)
which visual metaphors used to present user models is more comprehensible for final
users, given a specific user model representation, and ii) whether the “relative repre-
sentation” is more informative than “absolute” and “ordered representation”, even if
more cumbersome. Regarding the first experiment, coherently with our hypothesis, the
preferred visualizations are those which are commonly used in social websites, such as
the stars and the sliders, for the absolute representation, and the list for the ordered rep-
resentation. However, for the relative representation, the favourite visualization is the
pie chart, disconfirming our hypothesis that users would prefer an easy-to-use, direct
manipulation-based visualization, such as the coins. The pie chart is more demand-
ing, but also more complete. Especially it allows more precise comparison between the
values. Regarding the second experiment, our findings about the preferred user model
representation are not significant, thus we will replicate this experiment with a larger
sample, and only exploiting the visualizations that have obtained more success in the
first experiment. This experiment was performed with a small user sample in order to
collect a deeper insight in user opinions, which can be better reached through face-
to-face interaction and with methods such as direct observation and thinking aloud.
Comments collected through thinking aloud were particularly useful in order to con-
firm the idea, emerged in the first experiment, that the absolute representation, to which
users are quite accustomed, is easy to understand and to use. However, the ordered rep-
resentation is considered even easier. On the other hand, some users appreciated the
visualizations based on the relative representation (the pie chart in particular), because
they were more precise and allowed them to explicitly indicate relations among differ-
ent categories. Noticed that in this experiment the pie chart was also indicated by a lot
of users as least favourite visualization, so probably this visualization cause contradic-
tory opinions. Therefore, our idea that the relative representation is more informative
has been partially confirmed. We plan to conduct a further experiment with a larger
sample, with the goal of statistically confirming these results. Notice that some of our
findings may have been influenced by the specific interaction techniques we proposed.
Some visualization allows direct manilation, which has been introduced only recently



in the web, and can be therefore unfamiliar to some users. However the list, which in the
second experiment obtained a lot of preferences, allow direct manipulation. Probably
in this case the kind of interaction proposed, even if it is not a standard interaction, is
more intuitive than others. Thus this results suggest to carefully implement drag-and-
drop mechanisms on the web.

To conclude, we must remember that what is important is that the user might un-
derstand the model. Consequently, if a system makes use of a complex internal repre-
sentation, such as a relative one and if an effective and easy-to-use visualization cannot
be designed based on such representation, the choice of a simple absolute or ordered
representation, as far as externalization is concerned, can be the most appropriate.
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Abstract. In this paper, we are presenting a retrospective approach to 
evaluating user models by utilizing previously collected learning logs rather 
than setting up a new experiment. This approach is applied in a novel way to 
modeling heterogeneous types of user activity – problem solving, and browsing 
annotated examples. We are blending the two types of activity in the user model 
in an attempt to increase the accuracy of the composite model. Obtained results 
suggest that such blending, in fact, does make a difference both for users 
individually and on a global scale. 
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1   Introduction 

The best way to determine the quality of an adaptive system is through a carefully 
planned empirical evaluation with human subjects. The evaluation design can vary 
from a short-term controlled experiment to a longitudinal study, but before the system 
is put into use its value is rather unknown. The system under evaluation is usually 
considered as a black box, that influences the depended variable as a whole. However, 
it is not always clear what do we really measure when evaluating the quality of an 
adaptive system. The effect or the value of adaptation observed in such experiments 
can be attributed to several things: the accuracy of user modeling, the effectiveness of 
adaptation strategies, or the quality of the content. 

One of the known alternatives to the holistic view on adaptive system studies is 
layered evaluation [1, 2]. It implies that the user modeling component and the 
adaptation component of an adaptive system are assessed independently. The 
evaluation of a user modeling component is based on its accuracy, or predictive 
validity, which defines how well the model represents the actual state of the user and 
how reliably it can predict user’s next action [3]. In the context of adaptive education, 
it can be interpreted as the model’s ability to predict the result of the student’s next 
attempt to apply a concept or answer a problem. 

An interesting opportunity that this approach opens for experimenters is the 
implementation of several modeling algorithms operating on the stored log of users’ 
activity and comparative evaluation of these algorithms based on their predictive 
validity. Such retrospective analysis allows the reuse of once collected data for 



multiple evaluation experiments based on “what-if” scenarios aimed at pre-selection 
of an optimal user modeling approach [13]. Naturally the optimality of such pre-
selection is limited to the user modeling layer. The presence of adaptation that is 
based on the values supplied by the user model, would add an additional factor. An 
overall cross-layer empirical evaluation would be necessary to make a final 
assessment. 

In this paper, we apply retrospective evaluation to choose the best value for a singe 
parameter in the modeling formula. The data set is the log of students’ learning 
activity with two types of education content. The user modeling algorithm used this 
log to populate overlay models of students’ knowledge. However, different types of 
activity were processed independently to compute parallel student models on two 
different cognitive levels: comprehension level (corresponding to example-browsing 
activity) and application level (problem-solving activity). Our main goal is to find 
whether a blending of the user models that correspond to the two cognitive layers can 
result in a better composite model with higher predictive validity. 

The rest of the paper is organized as follows. Section 2 talks about the original 
approach to building user models from cognitively heterogeneous educational 
activity. Section 3 discusses user modeling without blending. Section 4 proposes a 
modification to the modeling approach and introduces blended user modeling. Section 
5 outlines the hypotheses and goals of this experiment, which is presented in Section 
6. Finally, section 7 concludes the paper with an extended discussion of the obtained 
results. 

2   Modeling From Heterogeneous Student Activity 

Many e-learning environments provide students with various types of educational 
content (learning problems, examples, tutorials, interactive simulations, etc.) that 
contribute to different levels of material understanding. Several adaptive systems 
integrate or provide means for integrating such components (e.g. [4, 5]). One of the 
problems for these systems is to incorporate evidence coming from heterogeneous 
sources into a student model that would help to deliver viable adaptation. Our 
previous solution was not to fuse these activities, essentially, maintaining a set of 
parallel models of student knowledge, each populated by a specific kind of learning 
activity. The levels of student modeling where taken from the Bloom’s taxonomy of 
educational objectives [6]. For example, reading a textbook would contribute to the 
“knowledge” level of the Bloom’s taxonomy; exploring examples – “comprehension” 
level; answering problems and quizzes – “application” level, etc. However this 
approach does not take into account the transfer between the categories of the 
Bloom’s taxonomy: mastering a lower level of activity should also influence the 
higher level(s). 

Over the last several years, we have accumulated a rich collection of user activity 
logs from student of several undergraduate and graduate level courses using a set of 
our systems in a number of learning domains. A tangible portion of the logs covers 
problem solving and browsing annotated examples that correspond to the application 
and comprehension levels of Bloom’s taxonomy. A question for this study is whether 



modeling the transfer between different cognitive levels of the user model (in this 
case, the comprehension and application levels) can be quantitatively detected, i.e. 
whether this transfer would improve the accuracy of our user models. We try to 
explore this effect by combining or blending different tiers of the user model 
retrospectively and re-evaluating each blend by computing the prediction validity of 
the composite user model. 

3   User Modeling Without Blending 

There is an abundance of approaches to user modeling. A great number of them 
follow the overlay paradigm, when a user model is calculated with respect to a set of 
concepts, skills, or preferences. The user modeling component processes evidence of 
a user’s interaction with a content item and updates relevant portions of the overlay 
vector, spanning the domain. One such approach has been implemented in the user 
modeling server CUMULATE [7]. 

CUMULATE builds several types of user models resulting from different types of 
user activity. The ones that are of interest to our discussion here are: the model of 
example browsing (the comprehension level of Bloom’s taxonomy), and the model of 
problem solving (the application level of Bloom’s taxonomy). For each of the models, 
CUMULATE uses a different technique to compute knowledge levels. In the case of 
example browsing, CUMULATE tracks percent of example lines explored. When that 
percentage reaches 80%, all of the concepts relevant to this example are considered 
known (on the comprehension level).  

Modeling problem solving in CUMULATE is done in a more complicated way. 
Each of the concepts with which a problem is indexed, has a weight. This weight is 
produced during indexing and denotes the importance of that concept in mastering the 
problem. Concept weights are used in distributing the total amount of updates a user 
model receives. CUMULATE also has a safety mechanism discouraging users from 
over-practicing one particular exercise. This over-practicing gradually decreases the 
knowledge updates when users solve one particular problem correctly more that one 
time. Thus users are motivated to attempt solve a diverse set of problems in order for 
their user models to grow. Refer to equations (1) and (2) for details. 
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The initial value of a concepts knowledge k0 is 0. With every correct solution of the 

problem (where res=1 in (1)), all of the related concepts receive an update. This 
update is directly related to: a) the amount of knowledge this concept can grow by 



squared ( (1  –kn)2 in (1) ), and b) to a special weighting factor (2). This weighting 
factor is composed of weights ratio and over-practicing penalty. Weights ratio is the 
weight of the currently updated concept in the problem (wc,p in (2)) over the sum of all 
weights involved in the problem (Σi wc,p). The problem’s over-practicing penalty is 
one over number of successful solutions to this specific problem by a particular user 
plus one (succattp + 1). When the prior knowledge level is below 50% the weighting 
factor is halved (1). This is done to prevent initial leaps in knowledge level. 

4   Blending Problem-Solving And Example Exploration 

Over several years we collected user activity and modeling user knowledge in 
CUMULATE. We noticed that, while practicing problem solving does provide a 
faster way to acquire knowledge, users do spend significant time reviewing annotated 
examples. This suggests that examples are in fact an important part of learning and 
that there may be a better way to incorporate example browsing into computing the 
user model than the one we have described in the previous section. 

Intuitively there should be some form of transfer between comprehension and 
application tiers of the user model. There might not be direct impact, of course, as 
problem solving requires deeper understanding of the domain than mere clicking and 
looking could hope to achieve. However, a limited influence of example browsing is 
not at all impossible. 

We have modified equation (1) to reflect the possible comprehension-to-
application level transfer. Refer to equation (3). The only difference is a B weight. 
This weight is 1 for problem solving, making equation (3) identical to equation (1). In 
the case of example browsing, B would constitute a blending coefficient: value from 0 
to 1. 0 – meaning no blending whatsoever – without considering example browsing, 
and 1 – meaning example browsing is as important as problem solving. Other than the 
B weight, the updates to the knowledge level of the concepts are done in the same 
manner on the unified problem- and example-related user model. 

 

€ 

kn+1 = kn + res ⋅ B ⋅ (1− kn )2 ⋅
kn ≤ .5 w

2
kn > .5 w

 
 
 

 ,  
(3) 

 
After some experimentation, we found that in addition to blending coefficient we 

should take into account the amount to which the example was explored. Truly, we 
cannot equally consider user activity in case the example is fully explored and when 
only say 1 out of ten lines were reviewed. To take that into account, for examples-
related activity modeling we have decided to define B in equation (3) as a product of 
blending coefficient and percentage of example lines explored. 



5   Hypotheses And Goals 

Our hypotheses regarding blending comprehension and application layers of user 
mode are the following. 
1. In general, blending example activity (evidence of concepts’ comprehension) and 

problem solving (evidence of concepts’ application) increases the accuracy of user 
modeling. 

2. Different users benefit from different blends. 
 
The goals that we are trying to reach in this study are. 

1. Find a universally optimal blend of comprehension and application levels in the 
user model, if such exists. 

2. If possible, determine and describe groups of users that can benefit from different 
blending conditions. 

6   Experiment 

6.1   Experimental Setup 

To evaluate our hypotheses and meet our goals regarding blending layers of the user 
model belonging to different levels of Bloom’s taxonomy, we have set up a 
computational experiment. We used student activity logs that were collected during 
Fall 2007 and Spring 2008 semesters from 4 database design courses offered at both 
the University of Pittsburgh (1 graduate and 2 undergraduate courses), and Dublin 
City University (1 undergraduate). All 4 courses, although slightly different in 
structure, were roughly identical with respect to the content. Each course consisted of 
a set of topics. Every topic had a set of SQL writing problems provided by SQL KnoT 
system [8] and a set of annotated SQL code examples supplied by the system WebEx 
[9]. Both SQL KnoT and WebEx were introduced to students roughly in the 
beginning of each of the semesters. The use of these systems was optional and did not 
impact the students’ grades. Overall, there were 48 problems and 64 examples 
available to the students. 

The number of students, as well as their level of participation, varied across 
semesters and is summarized in Table 1 along with basic usage statistics. 

Table 1.  Basic user participation statistics across semesters and courses. 

School Semester Level No. of 
users 

Avg. 
problem 
attempts 

Avg. 
example 

views 

Avg. 
distinct 

problems 

Avg. 
distinct 

examples 
U. of Pitt Fall 2007 U* 27 156.40 189.00 29.96 32.07 
U. of Pitt Fall 2007 G 20 61.70 104.70 29.95 29.10 
U. of Pitt Spring 2008 U 15 26.94 46.65 16.35 10.29 
DCU Spring 2008 U 52 81.68 257.25 22.82 38.63 
* U – undergraduate, G – graduate 



 
All student activity with both problems (SQL KnoT) and examples (WebEx) has 

been logged by the CUMULATE user modeling server. Each problem and example 
has been indexed with a set of metadata concepts with the help of a semi-automatic 
grammar parser. The concepts came from an SQL ontology, developed by domain 
experts. The indexes were double-checked afterwards.  

6.2   Experimental Procedures 

For each of the semester logs, we have (re)-computed several blended user models. 
First of all, a 0-blend was computed; here, no example activity was taken into account 
– only problem solving activity was modeled. 0.1, 0.2, … 0.9, and 1.0 blends 
corresponded to user models where updates resulting from example activity were 
weighted from 0.1 to 1.0 with 0.1 steps. This gave us 4 semesters * 11 blends = 44 
clusters of user models or 114 users * 11 blends = 1254 user models. A classical 
accuracy measure (correct predictions over all predictions) was computed for each 
user model. 

Prior to proceeding with testing of our hypotheses, we filtered user models. The 
filtering condition was that the user had to attempt to solve at least 33% of the 
problems (15 out of 48) and view at least 33% of examples (22 out of 64). The reason 
behind this threshold was that, in order to improve problem solving model by 
blending it with example browsing model, both have to be well populated. Namely, 
the user had to work with both examples and problems to a significant extent. 

After the filtering, the number of users in each semester/class dropped to the values 
shown in Table 2. Thus, the initial number of 114 users was reduced to 56 users. 

Table 2.  Number of qualified users after applying filtering. 

School Semester Level No. of users No. of qualified users 
U. of Pitt Fall 2007 U* 27 14 
U. of Pitt Fall 2007 G 20 10 
U. of Pitt Spring 2008 U 15 3 
DCU Spring 2008 U 52 29 

* U – undergraduate, G – graduate 

6.3   Results 

To get a general idea about the usefulness of blended models for each user, we have 
selected the best non-0% blend (10% to 100%) and ran a left-tailed paired t-test. 
Individual best blends turned out to be significantly better then 0% blends with t = -
5.38, p-value<.001. The average edge of each student’s best blend over 0% blend was 
.015 or 1.5% in terms of accuracy. Mean standard deviation of blended model 
accuracies across users was .0113 or 1.13%. The minimum standard deviation was 
0% and the maximum was 10%. 



To select a universal useful blend we ran 10 left-tailed paired t-tests, in each case 
comparing 0% blend to one of 10 non-0% blends. Here, 40% and 50% blends turned 
out to be the most potent ones and the only ones with significant edge over 0%-blend 
(both with t = -2.05 and p-value = .023). The average advantage of 40% and 50% 
blends over 0% blend dropped to .56%. As we can see, “universal” blends lose to 
individually tailored blends. 

 

Fig. 1 Examples of blend effect on user model accuracy.  

Before further exploring individual user differences with respect to blends, let us 
refer to Fig. 1, where 5 sample users are represented with a graph of blending 
percentage vs. accuracy. Here we can see that the model of user 4 is not sensitive to 
blending whatsoever: the accuracy does not change with respect to blends. In the case 
of user 5, blending has no effect till 70% blend after which accuracy drops. Blending 
does help to improve user models for users 1,2, and 3.  

One feature of the blended models apparent in Fig. 1 is that different users have 
different numbers of points of maximum accuracy. Graph of user 4 is flat, giving us 
11 points of maximum (or no maximum at all). User 5 has 7 points of maximum, and 
users 1, 2, and 3 have 1, 2, and 3 points of maximum accuracy respectively. Fig. 2 
shows the distribution of the number of maximum accuracy points for blended models 
of all 56 users. 

Instantly, we can notice a group of “no difference” consisting of 15 users for which 
blending doesn’t improve the user model. The rest of the range of the number of 
maximum blends can be subdivided into the “low” group (1 maximum) of 2 users, the 
“medium” group (2-4 maximums) of 22 users, and the “high” group (5-9 maximums) 
of 17 users. 



 

Fig. 2 Distribution of number of users for different numbers of peak (maximum) blends. 

The “low” group consists of the two rare cases of a user having just one best blend. 
Both users prefer high blends of 80% and 100% respectively. Users in the “medium” 
group have an inclination towards higher blends. Since our data did not meet the 
requirements of the parametric test (paired t-test), we used its non-parametric analog 
Wilcoxon signed-rank test. Out of 10 tests the most potent belongs to 90% blend with 
p-value = .037. 

Users of the “high” group follow the global trend. Out of 10 Wilcoxon signed-rank 
tests the ones corresponding to 40% and 50% blends turn out to be equally significant. 
Both with p-value = .049. 

7   Discussion 

We are able to see from the data that blending comprehension and application tiers of 
user model in fact does make a difference both for users individually and on a global 
scale. Namely, there is a benefit in (partially) scoring example browsing as if it was 
problem solving, and there is a transfer effect between cognitive layers of the model. 
The major downside is that, although statistically significant, the difference is quite 
small: on the order of few percent. 

Nevertheless, there is a clear indication that, with respect to blends, users do differ 
in what blend works best for the higher accuracy of their model. We also believe that 
there is a way to pinpoint both individual and global blending effect better. 

One of potential ways to improve is to contextualize the model. As described in 
Section 3, modeling in CUMULATE follows the one-fits-all schema. However, as it 
has been shown in [10] each item of the problem space, as well as each user, possess 
individual features. With respect to problems, each has its inherent complexity not 
always captured by the metadata index. Knowledge of concepts does not grow equally 
fast for all of them and does not always starts from same value (0 in our case).   



Making appropriate adjustments in user modeling to accommodate these 
differences has a chance to improve the modeling itself and help to find an optimal 
blend of Bloom’s user model tiers both on global and individual scale. 

Another issue with an exploration of the blending effect is that we had to filter 
nearly 50% of the users out. Ideally, for the blending to have a tangible effect, both 
example browsing and problem solving behaviors have to be well established: the 
user has to work enough with both types of learning resources. 

A prospective remedy here could be to shift from number of distinct learning 
resources covered to the amount of metadata overlap. Instead of counting how many 
examples were viewed or problems were attempted, it might be more beneficial to 
trace the overlap of the domain concepts that both examples and problems addressed. 

One important thing to mention is that in all of the reported studies some form of 
adaptive navigation support was available to users and this could potentially have 
affected our measurements. The navigation support was expressed in the form of a 
descriptive icon next to the link that opened an example or a problem. 

An aspect that still remains unaddressed is the temporal dimension. It might be the 
case that the optimal blending of the user model layers is not persistent over time. As 
users progress through the course, the best blend may change for them. It would be 
challenging to detect these changes, as users would have to stay very active for the 
whole duration of the course and generate enough log data to analyze. From our own 
experience, the proportion of such motivated users is very low in every class and 
often they are outstanding in various regards: both in positive and negative sense. 

For our future work, we would like to apply the blending of cognitive layers of the 
user model in a longitudinal study. This might help us to see a clearer differentiation 
between blending factors and assist in making cognitive layer blending preferences 
explainable more transparent.  

Also we would like to test our blending approach in different learning domains 
such as learning C or Java. In addition, we would like to test other approaches to user 
modeling such as knowledge tracing [11] and/or learning factor analysis [12]. 
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Abstract. This paper discusses a longitudinal user evaluation of Prospector, a 
personalized Internet meta-search engine capable of personalized re-ranking of 
search results. Twenty-one participants used Prospector as their primary search 
engine for 12 days, agreed to have their interaction with the system logged, and 
completed three questionnaires. The data logs show that the personalization 
provided by Prospector is successful: participants preferred re-ranked results 
that appeared higher up. However, the questionnaire results indicated that peo-
ple would prefer to use Google instead (their search engine of choice). Users 
would, nevertheless, consider employing a personalized search engine to per-
form searches with terms that require disambiguation and / or contextualization. 
We conclude the paper with a discussion on the merit of combining system- and 
user-centered evaluation for the case of personalized systems. 

1   Introduction 

Attaining automatically personalized system behavior is, in many cases, a process that 
can not be considered “complete” at a certain moment in time. On the contrary, per-
sonalization often becomes effective only after a certain period of user-system inter-
action and even after that can be subject to constant changes, as user characteristics 
and interests may change and expand. In order to explore how these long-term 
changes affect the (perceived) usefulness of personalized output, longitudinal studies 
with a partial user focus need to be conducted [1]. However, most evaluations of per-
sonalized systems are short term and do not focus on the effects of continued use [2]. 
Furthermore, most often these evaluations take either a system-centered or a user-
centered focus, while a combination of both yields the most valuable evaluation re-
sults [3]. System-centered evaluations focus on the quality of system algorithms (to be 
assessed by means of quality metrics), while user-centered evaluations center on us-
ers’ subjective experience of their interaction with the system. 



 

This paper discusses a longitudinal evaluation of a personalized search engine, 
which combined a system- and user-centered approach. The goal of this paper is 
threefold. First, we want to assess whether personalized Internet meta-search, as pro-
vided by Prospector, the system under evaluation, is effective and perceived as useful. 
The second goal, which is related to the first, is that to determine why the system is 
(regarded as) effective or not, and determine its usability. Third, we want to provide 
future personalized system evaluators with information that can help them to design 
their evaluation setup, by reflecting on the experiences we gained in this study. 

The rest of this paper is organized as follows. Section 2 describes Prospector, the 
system which was the subject of this study. Section 3 presents the evaluation setup, 
followed by the user-centered evaluation results in section 4 and the system-centered 
ones in section 5. We wrap up this paper with our conclusions in section 6. 

2   The Prospector System 

Prospector’s personalization algorithm is based on the utilization of the Open Direc-
tory Project (ODP)1 ontology, which provides semantic meta-data for classifying 
search results. Prospector uses taxonomies as overlays [4] over the ODP ontology for 
modeling user and group interests and bases the re-ranking of search results on said 
overlays. The operation of Prospector can be summarized as follows: the underlying 
search engine retrieves results for a user’s query; results are classified into thematic 
topics using the ODP metadata; user- and group- models maintained by the system are 
used to determine an appropriate ranking of the results; users are presented with the 
re-ranked results, which they can rate on a per-result-item basis; the system uses these 
ratings to update individual and group models. User- and group- models are overlays 
containing the probability of an ODP topic being of interest to a user or group. 

The version of Prospector discussed in this paper has been preceded by two other 
versions, described in [5, 6]. In this paper, we discuss the third version of the system, 
largely shaped by the results of an evaluation of the second version, reported in [7]. 
The most important new features in this version include a more stable ranking algo-
rithm, better use of existing meta-data, and usability enhancements. The rest of this 
section provides a brief overview of interactive aspects of the system and the result 
re-ranking algorithm (for additional information please refer to [8]). 

In order to get personalized search results users first have to register. At the first 
login they are asked to specify their interest in the 13 top-level ODP topics. It is ex-
plained to the users that this way they will benefit from the ratings of results by users 
with similar interests. Representative sub-topics are also listed for each topic, to help 
users form a better mental model of the area a topic covers. 

For each search users may choose the underlying search engine to use by selecting 
the corresponding tab (see Fig. 1): Web (i.e., the www.etools.ch meta-search engine), 
Yahoo and MSN. Google was not included for technical reasons. When issuing a 
query this engine is accessed, its results are retrieved and classified (per the ODP on-
tology). The classification paths are displayed for each result, and the tree control on 
the left side of the results page lets users filter results by these topical categories. 

                                                           
1 For information on the Open Directory Project please refer to: http://www.dmoz.org  



 
Fig 1. Prospector’s main interface. 

Re-ranking of results works as follows: The first step is to calculate a relevance 
probability for each result item, composed from the interest probability of each ODP 
topic in which the result has been classified. If the user model does not contain an in-
terest probability for a topic, the value is derived from more general topics in the user 
model, and from the group models. In a second step, the calculated relevance prob-
abilities for each topic are combined into a weighted average. The affinity of the user 
to the corresponding group is used as the respective weight. In a third step, the rele-
vance probability of each result is combined with its rank as returned by the underly-
ing search engine (both normalized in the value space [0..1]. The normalized rank and 
score values are then combined by a weighted extension [9] of the CombSUM method 
[10]. Prospector uses this final value for re-ranking the result list accordingly. 

By rating individual results positively (thumbs up) or negatively (thumbs down) 
users implicitly express their preference for certain topics. Quickly evaluating a result 
is possible by toggling an embedded preview below the result with the magnification 
glass icon; opening a result in a new window is facilitated by the arrow icon. When 
previewing or returning from an opened result, the user is notified / reminded of the 
possibility to rate that result, by pulsating the thumbs a few times. 

Each rating modifies the appropriate user- and group- models, thus affecting the 
calculation of relevance probabilities of classified results in subsequent searches. To 
give users a way to quickly assess the system-calculated relevance of a result, its 
probability is visualized next to the URL by means of a “connection quality” indica-
tor, as used in mobile phones. Hovering over the bars with the mouse shows the exact 
relevance percentage in a tool-tip. 

For logged in users the ranking is by default personalized with respect to their user 
model and the models of associated groups. In addition, users can request that results 
be re-ranked using a particular group model (e.g., “re-rank for people interested in 



 

arts”). This feature is intended to let users focus on the specific high-level topic repre-
sented by the group, and is also available for anonymous, not logged in users. 

The user models in Prospector are scrutable [11], allowing users to inspect, correct 
and fine-tune them, while at the same time strengthening their confidence in the sys-
tem. Affinities to groups, as set when registering, can be changed at any time. The in-
terests inferred from the ratings can be viewed and changed as well. Finally, entire 
topic “branches” can also be removed from the model, which gives users the means to 
purge old or invalid interest information. 

3 Evaluation Setup 

We asked 130 persons whether they were willing to use Prospector as their primary 
search engine for 12 days, to have their use with the system logged and, finally, to 
complete three questionnaires. Because the study could be considered privacy in-
fringing, potential participants were informed they would remain anonymous at all 
times. Twenty-one persons responded positively, including nineteen men and two 
women, with an average age of 25.8 years (SD = 2.8). Most were students at the Jo-
hannes Kepler University in Linz, Austria. They rated their computer skills as high 
and used the Internet on a daily basis. All participants used Google as their primary 
search engine, with one third of them performing more than 15 searches a day, one 
third 2 to 15 searches a day, and the remaining third just a few searches a week. 

Besides logging all actions performed with Prospector (as input data for the sys-
tem-centered evaluation), we distributed a pre-questionnaire, a mid-questionnaire (af-
ter five days of use) and a post-questionnaire (after 12 days of use) as input for the 
user-centered evaluation. For economy of space we will refer to these questionnaires 
as “preQ”, “midQ” and “postQ” respectively. They addressed the following issues by 
means of open-ended questions (unless specified otherwise): 
1. Demographics. In preQ we questioned participants’ demographics, internet use, 

experience with personalized systems and use of search engines. 
2. Expectations. The preQ asked for the participants’ expectations of using Pros-

pector and the expected usefulness of a scrutable user model. 
3. Perceived usefulness. We asked the participants to score their agreement on 

three statements (7-point Likert scales) on the usefulness of Google (preQ) and 
on the usefulness of Prospector (midQ and postQ). The statements were based 
on the perceived usefulness scale of a search engine by Liaw and Huang [12]. 

4. Comparisons between Prospector and Google. In midQ and postQ, we asked 
the participants to compare the perceived quality of the results they received 
from Google and Prospector. 

5. Incidents.  We twice (midQ and postQ) asked the participants to describe inci-
dents that made them satisfied or dissatisfied with Prospector. 

6. User modeling. The transparent user model allowed us to ‘break up’ the evalua-
tion of the personalization done by the system in two parts: user modeling and 
application of the algorithm. This layered evaluation approach makes it possible 
to pinpoint the cause of incorrectly personalized output more specifically [13]. 
Therefore, we asked the participants to inspect their model and questioned its 
clarity (midQ) and correctness (midQ and postQ). 



  

7. Usability. In the postQ, we inquired the participants’ experience in relation to 
usability issues of high relevance for personalized systems, as listed by Jameson 
[14]. Examples include system predictability, controllability and privacy. 

4 User-Centered Evaluation Results 

In this section we discuss the user-centered results according to the questionnaire ele-
ments, listed in section 3. 

Expectations. Most participants expected Prospector to outperform Google, by re-
ducing search times (six participants) and giving better results than Google (six par-
ticipants). As one participant put it: “Hopefully I will quickly find information that in 
other search engines is only on the second or third page.” Twelve participants were 
initially positive about the possibility to view and alter their model. 

Perceived usefulness. The scale we used to measure perceived usefulness ap-
peared to be very reliable (Cronbach’s α = .95). On a scale from 1 to 7 (where 7 is 
very useful), Google scored 6.05 (SD = .83). Prospector scored 3.71 (SD = 1.66) in 
midQ and 3.70 (SD = 1.55) in postQ. There was no significant difference in Prospec-
tor’s perceived usefulness between midQ and postQ (t = .12; df = 20; n.s.). To deter-
mine whether Google was perceived as more useful after the cold-start problem was 
overcome, we compared the Google score with the postQ Prospector score. This dif-
ference is significant (t = 6.29; df = 20; p<.01): Google was perceived as more useful. 

Comparisons between Prospector and Google. Halfway through the study, nine 
participants preferred Google for searching and one person preferred Prospector. Of 
particular interest were the answers by six participants that stated their preference de-
pended on the nature of the search task. They liked Google better for searching for 
simple facts, but thought Prospector had an added value when conducting searches 
related to their personal interests or study. After 12 days, 19 participants preferred 
Google. However, several participants apparently did so because Prospector did not 
offer results in German (the mother tongue of all participants). As one person stated: 
“I prefer Google, because it provides the possibility to search nationally. With Pros-
pector one doesn't find regional results. The program doesn't like German words.” 

Incidents. From midQ we could derive two causes that led to dissatisfaction with 
Prospector: irrelevant search results (mentioned 9 times) and illogical re-ranking of 
search results (mentioned 6 times). A positive incident that was mentioned more than 
once regarded Prospector’s particular helpfulness when submitting a query containing 
words with ambiguous meanings. When we asked for these incidents in the postQ the 
same picture emerged. However, this time more participants mentioned specific 
searches for which Prospector was useful, like product reviews or scientific articles. 

User modeling. When we questioned the participants halfway about the visualiza-
tion of the user model, 16 participants commented they understood what they were 
looking at, two ‘thought they did’, and, finally, three persons stated they did not com-
pletely understand what was displayed. Next, we asked whether the user model was a 
correct representation of their (search) interests. Nine participants stated it was, and 
six said this was mostly, or for a larger part the case. Three participants answered that 
they could not judge this as they had not performed enough searches or ratings for a 
complete user model to be generated. Finally, two participants stated that the user 



model was not a good reflection of their (search) interests. In the postQ, we asked the 
participants to judge the correctness of their user model again. Eleven participants 
said it was correct, three said it mostly was, and one person said it partly was. This 
time, four persons said they had not provided Prospector with enough feedback to 
generate a correct user model and two participants considered their user model incor-
rect. Unfortunately, the data logs cast doubts over the participants’ answers. Even 
though all participants gave their opinion about the user model, the data logs show 
that only 11 participants inspected their user model before day seven and only 8 par-
ticipants inspected it between day seven and twelve (with only 3 users making any 
changes at all). Therefore, the results regarding user modeling remain inconclusive.  

Usability. The usability issues predictability, comprehensibility, unobtrusiveness 
and breadth of experience received mixed results: half of the participants were posi-
tive about these issues and half were not. Other issues received more uniform feed-
back. When asked about controllability, most participants stated they thought they 
were fully or for a larger part in control over the system. Privacy was not considered a 
barrier to using Prospector – 16 persons said the search engine does not infringe on 
their privacy. The last question addressed system competence. A majority believed 
that Prospector could deliver the results they desired. Interestingly, six participants 
commented that the system had the potential to deliver relevant search results, but 
conditionally (offering as an example the inclusion of results in German). 

5 System-Centered Evaluation Results 

 
Fig 3.  Number of searches, positive and negative ratings 

The number of searches, positive and negative ratings over the duration of the evalua-
tion are displayed in Fig. 3. It shows a decrease in all cases. Of note is the fact that 
there is no significant difference between positive and negative ratings over time. 

As a means of determining whether personalization has positively affected the 
ranking of search results, we examined whether the results participants clicked on 
were ranked higher than in the original result set. Specifically, for all days, we calcu-
lated the distance between the personalized and original ranks of viewed results. This 
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distance was positive if the result had been promoted, negative if it had been demoted, 
and 0 if the result had retained its rank after re-ranking. 

 

 
Fig 4. Distances between original and re-ranked results, and percentage of original 

results still ranked between 1 and 12 after re-ranking (“overlap”) 

Fig. 4 displays the average distance between these ranks for each day. It shows that 
for most days, the difference was positive for the personalized rank. The exception is 
day 9, during which only few searches were performed, while, at the same time, a 
number of results with a high negative distance were previewed or opened. This com-
bination distorted the overall number for this particular day. For all 12 days, the 
viewed pages had been promoted by, on average, 4.75 ranks (SD = 11.52). To test the 
re-ranking effect, we compared the average rank distance for each viewed result to 0. 
This difference is significant (t = 9.14; df = 490; p<.01): Search results that partici-
pants viewed were, on average, placed higher up, due to personalization. 

Because participants might tend to consult search results ranked highly, regardless 
of their relevance, we examined whether the first 12 results contained a dispropor-
tionately high percentage of items brought there by Prospector. We chose 12, as on a 
average-sized screen a user would see 6 results in one screen-full and most people do 
not look beyond the first 10 [15] – we rounded that number up to two full screen. Fig. 
4 displays the daily average percentage of results among the first 12 that were origi-
nally there. Over 12 days, the mean percentage is 65.10%. This implies that users had 
a choice between (interspersed) original or re-ranked results, but chose the latter on 
purpose and not because they were conveniently placed at the top of the list. 

In addition to these analyses, the two metrics “Rank scoring” [16] and “Average 
Rank” [17] were employed. Rank scoring shows how close to the optimal ranking a 
set of search results is, whereby ‘optimal’ denotes a situation in which all the con-
sulted results appear at the top of the list. In this metric, the importance of the ranks 
decreases exponentially (e.g., a correct rank 1 creates a better score than a correct 
rank 10). We performed a paired samples t-test between the original rank score aver-
age (M = 5.05, SD = .59) and the personalized rank score average (M = 6.75, SD = 
1.19). The averages were calculated from the rank score values of the 12 days. This 
difference is significant (t = -6.92; df = 11; p<.01): Personalized rank scores were 
higher than the original ones (see Fig. 5). 
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Fig 5. Rank scoring of the personalized and original ranks of viewed results 

The average rank measure was calculated for the original and the personalized 
ranking of consulted results on a per day basis (see Fig. 6). The personalized results 
had a lower average rank in all cases, except on day 9. A lower average rank means 
that the consulted results appeared higher up in the result list. The significance of the 
difference between the average ranks can be derived from the significance of the av-
erage distance measure described above. 

 

 
Fig 6. Average rank of the personalized and original ranks of viewed results 

6 Conclusions 

In this paper we have presented a longitudinal evaluation of the Prospector system, 
which combined a system- and a user-centered focus. The data that resulted from the 
system-centered evaluation has shown that Prospector effectively promotes items with 
relevant informational value in a list of search results. However, user perceptions on 
system usefulness were not in favor of Prospector: the participants thought their pri-
mary search engine (Google) was more useful. Their comments led us to think that 
this opinion was partly due to missing features popularized by Google (specifically, 
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localized search, spelling suggestion). Prospector offered a different interface with 
different features which may have biased the participants’ perception of its useful-
ness, regardless of the system’s actual value for searching, as people highly value the 
appearance and features of their primary search engine [15]. A way to design for this 
implication is to replicate the features and appearance expected of a search engine 
(e.g., by incorporating the above facilities, and adopting a design similar to Google’s). 

The participants had very high expectations of Prospector, based on the quality of 
search results returned by Google, and expected Prospector to outperform Google. 
Some users explicitly anticipated that the result they needed be listed first or second. 
These expectations are apparently hard to meet, especially as users will want to see an 
added value fast and it may take some time for a personalized search engine to deliver 
top-quality results. When evaluating a personalized system, one has to make sure that 
participants have a sound mental model of the system so that they can form reason-
able expectations. They must understand whether and how much time and effort are 
required for the system to ‘get to know’ the user. This issue is not only limited to 
evaluation of course: for a system to have a fair chance of user acceptance, it must 
ensure that its users’ expectations are realistic from the very beginning. 

The evaluation has suggested some circumstances in which personalized search 
might be more rewarding for users. These are the searches which our participants de-
scribed as ‘personal’, or searches without a clear-cut answer. Typical for these 
searches are, as Marchionini terms it, relatively low answer specificity, high volume 
and high timeliness [19]: the answer to the search is not easily recognized as being 
correct (e.g., a suitable hotel in Amsterdam), it has to be found in a large body of in-
formation and, finally, the user has to invest some time in finding the right answer. 
Dou et al. [17] found navigational queries with low click entropy (i.e., most users 
chose the same result) to be less ambiguous and not suitable for personalization. 
Teevan et al. [18] proposed methods to detect such queries and predict the usefulness  
of personalization on the basis of query properties, result quality and search history. 

This evaluation reinforces the notion that the application of a dual approach is in-
strumental in fully understanding a personalized system ([3]): If we had relied on the 
system-centered approach only, the results would have had a too positive skew, while 
the results derived from the user-centered approach alone would have put into ques-
tion the system’s effectiveness. In other words, by applying a double focus, one can 
acquire a more complete view of system usefulness (albeit, potentially with contra-
dicting evidence). Furthermore, in certain cases such an approach makes it possible to 
cross-validate and ground or disprove findings (e.g., with the user model viewing be-
havior in this study). Furthermore, the dual focus provides us with the option to not 
only determine Prospector’s effectiveness and chances of acceptance in a real-world 
setting, it also resulted in redesign input that enables us to further improve the system 
(e.g., by incorporating spelling suggestions). 

In our longitudinal evaluation we have experienced a reduction in user activity as 
time progressed. This might point to need, for people running similar studies, to ac-
tively encourage participants to continue using the system under investigation (e.g., 
through reminders, or by providing some form of incentive). Last but not least, the 
application of a longitudinal evaluation setup has yielded insights which, we believe, 
may not have been attainable otherwise: we have been able to determine whether 
Prospector “works”, but also what users see as the main drawbacks of the system. 
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Abstract. We describe the methodological considerations that arose
over a series of experiments evaluating the effectiveness of explanations
for recommendations. In particular, we look at issues relating to: criteria,
metrics, product domain used, choice of materials, possible confound-
ing factors, and approximation of experience versus real experience. We
generalize the problems we found and the solutions that we applied to
adaptive systems. We illustrate the learned lessons with examples from
our previous work on adaptive systems (ranging from adaptive learning
to persuasive technologies).

1 Introduction

The evaluation of adaptive systems is not easy, and several researchers have
pointed out potential pitfalls when evaluating adaptive systems. Examples of
pitfalls mentioned in [1] and [2] include:

– Difficulty in attributing cause: is it the adaptation which is causing the
measured effect or something else (such as system usability)?

– Insignificant results due to too much variance between participants. Adapta-
tion is typically used when individual participants differ. However, individual
differences are likely to lead to a large variance in results, and this makes it
harder to get statistically significant results.

– Difficulty in defining the effectiveness of adaptation. It is sometimes hard to
define what constitutes a good adaptation.

– Allocation of insufficient resources. You often need many participants to fully
evaluate an adaptive system (in part due to the expected variance between
participants mentioned above).

– Too much emphasis on summative rather than formative evaluation. Evalu-
ations often measure only how good or bad a system is rather than providing
information on where the problems are and how the system can be improved.

The difficulty in evaluating adaptive systems has led to a series of workshops
on this topic such as [3, 4]. This paper contributes to the debate by identifying
a number of problems related to and expanding those listed above. This is done
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in the context of a case study, where we discuss the problems experienced when
evaluating explanations of recommended items, and the solutions applied. We
also discuss how these problems and solutions are more widely applicable to the
evaluation of adaptive systems.

2 Background to Case Study

Recommender systems such as Amazon offer users recommendations, or sugges-
tions of items to try or buy. These recommendations can then be explained to
the user, e.g. “You might (not) like this item because...”. In experiments, our
system generates (given a simple user model) explanations for items using data
retrieved from the Amazon website. In a between-subject design, we compared
three degrees of personalization in a series of experiments. The example below
illustrates the three conditions for one experiment in the movie domain:

1. Baseline: The explanation is neither personalized, nor describes item fea-
tures: e.g. “This movie is one of the top 250 in the Internet Movie Database”.

2. Non-personalized, feature based: e.g. “This movie belongs to the genre(s):
Drama. Kasi Lemmons directed this movie.” The feature ‘director’ was not
particularly important to this participant.

3. Personalized, feature based: e.g. “Unfortunately this movie belongs to at
least one genre you do not want to see: Action & Adventure. Also it belongs
to the genre(s): Comedy, Crime, Mystery and Thriller. This movie stars
Jo Marr, Gary Hershberger and Robert Redford.” For this user, the most
important feature is leading actors, and the explanation considers that the
user does not like action and adventure movies.

3 Problems, solutions and generalizations

This section discusses some of the problems we encountered in our experiments
evaluating explanations, and the solutions we adopted. It also elaborates on what
other researchers can learn from our experiences for the evaluation of adaptive
systems in general. We illustrate how the lessons can be generalized with exam-
ple evaluations where the problem appears, and where solutions were applied.
Although these problems are common to many evaluations of adaptive systems,
it seemed fairer to select examples from our own work, as we have also been
affected by these problems in our previous research.

3.1 Criteria to use

Problem. The first issue we had to resolve was what we meant by a good expla-
nation.

Solution. We surveyed the literature and discovered that explanations can serve
multiple aims, such as increasing transparency, trust, satisfaction, efficiency, per-
suasiveness, and effectiveness [5]. We decided to focus primarily on effectiveness:
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how helpful explanations are for users to make good decisions. According to [6],
an effective explanation minimizes the difference between the user’s rating of an
item based on the explanation, and the user’s rating of the item after experienc-
ing it. Therefore, in our experiments, participants rated the items based on the
explanation, then re-rated the items after having experienced them3.

There is some evidence to suggest that personalization may increase persua-
sion, or acceptance of recommendations [7]. In contrast, we wanted to investigate
whether personalization would increase effectiveness. In addition to measuring
effectiveness, we decided to also measure user satisfaction with the explanations.

Generalization of problem. Sometimes when adaptive systems are evaluated,
there is a shortage of information about what exactly they are being evaluated
on [1]. For example, an adaptive instruction system can be evaluated on how
well it keeps the learner motivated, how much it improves the understanding of
a weak learner, how much it is appreciated etc. All of these could serve as valid
aims for a “good” system, but they are likely to require different types of evalu-
ations. Also, often the discussion on other criteria that may have been relevant
is limited, and results are presented as one system outperforming another one
without saying on which criterion.

Generalization of solution. In order to achieve a goal of optimization, the opti-
mum or the main evaluation criterion needs to be explicitly formulated prior to
evaluation. As optimization in one criterion may damage another, it is also im-
portant to understand how the criteria relate to one other. For example, a study
of computer generated reports of babies in intensive care found that doctors pre-
ferred graphical reports (satisfaction), but made better decisions with textual
reports (effectiveness) [8]. In that evaluation, focusing on just one criterion, such
as satisfaction, would not have provided a full picture of the situation.

3.2 Avoiding confounding factors

Problem. The measured impact of explanations on effectiveness may be con-
founded with the impact of the accuracy of the recommender system. If recom-
mended items are meant to be liked by the user (i.e. we do not give predictions
for items the user may not like), and the recommender system has poor accu-
racy, it would be hard to distinguish between the effects of poor explanations
and poor accuracy. Most likely, we would not be able to tell which factor was
the main contributor to a large change in valuation of an item. This is a problem
because in a real recommender system, it would be hard to guarantee compa-
rable recommendation accuracy between participants and between conditions.
Also, to obtain reasonable accuracy, participants would need to use the system
for a non-trivial amount of time prior to evaluation, in order to provide their

3 Initially we used approximations of real experience, see Section 3.4 for a justification
and further discussion.
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preferences.

Solution. We decided not to use a recommender system, and used random item
selection instead. This meant that we did not require the experiments to include
a training period. Instead, participants’ preferences were explicitly requested in
order to personalize the explanations. Also, our metric for effectiveness (briefly
described in Section 3.1) can be used regardless of whether participants liked
or disliked the items; as long as they were able to make an initial assessment
based on the explanation, we were able to study their change of opinion after
experiencing the item. It was not a problem for us to offer explanations for items
participants might not like as participants were told that the explanations were
aimed at helping them make decisions (to try or not to try) rather than make
(only positive) recommendations. This also meant that we did not have to con-
trol for recommendation accuracy.

Generalization of problem. As mentioned in the introduction (Section 1), dif-
ficulty in attributing cause has been previously discussed as a problem in the
evaluation of adaptive systems [1].

Generalization of solution. Layered evaluation has been mentioned as a way
to help overcome this problem [9]. In our solution, we effectively used the dic-
ing approach proposed in [1]: we focused on the functionality of interest, and
evaluated that functionality in isolation. In a similar way, we have previously
evaluated parts of an adaptive learning system [1, 10].

Another solution for an adaptation taking time would be to run an experi-
ment in several installments - first training the system on participants, and then
using the adapted system for further evaluations, such as in [11]. If this approach
is used, the evaluation design needs to consider that participants may drop out
(i.e. consider retention rates), and one may still need to control for confounding
factors.

3.3 Domain to use

Problem. The effectiveness of explanations and degree of personalization may
well depend on the domain used.

Solution. We surveyed the literature and found that there has been a great deal
of debate about classification of products into different categories in economics
(see [12] for examples, and [13] for an elaboration on our chosen classifications).
For our research, we decided that we should at least distinguish between:

– products which are relatively easy to evaluate objectively and those which
commonly require an experiential and subjective judgment

– products which are relatively cheap and those which are more expensive

Ideally, we would have evaluated the explanations in four domains, considering
each of the four combinations along these two dimensions. However, this would
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have been very resource intensive: requiring not only substantially more par-
ticipants but also detailed investigation into aspects of each domain (such as
product features, appropriate material selection, selection of baseline explana-
tions, etc). Lack of resources (e.g. time, sufficient and suitable participants) is
often an issue in evaluations [2]. We decided to use a middle ground: instead of
fully exploring all domain options, we chose to use two that differed with regard
to both of the dimensions mentioned above: movies (cheap and subjective) and
cameras (more expensive and objective). We had to perform two user-centered
investigations to find appropriate features of movies and cameras (see e.g. [14]).
We also had to decide what materials and baseline explanations to use in both
domains. However, the additional effort involved in studying two domains was
justified: we found the same results for both movie and cameras, providing us
with more confidence that our results generalize across domains.

Generalization of problem. Evaluations of adaptive systems tend to focus on
evaluating the system in one particular domain, often without mentioning the
limitations this puts on the results. For example, when evaluating different al-
gorithms for a group recommender system, we used the domain of video clips
[15]. We drew conclusions on what algorithms people preferred (such as avoiding
misery for others). However, it is more difficult to say if similar results would
have been found if we had used another domain, such as news items, courses
of a seven-course meal, etc. The expected duration for items and the expected
impact of experiencing an unliked item is likely to differ between domains, and
may well affect the final results.

Generalization of solution. The solution of surveying domains, and evaluating in
multiple domains is applicable to adaptive systems in general. For example, in an
adaptive e-learning system, we evaluated an adaptive item sequencing strategy
for two learning tasks: a paired-associate learning task and a concept learning
task [10]. This does not cover all possible learning tasks in the learning domain,
but does give some insight into how generalizable the results are. So, whenever
feasible, adaptive systems should be evaluated in multiple domains. If resources
do not permit, at least a discussion of the possible impact of other domains
should be included.

3.4 Approximation of experience versus real experience

Problem. It can be very difficult and time consuming for participants to really
experience the recommended items. For example, it may take too long (or be
too expensive) for participants to read a recommended book or go on a recom-
mended holiday. Participants may also require time to fully experience a product
(for example, a real experience of a camera may involve using it over a couple of
days, so that initial technical difficulties do not overly influence the participants’
final evaluation).
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Solution. Previous work has approximated experience of the recommended item,
for example by letting participants read online reviews [6]. In our initial exper-
iments (for both the movie and camera domains) we used the approximation
of reading on-line Amazon reviews (see e.g. [16]). Deciding on an appropriate
approximation required careful consideration. For example, for movies we con-
sidered using trailers, but decided against this, as these are typically made to
persuade people to see the movie rather than help them make informed decisions
(which is what we wanted to achieve when we defined our aim as effectiveness).
However, online reviews may also be positively biased. Therefore, after several
experiments using approximation, we decided to run another experiment where
users really experienced the items. We used the movie domain as movies are
relatively cheap, and it is easier and faster for participants to judge movies than
e.g. cameras. So, our solution has been to approximate for a number of initial
studies, in order to adjust and perfect the evaluation, before a costly and time-
consuming real experience evaluation.

Generalization of problem. It can be very time consuming for participants to fully
experience adaptive systems. For example, a realistic experience of an adaptive
learning system involves learners using it over multiple sessions, learning some-
thing they would normally be learning in another setting. Instead, we often
evaluate over one or two sessions, sometimes using a controlled artificial learn-
ing domain. For example, when evaluating adaptive navigation in a learning
system, we have used the artificial domain of square dancing, with participants
learning to operate dancers on the screen using multiple computer-based lessons,
but all within a one-hour session [17].

Generalization of solution. Approximation of experience is often a reasonable
thing to do in early evaluations, as it requires less time, allows better experi-
mental control, and is sometimes better for ethical reasons. This can then be
followed by an evaluation in more realistic settings, often of a longitudinal na-
ture. We have used approximation in many of our studies. For example, we
measured whether an emphatic embodied agent influenced participants’ mood
after inducing a negative mood in an artificial test (rather than say a real course
assessment) [18].

3.5 Choice of materials

Problem. For the real experience valuation we needed items that participants
had not yet experienced, that had enough interesting features to produce an ex-
planation, would not take too long to evaluate, and that were ethically ok to use.

Solution. To reduce time needed per item, we used short movies instead of full
movies. To avoid movies that participants had already seen, an I-have-already-
seen-this-movie button that skipped to another movie was added. To avoid ex-
posing participants to sensitive material such as (extreme) violence or sex, only
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movies suitable for 15 years and over (PG-15) were used. By choosing non-
offensive movies, there was a distinct risk that participants’ ratings of movies
would not be as well spread over possible rating values as they could be. We used
a pilot study to confirm that while the distribution may not make full use of the
possible values, participants still indicate values that differed sufficiently from
the mid-point to warrant an interesting analysis. We also considered the pres-
ences of relevant features when selecting the movies. We included movies with
actors (e.g. Rowan Atkinson) or directors (e.g. Tim Burton) that were likely
to be known. As certification rating (e.g. PG - parental guidance advised) was
used as a feature for explanation generation, we also selected movies that had
an international certification, which is otherwise often missing for short movies.

We also found that most short movies use less famous actors/directors, and
therefore, despite our best efforts, there was a higher frequency of unknown ac-
tor and director names than in our previous experiments [16]. Most likely as a
consequence of this, we found that participants were less happy with personal-
ized explanations (actors and directors are the most common preferred features
aside from genre). Additionally, the ethical considerations had the side effect
that the majority of movies watched belonged to the genres comedy, animation
and children. So, there is not always a perfect solution, but at least being aware
of the potential impact of materials can help explain results and understand the
limitations of a study.

Generalization of problem. Fields such as psychology have a common practice of
carefully selecting the materials they use in experiments. This is done either be-
cause the material may affect the outcome (we also discuss avoiding confounding
factors in Section 3.2) or for other reasons such as ethical ones. In the evaluation
of adaptive systems, we are often told what materials were used, but not on the
basis of which criteria they have been chosen, and whether pilot studies have
been done to validate their appropriateness.

Generalization of solution. The criteria on the basis of which materials are cho-
sen need to be clearly defined and stated. In addition, pilot studies need to be
performed to test the suitability of materials. For example, when studying the
effect of adding a doctor’s photo on website credibility, we needed the photo to
contain an image of a doctor that would be considered credible in this domain.
We found such a photo by running pilot studies in which participants judged
the profession of the person depicted, and rated their domain credibility using
validated metrics [19].

3.6 Appropriate measurement

Problem. To measure true effectiveness, we needed to distinguish between par-
ticipants not having formed an opinion of the item, and participants believing
the item is kind of average (middle of the scale).
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Solution. We decided to add a separate opting-out option as an alternative for
rating, for participants who were not able to formed an opinion. In our analyses
of effectiveness, we excluded ratings of participants who had opted-out. One
thing we noticed in all our experiments was that while baseline explanations did
surprisingly well for effectiveness, they also led to a very high opt-out frequency:
participants were unable to provide a rating. This means that only considering
the change between the before and after rating for those people who opt-in is
not a true reflection of effectiveness.

Despite the opportunity to opt-out, we still found that some participants
seemed to use the middle of the scale to indicate that they had no real opinion
about a movie. This could be seen in the higher frequency of middle of the scale
ratings for baseline explanations, or when participants were asked to give a rat-
ing based on only a movie title (without the explanation).

Problem. The effectiveness metric from [6] considers the difference between the
before and after ratings. However, they do not discuss the effects of over- and
underestimation (which could lead respectively to trying an item you may not
end up liking and missing an item you may have liked). So, the question arises
whether an explanation leading to an overestimation is as bad as one leading to
a similarly big underestimation. And how about the position of the gap? Does it
matter whether (on a scale from 1 to 5) the pre-rating is 3 and the post-rating
5, compared to a pre-rating of 1 and a post-rating of 3? To complicate matters
further, does it all differ per domain type?

Solution. We investigated these questions [13], and found that:

– Overestimation was considered more severely than underestimation
– Overestimation was considered more severely in high investment domains

compared to low investment domains (see also Section 3.3 on domain effects).
– Gaps which remained in the negative half of the scale were considered more

severely than gaps which crossed over from good to bad (or vice-versa), and
gaps which remained in the positive half of the scale.

Generalization of problems. In the evaluation of all systems, including adaptive
ones, one has to take care that the metric used is really measuring what you want
to find out. For example, when assessing personalisation in interactive TV often
the time spent watching a programme is used as an indication of user interest.
However, longer viewing times may well have been caused by other factors such
as the viewer having a coffee or even being so bored that they fell asleep. Learn-
ers spending more time on a lesson may mean that they are more motivated or
that they find the lesson harder to understand.

Generalization of solutions. A critical analysis is required of all metrics used,
asking whether there are situations when the value given by the metric is not
accurate. For a metric to be good, the same value should have the same meaning
independent of the circumstances. For example, our experience shows that the
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effectiveness metric of [6] falls short of this, as e.g. over- and underestimation
may lead to the same value while having a different effect on users.

4 Conclusions

This paper illustrates some of the problems we have encountered when investi-
gating the effectiveness of explanations in a recommender system. Our investi-
gations consisted of a series of experiments, and in each experiment we improved
our understanding of the evaluation design. As we have discussed, many of these
issues are generalizable to other types of adaptive systems. In any evaluation, it
is important to:

– Decide which criteria to use
– Avoid confounding factors
– Take into account domain effects
– Build up the experiment gradually, and consider limited resources
– Take into account the effects of the material you select
– Consider if a metric really measures what you want

From this paper it would perhaps be easy to conclude that it is hard (and
probably impossible) to design the perfect evaluation. In retrospect, there is al-
ways something else that could impact the results. Clearly defining your goals,
metrics and refining your design through a sequence of experiments, and gradu-
ally investigating different aspects, will however help you avoid the most common
pitfalls - may your next evaluation be a successful one!
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Abstract. Recommendation techniques have shown to be successful in many 

domains (e.g. movies, books, music, etc.). This success has motivated us to 

research on how to deploy a recommending system in the eLearning domain to 

extend the functionality of standard-based learning management systems with 

adaptive navigation support. An initial model of the recommendation process 

has been developed from informal discussions with lecturers. This is now being 

elaborated and validated using a scenario-based user-centered design process. 

This paper presents the formal methodology to carry out this validation process. 

Keywords: User-centred design methods, Elicitation process, Recommender 

systems, Learning Management Systems, Adaptation. 

1   Introduction 

Recommender systems (RS) support users in finding their way through the 

possibilities offered in web-based environments by highlighting information a user 

might be interested in from the information already available in the system. The first 

challenge for designing a RS is to define the users and their purposes [1]. RS in 

education should help and support both learners and teachers [2]. In particular, the 

RS’s goal is to improve learning effectiveness and efficiency, as well as learners’ 

satisfaction, while reducing the teachers’ workload related to the follow-up and 

support of the learners. The approach followed by this research focuses on suggesting 

learners the most appropriate actions to take by the user in the learning management 

system (LMS) at each moment (i.e. navigation adaptation), which can vary from 

reading some specific contents that have been uploaded in the file storage after the 

course has been packaged to posting a comment in a blog to foster the learner to 



reflect what has been learnt [3]. The RS takes as input i) the user profile (which can 

be dynamically built from the users’ interactions) and ii) the current context (e.g. 

course, objective, platform tool, …). With this information, the appropriate actions 

(e.g. links to objects in the LMS with instructions on what to do and explanations to 

justify it purpose) are recommended to the current user. In a first phase, the 

recommendations are obtained from teachers by following the methodology described 

below. These recommendations serve a double purpose: 1) avoid the cold start 

problem of RS, and 2) feed machine learning algorithms to tune the recommendations 

and/or produce new ones from the experience inferred by analysing the interactions of 

the users in the system. The later is planned for a second phase in the research. 

If the RS supplies appropriate recommendations to the learners in the context 

where they are relevant to help them while interacting with the LMS, the teacher will 

be relieved from providing this specific type of support and can focus on other 

educational activities: preparing contents suitable for the learners’ needs (e.g. learning 

styles) or giving more detailed advice to specific situations that are not yet covered by 

the RS.  

In the context of this research, the first efforts undertaken to build a knowledge-

based recommender for the eLearning context are described elsewhere [3, 4]. As a 

result, a recommendations model [3] and a standard-based recommendations service 

that implements that model [5] were produced. The prototype has been integrated into 

the dotLRN open source standard-based LMS. A formative evaluation process was 

carried out, which include some small-scale studies with users that are reported in [4]. 

Very shortly, users had to interact with a course where they were recommended 

different actions depending on their learning styles and their situation in the course. 

Afterwards, they were asked to fill in a questionnaire about their perception of the RS 

output and their interest for the different types of recommendations. 

2   Scenario-based user-centred design approach  

When trying to define recommendations using the model, we have found that we lack 

the content and context to think about meaningful recommendations that address the 

real needs of learners in eLearning scenarios. Moreover, we realized that although we 

had tried to involve users in our work, we had not done it properly. At this stage, 

having already a recommendations model and a RS providing adaptive navigation 

support in an LMS, we realized that we needed to go back to the users and apply 

appropriate user-centred design methods to get these meaningful recommendations. 

The objective was twofold: 1) involve users to validate (and refine if needed) the 

model previously obtained, and 2) obtain samples of meaningful psycho-educational 

sound recommendations from current teaching practices. With the collaboration of 

experts in Human Computer Interaction and Psychology, a formal methodology 

which applies scenario-based methods, was defined to help us lead this process.  

Scenario-based methods [6] are used to elaborate the design. They consist on 

involving the user in writing stories (i.e. scenarios) about the problems taking place in 

relevant situations that come to their mind. On top of these scenarios, the design team 

proposed solutions to these situations.  



As commented in the introduction, recommendations address the needs of the 

learners when interacting with LMS and try to suggest the most appropriate actions to 

take depending on the current user in the current context. However, unlike RS for the 

entertainment domain, where the goal is to satisfy the users’ preferences, in the 

educational domain psycho-educational considerations have to be taken into account. 

What a learner prefers may not be the most adequate for their learning. For this 

reason, the users involved in our study to elicit these scenarios are teachers and not 

learners. However, the outcomes of this study (i.e. the recommendations elicited) 

have to be checked with learners to assure that they are useful to them to reach the 

desired goal: learning effectiveness and efficiency, as well as learners’ satisfaction. 

The plan established for this study covers the following four stages: 

Stage 1: Briefing and initial data gathering on the participants’ background 

• In an introductory face-to-face session: 
− the aims and objectives of the research are explained to potential participants as 
well as the nature of the participation expected of them and the benefits for them 

− sample scenarios are presented to the participants, who are asked to think about 
them in order to obtain other scenarios that have occurred in their work 

− a consent form describing the conditions and requests is provided to the 
participant, which they can take home to read carefully before signing it 

• After the face-to-face session, participants are given time to digest the information. 
• If they agree to participate, they have to i) fill in an online questionnaire with 
demographic information, including information about their teaching experience 

and ii) sign the consent form and give it to the research team in the next face to 

face session (next stage). 

Stage 2: Eliciting scenarios with the participants 

• Individual face-to-face semi-structured interviews are arranged with the research 
team to build together a couple of scenarios that reflect the teacher’s experiences. 

• The interview is conducted by a primary researcher who poses the questions and a 
secondary researcher taking notes. In this way, one of the researcher focuses on 

following the reasoning of the participant, and the other checks that the relevant 

information to identify the recommendations is being provided. 

Stage 3: Identifying the recommendations in the scenarios by the research team 

• From the scenarios built in the interviews, the research team identifies 
recommendations and attempt to map them onto the recommendations model 

previously defined. If the information required to describe the recommendation 

does not map to the model, the model will be revised to include the new 

information. This process is done by three members of the research team, and then 

checked for consistency.  

• The result of this process is an enriched scenario that includes recommendations 
that address the problems and situations identified by the teachers in their 

scenarios. 

Stage 4: Review of the scenarios and the recommendations elicited 

• In the first step in this stage, participants analyse individually the enriched 
scenarios proposed by the researcher which include the recommendations 

identified by the research team. They are asked 1) to state the relevance of each 

recommendation using a five point Likert scale and 2) to propose new 



recommendations (or modifications to the existing ones) within the situation 

described in the scenario. 

• After the revision by the participants, the research team aggregates scenarios that 
share similar situations and present a new (and reduced in number) set of enriched 

scenarios. 

• To validate the results obtained, a focus group is planned. It will include some of 
the teachers who have built the scenarios, but also we are considering involving 

other roles, such as experts in the online teaching practices and learners. The goal 

is to discuss the set of enriched scenarios.  

At the end of the four stages of the process, participants are provided with detailed 

information about the model and how the current prototype is running in dotLRN. 

The teachers are asked whether they would be interested in continuing the 

collaboration and applying the recommender system to one of their courses. If they 

agree, a new face to face session will be arranged to prepare the recommendations for 

the course. Moreover, if the model has been modified after the study, the previous 

prototype of the RS has to be modified accordingly.  

Although it is still too early to draw conclusions on the application of the 

methodology, we think that our approach can be informative to other designers, and 

motivate them to work on a formal methodology that apply user-centered design 

methods from the very beginning of their research.  
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