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Introduction 
 
The ever expanding abundance of information and computing power 
enables researchers and users to tackle highly interesting issues, such as 
applications providing personalized access and interactivity to 
multimodal information based on user preferences and semantic 
concepts or human-machine interface systems utilizing information on 
the affective state of the user. The general focus of the AIAI conference 
is to provide insights on how AI can be implemented in real world 
applications.  
 
During the main AIAI-2009 conference, four (4) Workshops, on various 
specific AI application areas, were held, with parallel sessions: 
 

• Workshop on Biomedical Informatics and Intelligent 
Approaches in the Support of Genomic Medicine (BMIINT) 

• Workshop on Artificial Intelligence Approaches for Biometric 
Template Creation and Multibiometrics Fusion (ArtIBio) 

• 2nd Workshop on Artificial Intelligence Techniques in Software 
Engineering (AISEW 2009) 

• Workshop on Artificial Intelligence Applications in 
Environmental Protection (AIAEP) 

 
This volume contains papers selected for presentation at the Workshops 
of the 5th IFIP Conference on Artificial Intelligence Applications & 
Innovations (AIAI 2009) being held from 23rd till 25th of April, in 
Thessaloniki, Greece. The Workshops were held on 24th (BMIINT, 
ArtIBio) and 25th of April (AISEW 2009, AIAEP). The IFIP AIAI 
2009 conference is co-organized by the Aristotle University of 
Thessaloniki, by the University of Macedonia Thessaloniki and by the 
Democritus University of Thrace. AIAI 2009 is the official conference 
of the WG12.5 "Artificial Intelligence Applications" working group of 
IFIP TC12 the International Federation for Information Processing 
Technical Committee on Artificial Intelligence (AI). 
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It is a conference growing and maintaining high standards of quality. 
The purpose of the 5th IFIP AIAI Conference is to bring together 
researchers, engineers and practitioners interested in the technical 
advances and business / industrial ap-plications of intelligent systems. 
AIAI 2009 is not only focused in providing in-sights on how AI can be 
implemented in real world applications, but it also covers innovative 
methods, tools and ideas of AI on architectural and algorithmic level.  
 
The response to call for workhsop proposals was satisfactory. Five 
workshop proposals were received; finally, four of them managed to 
receive a critical mass of submitted papers and make it to the AIAI-
2009 conference. 
 
I would like to express my thanks to the main AIAI-2009 Conference 
Organizers, General Co-Chairs Professors Ioannis Vlahavas and Max 
Bramer, Program Committee chair, Associate Professor L. Iliadis, and 
Organizing Committee chair Professor Yannis Manolopoulos, for their 
trust in organizing the workshops and their crucial help and advises. 
Most of all, special thanks are due to the organizers of the workshops, 
namely, George Potamias and Vassilis Moustakis, for BMIINT, Nicolas 
Tsapatsoulis, Bernadette Dorizzi, Anixi Antonakoudi and Constantinos 
Pattichis, for ArtIBio, Ioannis Stamelos and Michalis Vazirgiannis, for 
AISEW 2009, and Mihaela Oprea, for AIAEP. 
 
The wide range of topics and high level of contributions guarantees a 
very successful set of workshops. I express my special thanks to all who 
have contributed to the organization and scientific contents of this set of 
workshops, first to the authors and reviewers of the papers, as well as 
the members of the Program and Organization Committees. 
 

 
Nick Bassiliades 

AIAI-2009 Workshop Chair 
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BMIINT Editorial 
 
SCENE. Entering the post-genomics epoch a new challenging mission is posted: 
to bring innovative biomedical research findings directly to the clinic and the bed-
side. The mission could be accomplished by intersecting the clinical, biological 
and information sciences. Endeavour is inspired by the needs raised by genomic 
and personalised medicine; it targets the in-silico biology domain; and, it is en-
abled by the transition to interdisciplinary principles and orientation. Transition is 
guided by the ‘-omics’ revolution as realised by advances in transcriptomics, pro-
teomics, metabolomics, physiomics and nanomedicine. The ‘-omics’ levels ex-
tends traditional clinical data models and medical decision making in two sides: 
on the one side to include genotypes, and on the other to include (when appro-
priate) ‘-omics’ findings - the phenotypes. Yet integration is not easy simply be-
cause at both ends (genotype, phenotype) the amount of available data is im-
mense, and complexity of processes is high. At the up-stream (or research) level 
scientists may be interested in the investigation between genotype-phenotype 
information to form associations and patterns of disease and susceptibility indi-
ces. At the middle-stream (industrial level) technology and service providers are 
interested in embedding research advances into concrete products and services 
via intelligent devices. Device impact is further enhanced by advances in the 
‘nano’ field, as expressed by nanomaterials, nanomedicine and nanoinformatics. 
At the down-stream (clinical theatre) level healthcare professionals (and patients 
as well) look forward to apply new technology on the vision of continuously im-
proving social welfare decision making. 

Actors & Director. The primary item in the respective multidisciplinary R&D 
agenda is translational research with Biomedical Informatics (BMI) as the driver, 
and Artificial Intelligence (AI) called to provide the needed analytical and deci-
sion-making machinery. BMIINT liaisons the clinical, biology, core- and Bio-
informatics fields, and provides a forum for the presentation of advances at the 
conjunction of BMI and AI components and procedures. It takes an interdiscipli-
nary perspective and focuses on theory, methods, techniques, tools, systems and 
services, which support integration, management and intelligent analysis of re-
spective bio-related information and data sources. Emphasis is placed on the re-
positioning of methods and techniques from other domains of application into 
the ΒΜΙΙΝΤ frontier 

Plot(s). BMIINT includes nine papers, which report on R&D work with broad 
coverage of BMIINT context. Article by Martin-Sanchez and colleagues, reports 
the organizational aspects and scientific aspects in relation to the COMBIOMED: 
A Cooperative Thematic Research Network on COMputational BIOMEDicine in 
Spain. The network focuses on gene-disease associations, pharmainformatics and 
decision support systems at the point of care. Work reported by Bonsma and 
Vrijnsen; Exarchos, Goletsis and Fotiadis focus on heterogeneous data integra-
tion. Bonsma and Vrijnsen provide an enrichment of the OGSA-DAI web-services 
framework to access medical images and microarray data; work carried out in the 
context of Advanced Clinico-Genomic Trials in Cancer (ACGT) project (FP6-IST-
2005-026996). Exarchos et al., integrate clinical, imaging and genomic data 
sources to induce reliable biomarkers for the progression of oral cancer – work 
relates to the NeoMark project (FP7-ICT-2007-224483). Related to the two 
aforementioned papers is the work presented by Sfakianakis and colleagues as 
well by Koumakis and colleagues. Sfakianakis and colleagues endeavour on the 
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daily work of clinicians and bio-statisticians, develop usability criteria and pro-
pose a front-end interface layer for a Grid based architecture able to support 
huge computational tasks. The work of Koumakis and colleagues takes a step 
backwards and captures scientific-workflow design and operation specifics with 
due regard to a clinical scenario that achieves the seamless integration of clinico-
genetic heterogeneous data sources, and the discovery of indicative SNP-
phenotype associations and predictive models. Both articles draw from the ACGT 
project experience while Koumakis and colleagues work relates also to the 
GEN2PHEN project (co-funded via the European Commission, Health theme, pro-
ject number 200754). Remaining articles focus on more specific BMIINT subjects. 
Tsiliki and colleagues overview requirements and context of cross-platform inte-
gration; the subject has immense interest, given the multitude of microarray 
platforms. Blachon and colleagues as well as Kanterakis and colleagues bring into 
BMIINT a systems biology flavor. Blachon and colleagues work is on the Ewing 
sarcoma; using a comparative genomic hybridization array they present data col-
lection and preprocessing procedures and then move on to a gene influence 
network to model discovery  of  links between gene copy number variations and 
expression level variations –  work  relates to  the SITCON project (from the ANR 
BIOSYS-2006 program). Kanterakis and colleagues reports on a methodology that 
couples gene-regulatory networks and microarray gene-expression data to reveal 
and identify molecular paths that differentiate between different disease pheno-
types (with targets to the Wilms tunor domain) – work also relates to the ACGT 
project. Finally, Vegoudakis and colleagues report on an interface that supports 
patterns matching over genomic and proteomic sequences on a Grid based sys-
tem – work relates to the EGEE project, co funded by the European Commission. 

Scientific Committee. Organization of BMIINT was supported by an interna-
tional Scientific Committee. Members of the committee are: 

Anastasios Bezerianos, University of Patras/Medical School, GR 

Pierre-Alain Binz, Swiss Institute of Bioinformatics & GENEBIO, CH 
Anthony Brooks, University of Leicester, UK 
Anca Bucur, Philips Research, NL 

Francesca Buffa, University of Oxford, UK 
Alberto D'Onofrio, European Institue of Oncology, IT 
Dimitris Fotiadis, University of Ioannina, GR 

Pierre Grangeat, Commissariat a l'Energie Atomique (CEA), FR 
Artemis Hatzigeorgiou, B.S.R.C. "Alexander Fleming", GR 
Dimitris Kafetzopoulos, FORTH-IMBB, GR 

Antonis Kakas, University of Cyprus, CY 
Nikos Karacapilidis, University of Patras & RACTI, GR 
Elpida Keravnou, University of Cyprus, CY 

Josipa Kern, University of Zagreb, HR 
Maria Klapa, FORTH-ICEHT, GR 
Marja Laine, University of Amsterdam/ ACTA, NL 

Aristidis Likas, University of Ioannina, GR 
Nikos Maglaveras, Aristotle University of Thessaloniki, GR 
Victor Maojo, Universidad Politecnica de Madrid (UPM), ES 

Fernando Martin-Sanchez, Instituto de Salud Carlos III (ISCIII)/BIOTIC, ES 
Luciano Milanesi, National Research Council (CNR) / ITB, IT 
Konstantina Nikita, National technical University of Athens (NTUA), GR 

Helen Parkinson, EMBL / European Bioinformatics Institute (EBI), UK 
George Patrinos, Erasmus MC / Faculty of Medicine and Health Sciences, NL 
Stefan Rueping, Fraunhofer / IAIS, DE 
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Elias Siores, University of Bolton, UK 

Srdjan Stankovic, University of Belgrad, YU 
Ioannis Tollis, University of Crete & FORTH / Institute of Computer Science (ICS), GR 
Oswaldo Trelles, University of Malaga, ES 

Ioannis Tsamardinos, University of Crete & FORTH-ICS, GR 
Manolis Tsiknakis, FORTH / Institute of Computer Science (ICS), GR 
Michael Zervakis, Technical University of Crete, GR  

 

 

The Chairs of AIAI 2009/BMIINT 

Dr. George Potamias, Institute of Computer Science, BMI Lab, FORTH – Herak-
lion, Greece 

Prof. Vassilis Moustakis, Institute of Computer Science, BMI Lab, FORTH & Tech-
nical University of Crete, Department of Production Engineering and Manage-
ment, Management Systems Laboratory, Chania, Greece 
 
 
Crete, April 2009 
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Abstract    

The Cooperative Thematic Research Network on Computational Biomedicine 
COMBIOMED was approved in the last call for Thematic Networks in Health Re-
search within the Spanish National Plan for Scientific Research, Development and 
Technological Innovation and it is funded for the period 2008-2011. The  
COMBIOMED Network is currently addressing various aspects that range from 
basic to applied research in science for the development of methods and tools to 
solve problems in biomedical science in the context of personalized medicine. This 
paper describes and analyses the organizational aspects and scientific areas in 
which this network has been focused (gene-disease association, pharmainformat-
ics and decision support systems at the point of care). At the same time, 
COMBIOMED aims to play a central role in the education of researchers and in 
the training of health professionals in techniques for the processing of biomedical 
information. 

1. Introduction 

 
The COMBIOMED Network continues the work initiated by INBIOMED, 

the Cooperative Thematic Research Network on Biomedical Informatics (2004-
2007) that developed a platform for the storage, integration and analysis of clini-
cal, genetic, and epidemiological data and images focused on the investigation of 
complex diseases [1]. Computational biomedicine represents the interface between 
biomedical and computer sciences. It provides an inclusive environment for a bet-
ter understanding of the biological processes that take place in each of the levels 
of organization of living organisms and the intricate network interactions between 
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them. One of the objectives of COMBIOMED is to establish contacts and to col-
laborate with the most relevant international initiatives in the field, such as the Na-
tional Centers for Biomedical Computing [2], or the Biomedical Informatics Cores 
of the Clinical Science and Translational Awards [3]  funded by the National Insti-
tutes of Health (NIH). 

2. COMBIOMED: description and organization 

   
Several of the 12 groups participating in COMBIOMED have previously 

participated and led some of the European Networks of Excellence (NoE) on bio-
medical informatics, bioinformatics and systems biology, such as INFOBIOMED 
[4] and BIOSAPIENS [5]. Previous experience in Spanish initiatives (INBIOMED 
[6], INB [7]) has been crucial to the creation and development of those European 
initiatives. 

 The design of the network, shown in Figure 1, consists of the following le-
vels: 

• Coordination and management. 
• Computational aspects, which serve as instrumental support to the net-

work including software and middleware, hardware, GRID, algorithms, 
and programming. 

• Coordination of the work carried out by the research groups. This level 
addresses aspects such as data and text mining, clinical decision-making, 
electronic health records, image processing, disease simulation, and bio-
medical ontologies that help manage and integrate chemical, genetic, en-
vironmental, clinical and imaging data. 

• Horizontal activities affecting all groups and lines of work.  Particular at-
tention is paid to the connection of the network with the scientific com-
munity and society (integrated Knowledge Management, education and 
training, communication, dissemination, Quality and Safety) (Figure 2). 

 

3. COMBIOMED: scientific areas  

 
COMBIOMED focuses on three scientific research areas: gene-disease asso-

ciation (Disease-omics), pharmainformatics and decision support systems at the 
point of care (Info-POC). 

AIAI-2009 Workshops Proceedings [5]



3.1 Gene disease association (Disease-omics) 

The study of the molecular causes of disease and individual genetic variations 
allows deepening into personalized medicine [8] by developing safer and more ef-
ficient preventive, diagnostic and therapeutic solutions. The scientific community 
needs more advanced computational resources (functional analysis of genes and 
proteins in the context of genetic variability, alternative splicing…) [9], access to 
specific comparative genomic information (genomic data visualization) and pre-
diction of the effects of individual mutations (SNPs) in the pathways and macro-
molecular complexes with the consequent implications in the associated diseases. 

 

COMBIOMED works on these computational challenges in genotype-
phenotype association and genomic epidemiology studies, to advance the under-
standing and modeling of the influence of environmental and genetic factors in the 
development of diseases. The network is using modules already developed by the 
National Institute of Bioinformatics (INB) to connect new methods that will be 
made available as Web services. This will help develop specific solutions for the 
analysis of genomic and clinical data.  

The network is also developing systems that facilitate access to textual in-
formation about gene-disease relationships using automated information extrac-
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tion methods and natural language processing with specific applications to prob-
lems of biomedical importance [10]. 

 

3.2 Pharma-informatics 

The discovery and development of drugs is an area of great significance for 
human health, and at the same time it is an area of great socio-economic impor-
tance because it gives its “raison d’etre” to an industry which business is highly 
knowledge-intensive. Biomedical research in general and the R & D of drugs in 
particular, generate enormous amounts of data that require sophisticated computa-
tional tools for their management and analysis in order to extract the knowledge 
they need. This is one of the main reasons for the emergence of a new field of 
scientific activity that includes disciplines such as Computational Biology, and 
Biomedical Informatics.  

Pharmaceutical research labs were pioneers in identifying the need and use-
fulness of computational approaches for the management and exploitation of the 
data generated in pre-clinical and clinical research. They are aware that certain 
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computational methods and their associated software can perform simulations and 
predictions that save time and investment in the development of drugs [11]. Com-
putational approaches in systems biology are facilitating the management, visuali-
zation and development of predictive and descriptive mathematical models on in-
teraction networks between biomolecular entities. This information is generated in 
the experimental laboratory largely based on the use of microarrays technologies 
[12]. 

Virtual screening and computer simulation techniques are very useful for the 
selection and testing of compounds to be considered in the initial stages of the de-
sign of a new drug. Moreover, the pharmacological and toxicological knowledge 
accumulated on the different groups of compounds allows for the development of 
quantitative models that can be used to perform in-silico prediction studies of the 
pharmacological and toxicological behavior of compounds not synthesized or 
tested. 

Information technology also plays an important role in areas such as the 
management and exploitation of data from clinical trials. In addition, physiologi-
cal advanced simulation techniques may allow the study of the behavior of organs 
of different individuals when exposed to drugs with different properties. 
         In coordination with the INB and the Spanish Technological Platform of In-
novative Medicines [13], the COMBIOMED Network is developing technological 
solutions to facilitate the advancement of biomedical knowledge management 
geared towards the development of pharmaceutical R & D in all its stages. 

3.3 Decision support systems at the point of care (INFO-POC) 

In recent decades medical practice has sought greater integration of scientif-
ic knowledge in its routine. The tremendous growth of scientific knowledge and 
technological innovation requires the development of solutions that allow the use 
of a large amount of information in the clinical decision-making process. Within 
this context, Computational Biomedicine promotes the combination of techniques 
such as Medical Informatics (MI), bioinformatics (BI) and computing in the de-
velopment of new methods and standards for clinical and biomolecular data inte-
gration and analysis [14]. At the same time, they facilitate a new approach that has 
as its overall objective to create a new integrated research framework for the de-
velopment of diagnostic methods within the context of genomic medicine in the 
so-called "point of care". 

The COMBIOMED network proposes the common research line of INFO-
POC to carry out computational developments to represent and analyze clinical 
and biomedical knowledge at the point of patient care (POC). The collaboration 
between the diverse groups of the COMBIOMED network makes possible a con-
tinuous exchange of information and tools.  
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The network will support decision-making processes in a context of miniatu-
rization of diagnostic systems and accessibility to information about molecular 
causes of diseases. This context is in line with recent trends on Convergent Tech-
nologies NBIC (Nano, Bio, Info and Cogno) with the objective of contributing to 
the development of a line of intelligent and miniaturized systems to be used at the 
point of care. 

The availability and applicability of new technologies at the point of care 
could be a key incentive for translational research which may also imply a reduc-

tion in the time devoted to decision-making. 
The DNA microarray technology and the Bioinformatics tools that allow 

microarray data storage, management and analysis have enabled the development 
of diagnostic tests for complex diseases [15]. In addition to the biomolecular re-
sults obtained through these miniaturized point-of-care test systems there exists 
the requirement of placing molecular data (i.e. mutations in a gene, sequences of 
DNA, proteins…) in context, through the recovery of relevant information from 
reference databases (in silico), and its interpretation by implementing systems to 
support the diagnosis process (in info). The enormous complexity of cellular 
processes (metabolism, signal transduction, gene expression, and so on) needs the 
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development of new computational models and simulations to understand their 
behavior overall. The recent boost of systems biology and computational cell biol-
ogy reflects this fact. The design of new computer-based methods in the Semantic 
Web for data recovery can contribute to the representation and computational 
analysis of biological knowledge at the POC. The knowledge generated will be in-
tegrated into computerized protocols for the diagnosis, treatment and management 
of patients (Figure 3). 

The combination of bioinformatics and biomedical computing tools will fa-
cilitate the development of diagnostic models, supported by new standards. These 
tools need to be linked by using standard medical terminologies and coding with 
clear semantics to facilitate the effective implementation within clinical informa-
tion systems. 

Conclusions 

The creation of the COMBIOMED Network represents a national and inter-
national reference in biomedical computing, which aims to provide solutions to 
the computational challenges posed by basic and translational research, and clini-
cal practice in the context of the new personalized medicine. The most relevant re-
search groups in Spain are cooperating to develop methods, systems, applications 
and pilot projects and to yield educational recommendations to promote biomedi-
cal computing research in the next years. 

More specifically, computational developments within the COMBIOMED 
Network allow advancing in the representation and analysis of clinical and biomo-
lecular knowledge, and the joint research will enable the new generation of minia-
turized systems to support decision making with obvious clinical applications in 
health at the point of care. 
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Abstract   This paper reports our experiences of developing data access services 
in the context of the ACGT project. The paper documents two aspects of the work 
that we carried out. First the focus is on the problem of how to best provide a syn-
tactically homogeneous data access interface for a set of heterogeneous data 
sources. We describe related work, outline the approach we have taken, and report 
our findings. The second part of this paper documents integration issues that we 
encountered when realizing the data access services. Choices with regards to reali-
zation have significant impact on the time and effort that is needed to develop and 
maintain the services and our experiences may provide useful guidance to others 
wanting to develop similar functionality. 

Introduction 

The work reported here has been carried out in the context of the ACGT (Advanc-
ing Clinico-genomic Trials on Cancer) project. The aim of ACGT is to develop 
open-source, semantic and grid-based technologies in support of post-genomic 
clinical trials in cancer research [1]. One of the main challenges in carrying out 
post-genomic research is to efficiently manage and retrieve all relevant data. Car-
rying out a post-genomic clinical trial involves the collection and storage of a 
wide variety of data, including: clinical data collected on Case Report Forms (e.g. 
symptoms, histology, administered treatment, treatment response), imaging data 
(e.g. X-Ray, CT, MR, Ultrasound),  and genomic data (e.g. microarray data). Next 
to that there are many public biomedical databases that are relevant. These store 
information about gene and protein sequences, pathways, genomic variation, mi-
croarray experiments, medical literature, tumour antigens, protein domains, meta-
bolites, etc. Biomedical researchers currently have to use many different tools and 
web interfaces to find and extract the data that is relevant to their clinical research. 
Providing seamless and integrated access to clinical, genetic and image databases 
would therefore greatly facilitate post-genomic research. 
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In order to provide seamless access to a heterogeneous set of databases syntac-
tic and semantic integration needs to take place. Syntactic data integration handles 
differences in the formats and mechanisms of data access, whereas semantic inte-
gration deals with the meaning of information; it must handle the fact that infor-
mation can be represented in different ways, using different terms and identifiers. 

With regards to syntactic heterogeneities, the main areas where databases differ 
are: 
• access protocols, e.g. SOAP/HTTP, DICOM, JDBC, 
• data formats, e.g. different formatting of date values,  
• message formats, e.g. XML, HTML, protocol-specific, and 
• query mechanisms, e.g. SQL, literal matching, keyword-based search, or pro-

tocol-specific. 
An example of a query mechanism specific to the biomedical domain is BLAST 
[2], which is used by sequence databases. Matching is approximate and parame-
ters can be specified controlling the accuracy and speed of matching. A complete-
ly different query mechanism is needed to access medical image data, which is 
standardised using the DICOM protocol [3]. DICOM does not allow complex que-
ries, as it does not intend to provide a generalized database query mechanism  [4]. 
The baseline query functionality is very basic, and the optional extended query 
functionality is still limited and eccentric. 

Semantic integration in ACGT is handled using Query Translation, carried out 
by a semantic mediator that uses a Local as View approach. It accepts queries ex-
pressed in the ACGT Master Ontology, divides them in sub-queries, and translates 
each to the ontology used by the underlying database. The remainder of this paper 
focusses on the syntactic integration of data sources. For details about the seman-
tic integration approach, please refer to [5]. 

Related work 

Syntactically homogeneous access to distributed data sources is typically provided 
by way of wrappers [6, 7, 8, 9]. One of the main challenges in building wrappers 
is the variation in the query functionality of the underlying data sources [10]. Data 
sources may not only use different data models and syntactically different query 
mechanisms, but their query capabilities can differ as well. This makes it difficult 
to support a common query language, an essential step towards syntactic homo-
geneity. There are two extreme approaches [7]. A highly expressive common 
query language can be chosen. This, however, makes it difficult to implement 
wrappers for sources with primitive query capabilities. Furthermore, if the wrap-
pers are used by a mediator, it means that query decomposition, subquery schedul-
ing and result composition may be done by both; the mediator must be able to de-
compose queries across multiple data sources and a wrapper for a data source 
must be able to decompose a complex query into simpler ones that the data source 
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can handle. This means duplication of implementation effort but also leads to 
overall sub-optimal query execution performance. On the other hand, if a very ba-
sic common query language is chosen, significant and unnecessary performance 
penalties are introduced as the capabilities of the underlying data sources are not 
effectively used.  

As neither approach is ideal, an intermediate solution is proposed in [7]. A 
powerful common query language is chosen, but wrappers may choose to only 
support a subset of the queries, based on the capabilities of the underlying data 
source. Each wrapper describes the queries it supports using the Relational Query 
Description Language (RQDL) developed for this purpose. An RQDL specifica-
tion consists of a set of query templates that represent parameterized queries that 
are supported. RQDL uses a context-free grammar to describe arbitrarily large 
sets of templates. Templates can be schema-independent as well as schema-
dependent. Benefits of this approach are that wrappers can provide and expose 
query functionality that better corresponds to that of the underlying data source. A 
drawback is the increased complexity associated with interpreting and reasoning 
about the query capabilities of each source, but feasibility is demonstrated by the 
Capabilities-Based Rewriter, described in the same paper, that uses the wrappers 
and produces query execution plans in reasonable time. 

A more recent example, applied in practice to life sciences data, is given by 
DiscoveryLink [8], a database middleware system for extracting data from mul-
tiple sources in response to a single query. The system consists of two parts: a 
wrapper architecture, and a query optimizer. SQL is used as the common query 
language for the wrappers, but wrappers may only support a subset of SQL. In the 
simplest case, a wrapper retrieves a projection over all rows in a given table. 
Wrappers can, however, also indicate that they support filtering conditions, or 
joins, and if so, how many. The paper proposes to involve wrappers in the query 
optimization process. Wrappers are asked for estimates on the query execution 
time and expected size of the result set for different sub queries. The query opti-
mizer will use this information when deciding how to decompose the query. It re-
quires efficient communication between the query optimizer and the wrapper, 
which is made possible because wrappers are shared-libraries, co-located with the 
query optimizer.  

EDUTELLA [11] uses an RDF query language that has various language le-
vels, with increasing functionality. The basic level supports RDF graph matching, 
the level above that adds disjunction, and the use of recursion in queries is added 
at even higher levels. Support for aggregation is an optional feature, orthogonal to 
these levels. Wrappers can support the level of the query language that best fits 
the query capabilities of their data source. 

It is generally recognized that writing wrappers requires significant program-
ming effort, and as a result significant research efforts have been devoted to au-
tomating parts of this (see e.g. [6], [9]). In general, automation is focused on a 
subset of the different data sources, e.g. sources with a web interface [12].  
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Approach 

We identified the following functional requirements for the data access services. 
Firstly, they should provide a uniform data access interface. This includes unifor-
mity of transport protocol, message syntax, query language, and data format. Se-
condly, they should export the structure of the database, using a common data 
model, together with possible query limitations of the data source. Clients of the 
web service require this information for constructing queries. Thirdly, they should 
enforce the data source access policy, and audit access to data sources. For post-
genomic clinical trial data, there exist strict legal and ethical requirements that 
need to be adhered to. 

A common query language is needed to achieve a uniform interface. It needs to 
meet various requirements. Firstly, it must be sufficiently expressive; it should 
support the types of queries that clinicians and biomedical researchers want to car-
ry out. Secondly, it must be attainable, with acceptable effort, to map the query 
language to those used by the various data sources that need to be accessed. Third-
ly, it must be convenient to use the query language for semantic mediation, the 
next step of the data integration process. Fourthly, it should be a community ac-
cepted standard. This ensures that there are sufficient support tools available, such 
as parsing and query engines, and also increases the possibilities for our approach 
to be eventually widely adopted. We have chosen SPARQL [13] as the query lan-
guage, as it satisfies all these requirements. 

Web Services have been chosen as the common interface technology within 
ACGT, as this technology suits the distributed nature of the project with respect to 
the data, computing resources, and development teams. For the data access servic-
es we decided additionally to use OGSA-DAI, a Web Services framework for data 
access [14]. It uses an activity framework that enables flexible service invocation, 
and re-use of common data access functionality. The results of queries will be re-
turned using the SPARQL Query Results XML Format [15], which is the natural 
choice given the web services context and the use of SPARQL. 

To meet the second requirement each data access service exports its schema us-
ing RDF Schema [16]. This is the standard way to describe RDF data sources, 
which is how the data sources appear given that SPARQL is used. 

Access to each data source is controlled by integrating the data access service 
into the ACGT security infrastructure. Authentication is credential-based and del-
egation of credentials between services is supported. Authorization is controlled 
centrally and authorization decisions are, amongst others, based on membership to 
virtual organizations, which can be created as required. 
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Implementation 

We have implemented data access services for three data source types: relational 
databases, medical image databases, and microarray databases. These databases 
have been chosen after careful review of requirements; they are considered the 
most important in the context of post-genomic clinical trials given the data-mining 
scenarios that were identified during the requirements-gathering process. 

Figure 1 shows the data access services in the context of the data analysis ar-
chitecture. The workflow enactor carries out data-mining workflows. It uses the 
semantic mediator for retrieving data. The latter accepts queries expressed in the 
ACGT Master Ontology, and converts them to the local ontology of the data 
source that is queried. The query results are converted in the opposite direction. 
Before a data access service handles a query, it checks whether or not the user is 
authorized to access the data source by contacting the authorization server. The 
data access services handle SPARQL queries from the semantic mediator. Addi-
tionally, they may also be contacted directly by the workflow enactor. This is the 
case for retrieval of image and assay files, which do not require semantic media-
tion. The requested data is typically not returned to the workflow enactor, but de-
livered to file at a specified temporary storage location. The workflow enactor 
receives the unique identifiers for files that have been created, which it can for-
ward to the data-mining service so that the latter can retrieve and analyse the data. 

 

 
Fig. 1. The data analysis architecture of ACGT 
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There are two relevant aspects with regards to the terminology we use. First of all, 
we use the term “data access service” to refer to a class of services, e.g. the 
DICOM data access service, as well as for referring to specific instances, e.g. the 
data access service for DICOM database X. The distinction should always be ap-
parent from the context. Secondly, each data access service is not actually a stand-
alone web service. Within the OGSA-DAI framework multiple data access servic-
es are deployed as different data resources within a single OGSA-DAI web ser-
vice. This has implications for the addressing of the data access services, but is not 
important for the remainder of this paper. 

Query functionality 

For the implementation of the query functionality for relational databases it is ne-
cessary to translate queries from SPARQL to SQL. For this, we are using the 
Open Source package D2RQ [17]. It can wrap a relational database into a virtual, 
read-only Jena RDF graph [18], rewrite SPARQL queries and Jena API calls into 
application-datamodel-specific SQL queries, and transform the returned data ino 
RDF triples. We therefore only had to integrate this functionality into the OGSA-
DAI activity framework. 

Realizing a data access service for medical image databases requires more ef-
fort. First of all, custom code is needed to implement the query translation. As the 
DICOM information model maps naturally to RDF, it is relatively straightforward 
to express DICOM queries in SPARQL. However, the DICOM standard only 
provides limited query functionality, which means that only a subset of syntacti-
cally valid SPARQL queries can be expressed as DICOM queries. For the initial 
implementation, we only support SPARQL queries that can either be directly 
converted to a DICOM query, or that can be handled using a single DICOM 
query combined with filters at the data access service that do not require tempo-
rary storage of query results (i.e. any query match that is returned by a DICOM 
server is either immediately discarded, or after optional conversion, immediately 
returned to the client). This way, the data access service does not need to store in-
termediate results, and implementation is significantly simplified. Figure 2 shows 
an example of a supported SPARQL query for a DICOM image repository. 

For the medical image data access service, image retrieval functionality was 
also added; the ability to query the image metadata is of limited use if the actual 
images cannot be retrieved. The retrieval functionality has been implemented us-
ing OGSA-DAI’s activity framework so that it can be invoked in various ways. 
For example, a single request message can be used to query the image metadata, 
and to asynchronously retrieve and deliver the corresponding images.  
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PREFIX dicom: <http://example.philips.com/dicom/> 
PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 
SELECT ?name ?dob ?studyId ?studyDescr 
WHERE { 
  ?patient dicom:PatientsName ?name ; 
           dicom:PatientsBirthDate ?dob . 
  ?study dicom:Patient ?patient ; 
         dicom:StudyID ?studyId . 
  OPTIONAL { 
    ?study dicom:StudyDescription ?studyDescr . 
  } 
  FILTER ( ?dob >= "1970-01-01"^^xsd:date && 
           ?dob <  "1980-01-01"^^xsd:date ) 
} 

Fig. 2. Example of DICOM query expressed using SPARQL.   

Our third data access service provides access to the BASE database, a database 
for storing the results of microarray analysis [19]. The data access service inte-
racts with the BASE database by way of a Web Service interface. The current im-
plementation of the data access service provides retrieval of assay files, given 
their unique identifiers. More advanced query functionality is not provided, as 
this has not been needed yet. Typically assay files are obtained by first querying 
the clinical data, e.g. for all patients with an ER-negative tumor that responded 
positively to treatment, and next retrieving the corresponding assay files from 
BASE. 

Miscellaneous functionality 

Due to the heterogeneity of the data sources, each data access service requires 
code that is specific to its type of data source. However, the different data access 
services also need to provide common functionality, which offers the opportunity 
for code reuse. The main mechanism by which the OGSA-DAI platform encou-
rages the reuse of code is through its activity framework [14]. Requests from 
clients to an OGSA-DAI data resource can contain multiple activities, linked to-
gether into a pipeline. For example, the first activity may comprise a query to a 
DICOM server for a set of image identifiers. A second activity may extract the 
identifiers and retrieve the corresponding images. The images may be fed to a 
third activity, which compresses the image data, and feeds the resulting archive 
file to a fourth activity, which delivers the archive to a specified FTP server. Al-
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though the interface of the query activities for the different data access services is 
typically the same (thus providing a homogeneous interface), their implementation 
is typically highly dependent on the type of data source that is queried. Activities 
further in the pipeline are typically more generic and their implementation may be 
reused by multiple data access services. The OGSA-DAI platform comes with a 
large set of generic activities, but we developed additional ones for use by our data 
access services. One example is an activity for delivering files to the Gridge Data 
Management System [20], which we use for temporary storage, using myProxy 
certificates for authentication. Another activity can calculate checksums for data-
streams. It can be used for testing service functionality after changes to the im-
plementation, as well as for carrying out periodic liveness tests of a running ser-
vice. We also extended the default ZIP activity so that it can pack multiple files 
into a single archive. 

Integration experiences 

The realization of the data access services requires integration of a large number 
of third-party software libraries. There are two reasons why a large number of 
third-party packages is needed: firstly, the complexity of the software stack asso-
ciated with (grid-based) Web Services, the interface standard chosen in ACGT, 
and secondly, the heterogeneity of the underlying databases, which typically each 
have their own sets of standards and APIs associated with them. The software 
stack for the data access services consists of the following layers: 

• data access services 
• OGSA-DAI  
• Globus 
• Tomcat 

The lowest layer is the Tomcat web service container, which hosts the web servic-
es. Globus sits on top of Tomcat; it is used for implementing the certificate-based 
security framework. The layer above that consists of OGSA-DAI. It provides a 
modular, activity-based data access framework for use by the layer above it. The 
top layer consists of the data access services which handle query and result trans-
formation, and data retrieval and storage for the supported data sources. Each class 
of data access service depends on various third-party libraries for its implementa-
tion. For example, the relational data access service uses D2RQ [17] to translate 
SPARQL queries to SQL, which in turn uses Jena [18]. The DICOM data access 
service uses Jena as well, together with dcm4che [21] for accessing DICOM serv-
ers. The BASE data access service uses client-code provided by the BASE devel-
opers for accessing their BASE web service.  

Given this setup, one of the biggest problems is managing the depencies be-
tween all different third-party software packages that are used. This is especially 
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challenging because all data service resources are deployed within the same 
OGSA-DAI instantiation  and third-party packages (deployed as Java jar files) that 
are needed by only one or a few of the data access services are visible to all. This 
can lead to dependency conflicts between data access services that are otherwise 
independent. A pair of data access services that can individually be deployed suc-
cessfully inside an OGSA-DAI instantiation may not necessarily be successfully 
deployed alongside each other. 

Three concrete issues that we encountered may help to illustrate the types of in-
tegration problems this gives. Firstly, after we had discovered and reported a bug 
in a third party library we used (Jena), we could not deploy the release that in-
cluded the fix, as this new release was incompatible with another third party li-
brary (D2RQ) that we were using 

Secondly, we have experienced problems deploying compiled and packaged 
code provided by other partners in ACGT, which was due to a slight incompatibil-
ity in an underlying third-party library (Axis) provided by the version of the (Glo-
bus-based) web service container that was used. Fortunately, the incompatibility 
did not exist at the source code level, so rebuilding the code with the third-party 
libraries of the container where the service was to be deployed fixed the problem. 

We encountered a third problem after we had upgraded the web services con-
tainer, which was required to fix a depency conflict. One of our services would 
now hang when handling requests. As it turned out, this was due to a change of the 
third-party library implementing the JavaMail API, which resided three layers be-
low our code. It was due to a more strict implementation of the JavaMail API, 
which in turn revealed a bug in another third-party library (Axiom), which relied 
on a more lenient interpretation of the API’s contract in order to function correct-
ly. 

It is worth pointing out that in all three cases, the fact that source code was 
available for all third-party software components greatly helped in tracking down 
and solving the problem.  

Discussion 

We have implemented OGSA-DAI data access services for three types of data 
sources: relational databases, medical image databases and a micro-array database. 
The main research question is how to best provide a syntactically homogeneous 
interface, and a key question is the query language that is used. We have chosen 
SPARQL as the common query language and have demonstrated that it can be 
successfully applied to relational databases and DICOM image databases.  

For the relational databases, the SPARQL language does not support all fea-
tures offered by the query language of the data source, SQL. For instance, it does 
not support aggregation of data (averaging, summation, counting, etc). So aggre-
gation needs to be performed at the client-side, even though the underlying data-

AIAI-2009 Workshops Proceedings [20]



base supports it directly, which negatively affects performance. The actual use of 
the system by the end users will clarify whether this is a problem that needs to be 
addressed.  

For medical image databases, SPARQL is more expressive than the query sup-
port provided by the DICOM protocol. For this reason, the data access service 
does not support all queries. These limitations are currently described as text, but 
should be expressed in a more formal manner, so that other services and applica-
tions can interpret these and handle accordingly. In order to select a suitable for-
mal framework for this, we need to thoroughly review the capabilities and limita-
tions of all relevant data sources.  

A capability-restricted data access architecture has the advantage that it is easi-
er to develop data access services for data sources; as a consequence, new data 
sources can be integrated much more quickly. It may, however, complicate appli-
cations and services that use the data access services. A higher level data access 
service may therefore be introduced that hides query restrictions of the underlying 
services. This generic service would decompose queries for a specific data access 
service as need be, store the intermediate results, and join these to produce the fi-
nal answer. This would facilitate implementation of the semantic mediator, while 
incurring a slight performance penalty. However, this higher-level data access 
service may also carry out generic optimizations such as caching of query results, 
resulting in performance gains. 

Another open issue is how to provide text-based query functionality. There are 
many public biomedical databases where part of the data is free text. Examples 
are descriptions of microarray experiments (e.g. in GEO [22] and ArrayExpress 
[23]), descriptions of gene and protein functions (e.g. in UniProt [24] and En-
trezGene [25]), and abstracts and titles of medical publications (e.g. in PubMed 
[26]). Although most databases provide keyword-based functionality for querying 
data, this method of searching is not directly supported by SPARQL, so it is not 
immediately obvious how to extend the current data access services interface to 
support this functionality. One approach would be to add a separate text-based 
query interface for data sources that support this. This exposes more details of the 
underlying data source, resulting in a less homogeneous interface. This is unde-
sirable but may be unavoidable in practice. However, there is a more important 
question that needs to be answered first: how should querying of text data be han-
dled by the semantic layer? This is an important question as it determines the 
query interface that is available to end-users, but answering it falls outside the 
scope of this paper. 

To give an impression of the overhead caused by the use of data access servic-
es, compared to direct interaction with the databases, we can report the results of 
performance experiments that we have carried out. The amount of overhead de-
pends on various factors, including the complexity of the query, the amount of re-
sults that are returned, and the underlying database. For simple queries the per-
formance degration could be as much as a factor hundred (in particular for the 
relational database, which responds very quickly). For more complex queries the 

AIAI-2009 Workshops Proceedings [21]



overhead decreased significantly, down to a factor of two (for the DICOM data-
base). Overhead was similarly low for retrieval of bulk image and microarray da-
ta, but high for retrieval of bulk data that is returned in the XML response mes-
sage. The latter is due to limitations of the API for constructing the response 
message, which needs to be constructed entirely in memory before it can be sent 
to the client. 

Finally, many of the problems encountered when deploying data access servic-
es for heterogeneous data sources are of a practical nature. For reasons of scala-
bility, all data access services are deployed in the same web services container. 
This implies however that they run inside the same virtual machine, which can 
lead to unexpected conflicts. The complexity of the grid-based web services stack  
in combination with the need to use many third-party libraries, each with their 
own dependencies and particular implementations of part of the web services 
stack, makes it a challenge to resolve dependency conflicts. 
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Abstract. Oral cancer is the predominant neoplasm of the head and neck. 
Annually, more than 500.000 new cases of oral cancer are reported, worldwide. 
After the initial treatment of cancer and its complete disappearance, a state 
called remission, reoccurrence rates still remain quite high and the early 
identification of such relapses is a matter of great importance. Up to now, 
several approaches have been proposed for this purpose yielding however, 
unsatisfactory results. This is mainly attributed to the fragmented nature of 
these studies which took into account only a limited subset of the factors 
involved in the development and reoccurrence of oral cancer. In this work we 
propose a unified and orchestrated approach based on Dynamic Bayesian 
Networks (DBNs) for the prediction of oral cancer reoccurrence after the 
disease has reached remission. Several heterogeneous data sources featuring 
clinical, imaging and genomic information are assembled and analyzed over 
time, in order to procure new and informative biomarkers which correlate with 
the progression of the disease and identify early potential relapses (local or 
metastatic) of the disease. 

Keywords: oral cancer, dynamic Bayesian networks, reoccurrence, disease 
modeling 

Introduction 

Oral cancer refers to the cancer that arises in the head and neck region, i.e. in any 
part of the oral cavity or oropharynx. Oral cancer constitutes the eighth most common 
cancer in the worldwide cancer incidence ranking; more than half million patients are 
diagnosed with oral squamous-cell carcinoma worldwide every year [1].  Oral cancer 
is highly related to the sex of the patient, with men facing twice the risk of being 
diagnosed with oral cancer than women. Research has revealed several risk factors 
associated with the development of oral cancer. Smoking and excessive consumption 
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of alcohol, and especially the combination of the two, constitute predominant risk 
factors for developing oral cancer. Moreover, sun exposure is another important risk 
factor, particularly for the cancer of the lip [1]. Some studies have also suggested that 
infection with the human pappilomavirus (HPV) is associated with oral cancer, 
especially with occurrences in the back of the mouth (oropharynx, base of tongue, 
tonsillar pillars and crypt, as well as the tonsils themselves) [2]. 

Cancer cells can spread to other adjacent parts of the neck, the lungs or elsewhere 
in the body. A common metastasis occurs in the neck lymph nodes through the 
lymphatic system which helps the cancer cells spread. Although nowadays, the 
continuous improvements in treatment protocols of cancer have achieved high rates of 
successful disease disappearance [3], there is a critical stage for the disease 
evolvement after the treatment called remission; during this stage there is no clinical, 
laboratory or imaging evidence of the neoplastic mass and the patient is considered 
cancer free. Nevertheless, even at this point some “invisible” disease particles might 
still be present leading to a potential spread or metastasis of the disease. Specifically, 
in terms of oral cancer, locoregional reoccurrence rates after the disease has reached 
remission have been reported in the range of 25-48%; such high figures can be 
justified given the deeply infiltrative nature of these tumors, as well as, the significant 
potential for occult neck metastasis [4]. 

The reoccurrence rates for oral cancer are quite high and they also suffer from poor 
prognosis, which can be partly attributed to histologically unfavorable features [4]. 
Moreover, patients with oral cavity cancer have to deal with the impact of the disease 
and its treatment on their physical appearance and on the ability to eat and speak, and 
subsequently with a significant decrease of the quality of life. Hence, early detection 
of reoccurrence might prove very beneficial [5]. Currently implemented methods 
aiming to predict oral cancer reoccurrence after the disease has reached remission, 
have reported quite inadequate results. Although several factors have been associated 
with the reoccurrence of oral cancer, such as age, site and stage of the primary tumor 
as well as histological features, they have not been studied altogether in a collective 
study. Moreover, especially in the molecular basis of the disease, currently available 
biomarkers are limited in number and efficiency [6, 7]. The efficient combination of 
the already known ones will greatly benefit the accurate stratification of the patients 
in terms of staging. 

In the general framework of disease prognosis and modeling, several diverse 
approaches have been proposed in the literature. Most of them involve a prognostic 
model which implements a risk score depicting the progression of the disease and the 
general condition of the patient. Based on this score, simple decision rules are used to 
stratify the patients into several risk categories [8, 9]. More recent approaches utilize 
advanced machine learning algorithms, such as Artificial Neural Networks (ANNs) or 
Support Vector Machines (SVMs) which accept as input several variables and provide 
prediction about the desired outcome. However, most of these approaches use a 
“black-box” architecture and thus do not provide adequate reasoning about the 
decision [10, 11]. In addition, it is very cumbersome, if not infeasible to represent 
properly temporal problems using these algorithms. These issues pose significant 
limitations for the acceptability of the produced decision systems both by the medical 
community and the patients. In the case of oral cancer, and cancer in general, the 
physicians are extremely interested in knowing if, when and why a reoccurrence will 

AIAI-2009 Workshops Proceedings [25]



appear. Hence, especially for the problem under consideration (i.e. oral cancer 
reoccurrence prediction) it is very important to provide sufficient justification about 
the prediction, but also to introduce the time dimension in the modeling procedure. 

In this work, we present an efficient framework in order to systematically study 
and analyze the factors associated with the reoccurrence of oral cancer, after the 
remission of the disease. This objective involves the integration of heterogeneous 
clinical, imaging and genomic data, thus facilitating the multiscale and multilevel 
modeling of the disease progression over time. Due to the constantly evolving nature 
of the disease, we employ DBNs, which efficiently cope with temporal causalities, 
thus, identifying the timing of a potential reoccurrence. Moreover, the intuitive design 
of DBNs allows for comprehensible decisions coupled with adequate justification. 
The multitude of gathered data is likely to uncover the evolution and development of 
the disease during remission, thus assisting the monitoring of patients after treatment, 
but also contribute towards the accurate stratification of patients in terms of staging. 
Knowing in advance the progression of the disease, i.e. identifying groups of patients 
with higher/lower risk of reoccurrence is a key factor towards the determination of the 
most proper treatment. 

Materials and Methods 

Clinical scenario 

In order to clarify the steps of our study, a clinical scenario is employed which is 
shown in Figure 1. Initially a patient is diagnosed with cancer through traditional 
clinical procedures. At this point the physician gathers the required data in order to 
extract the baseline profile and the patient is treated properly. After the physician’s 
therapeutic intervention, the patient either reaches complete remission or particles of 
the cancer tissue still remain intact. In the latter case the patients do not qualify for the 
purposes of our study, whereas from the patients in complete remission, where the 
cancer is no longer visible, data are further collected, forming the post-treatment 
profile. Afterwards, and during a two year time span, data are collected from the 
patient regularly (i.e. scheduled visits are planned for months 1, 3, 6, 9, 12, 15 and 18 
after treatment) in order to formulate as a personalized follow-up signature, which is 
being constantly analyzed. The choice of the follow-up period was determined by the 
fact that a reoccurrence is most likely to appear in a two year period after the initial 
treatment. The purpose of this analysis is to stratify the patients in two clusters: i) low 
risk of disease reoccurrence and ii) high risk of reoccurrence. Hence, we are able to 
dully identify relapses of the disease and adjust the follow-up treatment accordingly. 
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Figure 1: Clinical scenario employed in our study. 
 

Data collection 

The progress of the disease in a total of 150 patients with oral squamous cell 
carcinoma is evaluated during the present study. The cases are collected from two 
major clinical centers which reside in Italy and Spain. According to available 
literature 70-80% of these patients are expected to achieve complete remission of the 
disease after treatment, and an approximate 30-40% of them will develop a 
reoccurrence of the cancer. Relapses during a two-year time span are marked, as well 
as the timing of the relapse, and the patients are grouped in two categories, the 
relapsers and the non-relapsers, which we aim to discriminate by studying and 
analyzing a multitude of heterogeneous data.  

Due to the complex nature of cancer, a major challenge towards its diagnosis and 
treatment is to formulate a collective approach in order to “frame” every possible 
aspect. For this purpose we propose a holistic approach which involves the integration 
and analysis of multiscale and multilevel data. Specifically, clinical, imaging and 
genomic data are assembled ranging in the scale of dimension and localization. The 
employment and careful analysis of the above heterogeneous data is likely to reveal 
the interactions which take place during oral cancer onset and progression. 
Consequently, the data collected from every patient will comprise the following 
information: 

• Clinical data from health records and standard laboratory markers, 
histological data from tumor mass specimen 
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• High throughput genomic data from tumor tissue specimens and circulating 
cells, profiling gene expression at whole genome level by oligo-RNA 
microarrays 

• Imaging data of the prime tumor mass (and secondary localizations if 
present) 

All these data will be efficiently integrated into a single repository formulating the 
basis of our study. The data involved in the present study along with the specific 
techniques employed for their manipulation and analysis are described in detail in the 
sections that follow. 

Clinical 

For the diagnosis and monitoring of patients with oral cancer the following types 
of clinical data are assembled: 

• Anamnesis 
• Demographics 
• Risk factor 
• Tumor clinical aspect 
• TNM staging 
• N characteristics 

Anamnesis refers to the detailed medical review of the patient’s past health state. 
Detailed information about the patient’s past health problems, general health state, 
family medical history, oral cancer risk factors and symptoms is gathered in order to 
establish the diagnosis. Demographic data along with several risk factors are also 
assembled in order to aid the diagnosis. Next the tumor’s clinicopathological stage 
and developmental phase are evaluated. The most common staging system used for 
oral cancer is the TNM system. Moreover, several markers have been proven to affect 
the patient’s response to adjuvant and neo-adjuvant treatments [12, 13]. In the present 
study we compile an extensive list containing all these clinical factors in order to 
perform a collective study of their relation with oral cancer progression and treatment 
efficacy. All these data, which comprise the clinical data associated with oral cancer, 
are thoroughly analyzed for the purposes of the present study. 

Genomic 

Current advances in the field of genomics have enormously facilitated the thorough 
analysis of gene expression within cells and tissues. Hence, we are able to extract 
important information about the interactions and biological pathways which take 
place during cancer evolution. The framework of the present work employs 
oligonucleotide and complementary DNA arrays in order to unravel the molecular 
basis of oral cancer. Nucleic acid arrays have rapidly become a popular 
investigational tool for cancer biologists, towards the identification of robust genetic 
biomarkers, thus, shedding considerable light into the complexity of the disease. 
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Systematic analysis of gene expression data is likely to yield potential tumor markers, 
or reliable combinations of biomarkers, that can be afterwards used in the daily 
practice for the diagnosis and monitoring of carcinoma of the head and neck. 

Gene expression data come from a feature extraction (FE) file. An FE file is a tab 
delimited text file comprising of expression values (Log2-ratio data), raw intensity 
data, background information, metadata regarding the experiment and the scanning 
settings, gene annotation, etc. A typical FE file is shown in Figure 2. 

 

Metadata on the experiment

Average data on the experiment

Annotation data for each feature

Feature number Log2-ratio data

 
 

Figure 2: Typical entities extracted from a microarray experiment. 
 

In the present study, all microarray experiments are conducted using the same 
platform, the same array design and the same FE procedure, in order to minimize the 
risk of possible sources of variability in the data, other than biological variability. 

Especially for genomic data, a preprocessing stage is necessary for enhancing the 
quality of the data. After obtaining the gene expression data from the microarray 
experiments the duplicate and control features are eliminated. Control features are 
negative and positive control elements usually represented by empty features or spots 
that are hybridized independently from the original sample. Whereas, duplicate 
features are probes corresponding to a gene or a known internal control sequence 
which are printed more than once in the array, usually in random positions. They are 
used to verify the internal consistency of the data and the regional quality of the 
hybridization. Furthermore, data with high variability, too low signal and genes with a 
large number of missing values, constituting unreliable expression levels are carefully 
filtered out. 

The overall flowchart for the basic preprocessing of the gene expression data is 
shown in Figure 3. 
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Figure 3: Preprocessing of the gene expression data. 

 

Imaging 

Image data from the cancerous tissue can reveal certain significant characteristics 
of the localization and progress of the disease. The present study employs MRI and 
CT images. The manipulation of the employed images involves the following main 
steps, which are also depicted in the flowchart of Figure 4. 

• Image preprocessing 
• Definition of  regions of interest (ROIs) 
• Extraction and selection of features 
• Classification of the selected ROI 
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Figure 4: Image data analysis and manipulation. 

 
Initially, the images need to be preprocessed properly in order to improve their 

quality to facilitate the overall image analysis procedure. The most common types of 
imaging data contamination are noise and artefacts. Noise causes random distortion in 
the data, and although several approaches have been proposed in the literature (e.g. 
application of filters), it is still quite difficult to remove it, due to its random nature. 
On the other hand, artefacts usually involve more deterministic perturbations of the 
data, hence it is easier to detect and omit them. These problems can be attributed to 
several factors such as human error, measuring device limitations, etc. Other types of 
image preprocessing involve edge enhancement (e.g. unsharping, wavelet 
transformation), image contrast enhancement (histogram equalization) and image 
standardization. 

In the next step, we detect regions of interest (ROIs), i.e. regions of the 
preprocessed image bearing enhanced role for our purposes. For the initial 
approximate definition of some ROIs, a specialized radiologist pinpoints sites of 
interest, i.e. tumor center, lymph nodes or potential infiltrations. Moreover, automatic 
methods are also be employed for the detection of ROIs. Active contour models are 
often employed for automatic definition and tracking of anatomical contours in 2D 
medical images due to their ability to approximate accurately the random shape of 
organ boundaries. Seeded region growing is another example of semi-automatic 
method widely used for the definition of ROIs in medical images. 

Afterwards, several features are extracted from the ROIs in order to uniquely 
characterize the image itself or structures contained in the data. Some of these 
features represent quantitative measurements with certain physical meaning, that a 
specialized physician must take into account in order to formulate the diagnosis. 
However, in some cases features with no apparent physical meaning can be extracted 
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due to their enhanced discriminative potential. The most common features employed 
for the analysis of medical images are: pixel based features, texture features, shape 
features (transformation dependent and transformation independent). Specifically, in 
the present study, the following features are calculated from each ROI: 

• Six (6) features from first order statistics 
• Forty eight (48) features from spatial gray-level dependencies matrix 
• Twenty (20) features from gray-level differences matrix 
• Twelve (12) features from Law’s texture energy measurements and 
• Three (3) features from fractal dimension measurements 

Additional features describing specific properties of the image under consideration 
are assessed, such as tumor volume, periosteal infiltration, etc. All features extracted 
during this stage are deposited in a collective repository along with the genomic and 
clinical data. 

 

Dynamic Bayesian Networks (DBNs) 

In the present study we employ DBNs in order to early identify potential relapses 
of the disease, during the period of remission. As it is described in the clinical 
scenario, a snapshot of the patient’s medical condition is acquired during every 
predefined follow-up with the doctor. By exploiting the information of history 
snapshots we aim to model the progression of the disease in the future. The proposed 
prognostic model is based on DBNs, which are temporal extensions of Bayesian 
Networks (BNs.) [14]. A BN can be described as ( , )B G P=  where G  is a directed 

acyclic graph, where the nodes correspond to a set of random variables 

1 2{ , ,..., }Nx x x=X , and P  is a joint probability distribution of variables in X , which 

factorizes as: 

1

( ) ( | ( ))
N

i G i
i

P P x xπ
=

=∏X                              (1) 

where ( )G xπ denotes the parents of x in G . A DBN can be defined as a 

pair 0( , )transDB B B= where 0B is a BN, defining the prior ( )P 0X and transB is a two-

slice temporal BN (2TBN) which defines ( | )P t t-1X X . The semantics of a DBN can 

be defined by “unrolling” the 2TBN until we have T  time-slices. The resulting joint 
distribution is given by: 

1 1

( ... ) ( | ( ))
T N

t t
T i i

t i

P P x xπ
= =

=∏∏1 2X , X , , X            (2) 

In order to build a model that successfully evaluates the current state or predicts a 
state in the future (next time slice), we need to train both the structure of the DBN 

0( , )tG G and the parameters of the conditional probability distributions, using both 

expert knowledge as a prior model and experimental data to get a more accurate 
posterior model. After the training procedure, we obtain a model as the one shown in 
Figure 5. By providing some evidence to the model, we are able to compute the 
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probability of any variable for every time slice (i.e. in any predefined follow-up visit), 
including of course the probability for reoccurrence. 

 
 

Figure 5: Provisional architecture of the employed DBN model. 
 

For the development of the DBN two implementations have been explored. In the 
first implementation every source of data is used separately, in order to build a 
distinct DBN, specifically tailored for a certain type of data. Consequently, three 
DBNs are developed and their outputs are combined using a meta-classification 
function (Figure 6(a)). In the second, all sources of data are employed altogether in 
order to develop a single DBN (Figure 6(b)). However, in both implementations, the 
contribution and feedback from a specialized doctor, during the DBN construction, is 
substantial. The two implementations are depicted in Figure 6. 
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Figure 6: Analysis schemes: (a) multiple DBNs, (b) single DBN.  

 
As this work is currently under development, detailed testing of both 

implementations depicted in the figure above is needed so as to assess the potential of 
each one. The assessment will be done using an annotated dataset, covering the two-
years follow-up data, which is currently being populated. 

Discussion & conclusions 

In the present study we propose an advanced framework which implements 
heterogeneous sources of data towards the prediction of oral cancer reoccurrence in 
patients that have reached remission. A large amount of clinical, genomic and 
imaging features are analyzed in order to extract biomarkers that are highly associated 
with relapses of oral cancer. Thus, we overcome a major limitation of similar studies 
in the field that employ only a confined subset of features that are associated with oral 
cancer. Another significant challenge is to capture the disease progression over time. 
For this purpose we employ DBNs, which are specifically designed to represent 
temporal causalities. The inclusion of the time dimension is very important as most 
doctors are interested – even with a rough approximation – in the timing of the 
reoccurrence. Furthermore, DBNs are able to provide reasoning for the reported 
decisions, thanks to their transparent architecture. This characteristic is very 
appealing, if not prerequisite by the medical community. Hence, not only we are able 
to predict a certain outcome but also to gain insight about the rationale of every 
decision. In overall, the currently proposed framework contributes significantly 
towards the monitoring of oral cancer evolvement since it can answer if, when and 
why a reoccurrence might appear. 
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Building a System for Advancing
Clinico-Genomic Trials on Cancer

Stelios Sfakianakis, Norbert Graf, Alexander Hoppe, Stefan Rüping, Dennis
Wegener, and Lefteris Koumakis

Abstract The analysis of clinico-genomic data poses complex computa-
tional problems. In the project ACGT, a grid-based software system to sup-
port clinicians and bio-statisticians in their daily work is being developed.
Starting with a detailed user requirements analysis, and with the continu-
ous integration of usability analysis in the development process, the project
strives to develop an architecture that will substantially improve the way
clinico-genomic trials are conducted today. In this paper, results of the ini-
tial requirements analysis and approaches to address these requirements are
presented. We also discuss the importance of appropriate metadata to tailor
the system to the needs of the users.

1 Introduction

The goal of the Advancing Clinico-Genomics Trials on Cancer (ACGT1)
project is to develop an open-source and open access IT infrastructure that
provides the biomedical research community with the tools needed to in-
tegrate complex clinical information and make a concrete step towards the
tailorization of treatment to the patient[4]. The necessity of such an envi-
ronment is evident today more than ever due to the recent advancements in
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high throughput genomics and post-genomics technologies. These technolo-
gies yield an enormous pool of data that needs to be managed, analysed,
correlated, and comprehended for the treatment of diseases like cancer and
for the benefit of the community at large.

In this paper we discuss how the clinical requirements for such an environ-
ment can be addressed in a large-scale system and how appropriate meta data
can be used to achieve satisfaction of the end user. The rest of the paper is
structured as follows: Section 2 gives an overview over the user requirements
analysis that was conducted in ACGT and highlight the main challenges.
Section 3 introduces the main ACGT architecture, and in Section 4 some
new approaches to address the user requirements are presented. Section 5
concludes.

2 The End-User View

Treatment and survival of patients with cancer is increasing steadily for most
age groups as shown in Fig. 1 which gives the average annual percentage
change over a period of 10 years. One of the most important reasons for this
success story is the enrollment of patients in prospective clinical trials. Nev-
ertheless, for most clinical trials in cancer, the number of patients recruited
is much lesser than the number of eligible patients. In adults only 5% of
cancer patients are participating in such trials. Therefore, higher rates are of
utmost importance, especially in those cancers with still a dismal prognosis.
To achieve this goal it is necessary to facilitate the building and running of
clinical trials and to attract more patients to participate. In addition, the im-
provement in molecular biology has to be taken into account to create more
clinico-genomic trials.

Recent advances in methods and technologies in molecular biology have
resulted in an explosion of information and knowledge about cancer and
its treatment. As a result, our ability to characterize and understand the
various forms of cancer is growing exponentially. Information arising from
post-genomics research and combined genetic and clinical trials on one hand,
and advances from high-performance computing and informatics on the other,
is rapidly providing the medical and scientific community with an enormous
opportunity to improve prognosis of patients with cancer by individualizing
treatment. To achieve this goal, a unifying platform is needed that has the
capacity to process this huge amount of multi-level and heterogeneous data in
a standardized way. Multi-level data collection within clinico-genomic trials
and interdisciplinary analysis by clinicians, molecular biologists and others
involved in life science is mandatory to further improve the outcome of cancer
patients. It is essential to merge the research results of biomolecular findings,
imaging studies and clinical data of patients and to enable users to easily
join, analyze and share even great amounts of data. To provide a functional
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Fig. 1 Average annual change in survival in patients with cancer [5].

and user-friendly platform it is of utmost importance that the development
of such a platform is user-driven and evaluated by end users right from the
planning and development phase. Tools and software developed within ACGT
are based on the user’s needs and have to be in accordance with ethical and
legal requirements of the European Community.

The project has selected indicative Clinical Trials on Cancer, namely
breast cancer, pediatric nephroblastoma and in-silico modeling and simula-
tion of tumor growth and response to treatment, for the initial requirements
gathering activity. Since ACGT sees the requirements engineering process as
a structured set of activities which will lead to the production of the final
system requirements, an iterative requirements engineering process has been
adopted, mainly based on scenarios and prototyping. Inputs to the require-
ments engineering process are information about existing systems, user and
stakeholder needs, organizational standards, regulations and other domain in-
formation. As clinico-genomic trials are in the center of ACGT a Clinical Trial
Management System is of utmost importance, to collect clinical, biomedical,
imaging and other trial specific and relevant data. ACGT will provide such a
tool, called ObTiMA [7, 8], whose functionality includes administrative and
scientific aspects of clinico-genomic trials.

It has to be stressed that such a complex platform as ACGT, dealing
with extremely sensitive data (patient data) and used by many different,
sometimes multi-role, end-users, having different needs and requirements, a
Data Protection Framework for ACGT is mandatory. This is based on the
anonymization of patient data, the informed consent from participating pa-
tients and the binding of partners/centers by contracts to the ACGT policies
and procedures and will ensure compliance with the Data Protection regula-
tions. In addition and from an ethical point of view it is strongly demanded to
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let patients participate in and have a measure of influence over the processing
of their genetic data.

To assure the success and functionality of the ACGT environment end-
users are involved in every step of the development process.

2.1 Main Requirements

In summary, the user requirements that have been identified by the clinical
experts for the ACGT environment can be divided into the following aspects:

• Appropriateness: the data analysis environment should provide the appro-
priate tools and services to support users in the state-of-the-art scientific
analysis of biomedical data. Section 4.1 introduces the use of the GridR
component [9], a “gridified” version of the well-known R statistical soft-
ware, which is a de-facto standard for many kinds of biomedical data
analysis.

• Extensibility and reusability: the platform should be easily extensible to
new tasks and existing solutions should be easily reusable and transferable
to similar problems. Extensibility is addressed in Section 4.1, while an
important aspect of reusability, namely quality control, is described in
Section 4.5

• Performance: the system must be performant enough to facilitate large
analysis and optimization tasks, which calls for an efficient use of the grid
architecture. Challenges exists not only because of the size of the data
sets (see Section 4.2), but also from their complexity and heterogeneity
(Section 4.3), which is a result of the distributed nature of pan-european
clinical trials.

• Security: The system must be secure and protect the privacy of the in-
volved patients. This is discussed in Section 4.4.

• Usability: the system should be easy to use for inexperienced users, but
also provide a powerful interface for experts. Usability is best achieved
by a continuous process of evaluation and optimization. In Section 4.6,
approaches to automatically identify parts of the system that require a
high amount of attention are discussed.

3 The ACGT Architecture

The complexity and the diversity of user requirements have a strong impact
on the design of the ACGT architecture. It is evident that a multidisciplinary
and multiparadigm approach is necessary in order to deal with these require-
ments. For these reasons the ACGT platform is designed according to the
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Fig. 2 The ACGT layered architecture

following technologies and standards: Service Oriented Architecture (Web
Services), the grid, and the Semantic Web. In essence, the grid provides the
computational and data storage infrastructure, the general security frame-
work, the virtual organization abstraction and relevant user management
mechanisms etc. The machine to machine communication is performed via
XML programmatic interfaces over web transport protocols, which are com-
monly referred as Web Services interfaces. Finally the Semantic Web adds
the knowledge representation mechanisms through the means of OWL on-
tologies, the implementation-neutral query facilities with the SPARQL “uni-
versal” query language and the associated query interfaces.

The adopted architecture for ACGT is shown in Fig. 2. A layered approach
has been followed for providing different levels of abstraction and a classi-
fication of functionality into groups of homologous software entities. In this
approach we consider the security services and components to be pervasive
throughout ACGT so as to provide both for the user management, access
rights management and enforcement, and trust bindings that are facilitated
by the grid and domain specific security requirements like pseudonymization.
Apart from the security requirements, the grid infrastructure and other ser-
vices are located in the first (lowest) two layers: the Common Grid Layer
and the Advanced Grid Middleware Layer. The upper layer is where the user
access services, such as the portal and the visualization tools, reside. Finally,
the Bioinformatics and Knowledge Discovery Services are the “workhorse” of
ACGT and the corresponding layer is where the majority of ACGT specific
services lie.
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4 Addressing the User Requirements in ACGT

In the following, we will try to give a short overview of how to integrate the
user requirements of Section 2 into the ACGT grid architecture.

4.1 Extensibility

The requirement for extensibility is very important in the context of grid-
enabled data mining [11]. Especially, in order to keep track with new scien-
tific developments, it is crucial to be able to quickly integrate new analysis
services or algorithms into a data mining platform. Related to the ACGT
environment, extensibility denotes the possibility of extending the environ-
ment at the workflow level, at the service level, or at the algorithm level. In
order to deal with such requirements we have found that the use of metadata
descriptions and the ontology based integration of the ACGT platform com-
ponents provides a future proof approach to extensibility. In the following
we will introduce GridR [9] as an example to demonstrate how the ACGT
system can easily be extended by new services and algorithms.

GridR is an analysis tool based on the statistical environment R [3] that
allows using the collection of methodologies available as R packages in a
grid environment. The aim of GridR is to provide a powerful framework for
the analysis of clinico-genomic trials involving large amount of data (e.g.
microarray-based clinical trials). The GridR service (see Fig. 3) combines the
wide spectrum of methods available in R with an effective distributed grid
data management system (DMS) and efficient execution supported by a grid
resource management system (GRMS), see [10]. In this fashion, users can
make efficient use of distributed, parallel computational resources in their
R scripts, while all the technical details are hidden from them. The R code
to be executed can be given directly by the user in the form of a script,
but in order to increase the possibility of distributing and re-using code, the
intended way to execute R code is by storing it in a metadata repository, such
that it becomes available to the whole system. Technically, an R function or
script f thus becomes an f−service. Consequently, users who prefer to work
on the workflow level and not edit their own code can make use of available
R scripts and even all the single R functions in R libraries in their workflows.

Along these lines new algorithms can be “gridified” and be seamlessly
integrated with the rest of the ACGT grid environment without a need for
changing the service’s or the R script’s implementation.
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Fig. 3 GridR Architecture

4.2 Large Data Sets

Data is the most valuable asset of ACGT and therefore the platform should
be able to manage big data sets in an efficient and secure way. The storage
and the transfer of the data is of particular importance and something that
should be taken care in a uniform way in the whole ACGT environment.

Data storage requirements are addressed by the grid infrastructure and
the ACGT “Data Grid”, which controls the sharing and the management of
large amounts of distributed data. However, an additional issue has to do
with the protocols, infrastructure, and policies for moving these large data
sets to the processing nodes where the data analysis is performed. In some
cases the grid infrastructure could be employed so that instead of moving
the data around, the processing tasks, by the means of grid job submission
and scheduling services, are transferred where the data reside. Nevertheless,
the majority of services and data processing tools in ACGT are implemented
as XML Web Services that are accessible through the network. Being a text
format, XML is well known for its unfriendliness for transferring binary data.
There are a couple of solutions for this ranging from encoding the binary data
in hexadecimal or, most often, in Base64 text format, to using “attachments”
in the SOAP messages. Nevertheless these approaches impose additional pro-
cessing and bandwidth costs and so we opt for another option, which is to
transmit references to data as part of the Web Services interaction while the
data itself can be transferred through “out of band” channels, e.g. by the
means of GridFTP. This approach offers the advantage of “quicker” XML in-
teractions, easier and more performant service composition since there is no
need to “get” (download) a huge binary data set in order to “give” (upload)
it to another service, identity of the data so that they can associated with
metadata through their references, etc.
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4.3 Complex Data

A particular characteristic of data analysis in clinical trials is that the data
used in a statistical analysis can be very heterogeneous and dynamic, mean-
ing that many different tools and approaches may be necessary to analyze
the data, but also that intermediate results may become invalid as the trial
progresses and more data becomes available. The situation is further exacer-
bated when improved interactivity can result in changing workflows on the
fly and cloning running workflows to explore alternatives in parallel. This in-
volves the risk that the user becomes overwhelmed by the enormous amount
of information and choices that are available to him. Hence, approaches to
help the user better deal with the possibilities of the system are necessary.

For these reasons, a hyperlinked presentation of information has been pro-
posed as a tool for better supporting the collaboration in scientific com-
munities [6]. In essence, provenance information can be viewed as a graph
of services invocations, with edges representing several types of lineage and
provenance. For example, relationships such as “produced-by”, “part-of”,
“derived-from”, “input-of” etc. can be modeled this way. Each entity (e.g.
service, data) is identified by an HTTP URI to provide identification, re-
trieval, and linking facilities for constructing a web of data and metadata in
accordance with the Semantic Web vision [1]. Therefore in ACGT we aim to
employ the semantic web technology in order to facilitate the tasks of both
the users and the intelligent knowledge extraction services. Users are able to
navigate to the information graph formed by the casual and other relation-
ships between and among services and data just by following the hyperlinking
paradigm that was popularized by the World Wide Web. On the other hand,
semantic web enabled software entities are empowered to take advantage of
the semantically rich content and to draw conclusions and knowledge based
on the referenced ontologies.

4.4 Security

The sensitivity of the patient data requires a strong security framework to
provide enough safety nets in order to maintain privacy, confidentiality, and
integrity. The grid middleware already supports much of the necessary in-
frastructure, in terms of certificate based Grid Security Infrastructure (GSI),
the Virtual Organization (VO) abstraction and the user credential manage-
ment, and the Grid Authorization Services (GAS). In ACGT this “system
level” security is complemented by “domain specific” mechanisms like pseu-
domymization that permits the identification of patient specific information
without revealing the true person identity. All data is anomymized before
their entry in ACGT and even during their analysis all the processing tasks
are audited and authorized based on the end users’ identity[2].
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An interesting assertion about security of services can be made when us-
ing tool repositories as described in Section 4.1: with a standard web service,
which can be deployed anywhere, it is principally impossible to give tech-
nical guarantees about which code is executed, as only the interface of the
service is given and standardized. In general this is a desired property of web
services, however, when considering data security, this means that external
(legal) measures have to be taken to prohibit the service owner from disclos-
ing information about the data. With the use of tool repositories, it can be
guaranteed by a central instance, that the code in the repository has been
reviewed and is secure to use, because the code that is being executed is di-
rectly transported to the execution site from the repository. In addition, this
shipment of algorithms allows to analyze the data on a secure site, without
needing to transport sensitive data.

4.5 Quality Control

In dynamic, distributed, and heterogeneous environments with multiple ac-
tors and complex use cases it is important to have a continuous validation
of the different functional components. Therefore an ACGT validation and
testing infrastructure is required to constantly monitor the ACGT services
and report any malfunctions. This infrastructure for the automatic testing
and validation of ACGT workflows and services is useful both for the initial
decision making process about the acceptance of a new service and for the
monitoring the status of the ACGT services as a whole. The status of ACGT
services and workflows is checked with respect to the following criteria:

• Liveness, i.e. that it’s “alive” and normally operating
• Correctness, i.e. that it delivers the correct results
• Performance, i.e. that it responds in a timely fashion

A number of tests are developed as scripts for each service according to
these criteria. These tests are of course service and workflow specific because
different components have different notions of correctness or performance.
Nevertheless all of them are given some sample input data and parameters
and based on this information they validate the target services according to
the services’ interface and functionality. The tests are stored centrally and
re-evaluated periodically.

The advantage of this testing scenario is that even complex, user-defined
workflows can be tested periodically, such that a single user can be notified if
a workflow (i.e. a scientific experiment) of hers fails to meet the expected re-
sults. In this way, not only software quality, but also the quality of published,
clinically relevant findings can be controlled.
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4.6 Usability

Much thought in the ACGT project is given to the usability of the final soft-
ware, including a formal usability analysis and end user integration through-
out the runtime of the project to guarantee that the software will meet the
requirements of the end users. Usability analysis is an important, but very
time consuming process. In this section, we will present some approaches on
how to improve the usability of the system using information present in the
system’s meta data.

The idea is that workflow execution statistics can be gathered together
with other meta data and put into relation with the user’s content with the
system. For example, an analysis of workflows which are often canceled can
provide the system’s administrator with valuable information on how help
users to select a better workflow. A statistic of the execution time of different
services can help a developer to choose which services to optimize. A list of
often used services can help new users to select good services.

Hyper-linking between meta data, workflow templates and workflow statis-
tics also allow for a more complex reasoning of the users intent. One example
could be as follows: the user executes different workflows on a data set, or
variants thereof. From the meta data of the data set the system finds out that
all the variants of the data set point to the same basic data set (e.g. a trial)
and hence can reason that all the workflow executions belong together. It
can then search the database of historic workflow executions to see whether
a similar groups of workflow have been executed by another user. If this is
the case, it is reasonable to assume that both users try to solve a similar
problem, and hence the best workflow of the old user can be suggested to
the new user. Of course, privacy aspects have to be considered in this kind
of scenario.

5 Conclusions

There are a number of projects that aim at developing grid-based infrastruc-
ture for post-genomic cancer clinical trials, the most advanced of which are
NCI’s caBIG2 in the USA and CancerGrid3 in the UK. The overall approach
in those projects is somewhat different from the one in ACGT. In caBIG, the
bottom-up, technology-oriented, approach was chosen, in which the focus was
put on the integration of a large number of analysis tools but with weak con-
cern on data privacy issues. CancerGrid on the other hand addresses the very
needs of the British clinical community. In contrast, the goal of the ACGT
project is develop a pan-european system that is driven by current demands

2 Cancer Biomedical Informatics Grid, https://cabig.nci.nih.gov/
3 http://www.cancergrid.org/
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from clinical practice. With two on-going international clinical trials actually
conducted in the framework of the project, the approach is top-down, with
clinicians’ and biomedical data analysts’ needs at the heart of all technical
decisions, considering data privacy issues as central as data analysis needs.

In this user driven endeavor the technical concerns raised by the multiplic-
ity and heterogeneity of user requirements demand state of the art methodolo-
gies and technologies. In the ACGT work plan the employment of ontologies
and metadata annotations and the realization of intelligent higher level ser-
vices are the primary implementation targets. Finally, in the realization of
this environment, we aspire that the users are also involved. Guided and fa-
cilitated by the infrastructure, they can actively participate by creating and
sharing information and knowledge. Only this way the ACGT is enriched and
improved to become a really useful scientific tool.
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Abstract. The heterogeneity and scale of the data generated by high throughput 
genotyping association studies calls for seamless access to respective distributed 
data sources. Toward this end the utilization of state of the art data resource man-
agement and integration methodologies such as Grid and Web Services is of pa-
ramount importance for the realization of efficient and secure knowledge discov-
ery scenarios. In this paper we present a Grid-enabled Genotype to Phenotype 
scenario (GG2P) realized by a respective scientific workflow. GG2P supports 
seamless integration of clinico-genetic heterogeneous data sources, and the dis-
covery of indicative and predictive clinico-genetic models. GG2P integrates dis-
tributed (publicly available) genotyping databases (ArrayExpress) and utilizes 
specific data-mining techniques for feature selection – all wrapped around custom-
made Web Services. GG2P was applied on a whole-genome SNP-genotyping ex-
periment (breast cancer vs. normal/control phenotypes). A set of about 100 dis-
criminant SNPs were induced, and classification performance was very high. The 
biological relevance of the findings is strongly supported by the relevant literature. 

1 Introduction 

Scientific community experiences an increasing need for efficient data manage-
ment and analysis tools and there is an unprecedented demand for extraction and 
processing of knowledge. This is more than evident in the domain of bioinformat-
ics since the beginning of the “genomic revolution”. After the completion of the 
Human Genome Project and the emergence of high throughput technologies 
(DNA microarrays, high-density SNP genotyping, mass spectrometry etc) a vast 
amount of biological data are being produced on a daily basis. This has raised the 
expectation of extracting valuable knowledge for post-genomic personalized dis-
ease treatment. Therefore new challenges for the data analysis and knowledge dis-
covery processes are introduced. 
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Knowledge Discovery and Data Mining are the most prominent methods and 
tools for the state of the art scientific discovery. Requirements for biological data 
management are very demanding due to size and complexity, quality properties 
(missing values or noisy data are frequent), and inherent domain heterogeneity. 
These new requirements have given rise to modern software engineering metho-
dologies and tools, such as Grid (Foster 2003) and Web Services (Curbera et al 
2002). These new technologies aim to provide the means for building sound data 
integration, management and processing frameworks. 

This paper presents an integrated scenario to support seamless access and anal-
ysis of Single Nucleotide Polymorphisms (SNP) genotype data, as produced by 
relative SNP genotyping platforms. Effort is cast toward the discovery of reliable 
and predictive multi-SNP profiles being able to distinguish between different phe-
notypes. The employed data-mining technique is founded on a novel feature selec-
tion algorithm. The whole approach is realized in a Grid-enabled scientific 
(BPEL-compliant – BPEL stands for Business Process Execution Language) 
workflow editor and enactment environment, and presents an integrated scenario 
aiming to support Grid-enabled Genotype-to-Phenotype (GG2P) association stu-
dies. In particular, GG2P seamlessly accesses and gets phenotypic and genotypic 
SNP data; analyzes them; and presents results (e.g, the most discriminant and de-
scriptive SNPs) in an appropriately devised html file with links to the Ensembl 
genome browser. 

2 Enabling Technology 

With the completion of the human genome and the entrance into the post-genomic 
era the large amount of data produced makes difficult to extract and evaluate the 
hidden information without the aid of advanced data analysis techniques. Data 
mining has successfully provided solutions for finding information from data in 
many fields including bioinformatics. Many problems in science and industry 
have been addressed by data mining methods and algorithms such as clustering, 
classification, association rules and feature selection. In particular, feature selec-
tion is a common technique for gene/SNP feature reduction and selection in bioin-
formatics. It is based on data mining technique for selecting a subset of relevant 
features and building robust predictive models. The main idea is to choose a sub-
set of input features by eliminating those that exhibit limited predictive perfor-
mance. Feature selection can significantly improve the comprehensibility of the 
resulted classifier models and support the development of models that generalizes 
better to unseen cases. 

The heterogeneity and scale of clinico-genetic data raises the demand for: (a) 
seamless access and integration of relevant information and data sources, and (b) 
availability of powerful and reliable data analysis operations, tools and services. 
The challenge calls for the utilization and appropriate customization of high per-
forming Grid-enabled infrastructures and Web technology - as presented by Web 

AIAI-2009 Workshops Proceedings [49]



Services, and Scientific Workflows environments. Smooth harmonization of these 
technologies and flexible orchestration of services present a promising approach 
for the support of integrated genotype-to-phenotype association studies. 

Grid technology. Grid computing (Foster 2003) is a general term used to de-
scribe both hardware and software infrastructure that provides dependable, consis-
tent, pervasive, and inexpensive access to high-end computational capabilities. 
Grid has emerged as the response to the need for coordinated resource sharing and 
problem solving in dynamic, multi-institutional virtual organizations. Sharing of 
computers, software, data, and other resources is the primary concern of Grid ar-
chitectures. In a modern service oriented architecture the Grid defines the general 
security framework (e.g. the authentication of the users and services), the virtual 
organization abstraction, the user management mechanisms, authorization defini-
tion and enforcement, etc. It provides both the computational and the data storage 
infrastructure, which is required for the seamless management and processing of 
large data sets. 

Semantic and Knowledge Grids. Semantic Grid presents a Grid computing ap-
proach in which information, resources and data processing services are employed 
with the use of semantics and respective data models. It facilitates the discovery, 
automated linkage and smooth harmonization of services. In a Semantic Web 
analogy, Semantic Grids can be defined as “extensions of current Grids in which 
information and services are given well-defined meaning, better enabling comput-
ers and people to work in cooperation” (De Route et al 2005). Encapsulation of 
Web Science and knowledge-oriented technologies in Grid-enabled infrastructures 
represents a flexible knowledge-driven environment referred as the Knowledge 
Grid (Zhuge 2004). In their layered architecture organization, Knowledge Grids 
define and form an additional layer, which supports implementation of higher lev-
el and distributed knowledge discovery services on a virtual interconnected envi-
ronment of shared computational and data analysis resources. This setting permits 
and enables: automated discovery of resources; representation, creation and man-
agement of statistical and data mining processes; and composition of existing data 
and processing resources in ‘compound services packages’ (Cannataro and Talia 
2003). 

Web services. The Web Services suite of standards presents the most popular 
and successful integration methodology approach. Based on Web Services stan-
dards the machine-machine communication is performed via XML programmatic 
interfaces over web transport protocols (e.g., SOAP), which are specified using 
the Web Service Definition Language (WSDL) (Curbera et al 2002). These com-
mon data representation and service specification formats, when properly dep-
loyed, enable the integration of heterogeneous and geographically disparate soft-
ware systems. Web Services enhance and support the development of distributed, 
multi-participant, and interoperable systems that can be utilized in the combina-
tion of services and their reuse as processing steps into more complex high level 
scenarios, commonly referred as workflows. 
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Scientific workflows. The Workflow Management Coalition (WFMC, 
www.wfmc.org) defines a workflow as “the automation of a business process, in 
whole or part, during which documents, information or tasks are passed from one 
participant to another for action, according to a set of procedural rules”. A 
workflow consists of all the steps and the orchestration of a set of activities that 
should be executed in order to deliver an output or achieve a larger and sophisti-
cated goal. In essence a workflow can be abstracted as a composite service, e.g. a 
service that is composed by other services that are orchestrated in order to perform 
some higher level functionality. The (potentially parallel) steps (tasks) that a 
workflow follows may exhibit different degrees of complexity, and are usually 
connected in a non-linear way, formulating a directed acyclic graph (DAG). A 
Workflow Management System defines, manages and executes workflows 
through the execution of software that is driven by a computer representation of 
the workflow logic (Deelman et al 2006, Fox and Gannon 2006).  

In addition to the business oriented use cases, workflows have a lot of potential 
in scientific areas as well. In a lot of scientific sectors, the demand is put not only 
on the computational power but on the complex structure of the inter-dependable 
tasks to be performed. Sophisticated problem-solving engages a variety of inter-
depended data analysis tasks and analytical tools, e.g., pre-processing and re-
formatting of heterogeneous datasets into formats suitable as input to other analyt-
ic process. Moreover, large-scale scientific computations involve much of inter-
vention, as in the case of the interpretation of intermediate results by domain ex-
perts. But, at some stage of the process just normal personnel could be engaged. 
So, the rights and roles of involved persons should be explicitly defined. In addi-
tion, the computational environment itself is heterogeneous, ranging from super-
computers to clusters of personal computers. So, there is a need to model and ex-
plicitly define the engaged computational nodes and networks. Scientific 
workflows are introduced as an amalgamation of scientific problem-solving and 
traditional workflow techniques. They have been proposed as a mechanism for 
coordinating processes, tools, and people for scientific problem solving purposes 
and aim to support “coarse-granularity, long-lived, complex, heterogeneous, scien-
tific computations” (Singh and Vouk 1997). 

To assist the bioinformatics community in building complex scientific 
workflows, and in the context of the EU FP6 integrated project (www.eu-
acgt.org), the ACGT Workflow Editor and Enactment Environment (WEEE) have 
been designed and developed (Sfakianakis et al 2009). WEEE is a Web-based 
graphical tool that allows users to combine different Web Services into complex 
workflows, and it is accessible through the ACGT Portal. It supports searching 
and browsing of a Web Services repository and of respective data sources, as well 
as their orchestration and composition through an intuitive and user friendly 
graphical interface. Created workflows can be stored in user spaces and can be lat-
er retrieved and edited. So, new versions of them can be easily produced. De-
signed workflows can be executed in a remote machine or even in a cluster of ma-
chines in the Grid. In this way there is no burden imposed on the user’s local 
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machine since the majority of computation and data transfer of the intermediate 
results are take place in the Grid where the services are executed. Publication and 
sharing of the workflows are also supported so that the user community can ex-
change information and users benefit from each other’s research. WEEE is based 
on the BPEL (Arkin et al 2005) workflow standard and supports the BPEL repre-
sentation of complex bioinformatics workflows. 

The ACGT Grid environment is supported by the Gridge toolkit (www.gridge. 
org/) – an open source software platform, compatible with the Globus toolkit 
(www.globus.org) aimed to help users to deploy ready-to-use grid middleware 
services and create productive Grid infrastructures. All Gridge Toolkit software 
components have been integrated together and form a consistent distributed sys-
tem following the same interface specification rules, license, and quality assurance 
and testing (Pukacki et al 2006). 

The GG2P scenario presented in this paper is enabled by the smooth integration 
of components from the aforementioned technologies. GG2P aims to seamlessly 
integrate and mine distributed and heterogeneous clinical and genotype data 
sources using: (i) existing public-domain and custom-made Web Services for ac-
cessing remote and distributed genotype and phenotype data sources, and for 
downloading the targeted experiments and the respective data annotation (XML) 
files; (ii) specially devised Web Services to extract relevant information and raw 
data, including appropriate data pre-processing and re-formatting operations; and 
(iii) specially suited for G2P association studies data mining processes wrapped as 
Web Services. In addition, the results (profiles of specific SNPs) are automatically 
linked with state-of-the-art genome browsers (e.g., Ensembl), and are appropriate-
ly visualized. 

3 The GG2P scenario 

An SNP is a single base substitution of one nucleotide with another. With high-
throughput SNP genotyping platforms massive genotyping data may be produced 
for individual samples (i.e., diseased, treated or, control). It is known that a cate-
gory of diseases are associated to a single SNP or gene (also known as monogenic 
diseases). In general, a single SNP or gene is not informative because a disease 
may be caused by completely different modifications of alternative pathways in 
which each SNP makes only a small contribution. Most of the complex diseases, 
including cancer, are characterized by groups of genes with a number of suscepti-
ble genes interacting with each other. It’s important to search for multiple SNP 
profiles - among a huge number of them, that not only associate with a disease but 
exhibit a high discrimination power between different phenotypic classes. The 
GG2P scenario aims exactly towards this direction with the relevant literature 
started to include similar approaches (Nunkesser et al 2007, Zhou and Wang 2007, 
Schwender et al 2008). The steps followed by the corresponding scientific 
workflow are presented and described in the sequel. 
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Data access and retrieval. Using Web Services from the European Bioinfor-
matics Institute’s (EBI) repository (http://www.ebi.ac.uk/Tools/webservices/) we 
access and extract phenotypic and genotypic data from public experiments. Spe-
cifically, using specific ArrayExpress (http://www.ebi.ac.uk/microarray-as/ae/) 
Web Services we may get information about a specific experiment or, get infor-
mation about relevant experiments using keywords. The complete SNP array data-
set used in this study is available on the NCBI GEO database under accession no. 
GSE3743. The dataset refers to a genotyping experiment of 78 sample hybridiza-
tions performed on the Affymetrix GeneChip Human Mapping 10K Array Xba 
131 (Mapping10K_Xba131) array design. The raw data file includes 78 trans-
formed and/or normalized data files. The hybridized samples concern breast can-
cer (BRCA) and normal (CTRL) cases. More information about the dataset can be 
found at (Richardson et al 2006). Note that GG2P could be easily customized to 
work with other experiments and respective datasets. 

Data mediation. The response of ArrayExpress web service is an XML file 
with links to phenotypic (via the ‘sdrf’ tag) and genotype (via the ‘fgem’ or ‘raw’ 
tags) experimental data (see Fig 3.1 for a sample of the XML response file). We 
utilized a special parser to extract the needed information from the XML file.  
 

 

<experiment total-assays="78" total-samples="78" total="1" revision="080925" ver-
sion="1.1"> 
<experiment> 
<id>1627324147</id> 
<accession>E-GEOD-3743</accession> 
<name>Genotyping of human breast tumors</name> 
<samples>78</samples> 
… 
<files> 
<raw celcount="78" count="78" name="E-GEOD-3743.raw.zip"/> 
<fgem count="78" name="E-GEOD-3743.processed.zip"/> 
<idf name="E-GEOD-3743.idf.txt"/> 
<sdrf name="E-GEOD-3743.sdrf.txt"/> 
<biosamples> 
<png name="E-GEOD-3743.biosamples.png"/> 
<svg name="E-GEOD-3743.biosamples.svg"/> 
</biosamples> 
</files> 
</experiment> 
</experiments> 

Fig. 3.1. Part of Web Service XML response file (from ArrayExpress) 
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The parser locates the ‘samples’, ‘sdrf’ and ‘fgem’ tags. The ‘samples’ tag 
identifies the number of included samples/hybridizations, and the ‘sdrf’ tag points 
to the respective file with description of each hybridization. From the ‘fgem’ tag 
we may identify and download the SNP profiles of the respective experiment’s 
samples. It is essential to align phenotypic classes with the respective sam-
ples’/hybridizations’ genotype data, and form a unified dataset to be analyzed. We 
employ a natural-language mechanism, enabled by specific ontologies and con-
trolled vocabularies (Potamias et al 2005). The result is a homogenized and ap-
propriately formatted file (with phenotype class annotations and respective geno-
type data), which serves as input to a specific analytical process. 

Data preprocessing. Depending on the data and the data mining algorithm, the 
formed data file may need extra processing. For example, many algorithms can 
handle only nominal values. In such a case, and if the data comes with continuous 
feature values, we have to discretize them. Furthermore, as genotype profiling 
platforms (like Affymetrix) produce too many ‘NoCalls’, one may be also inter-
ested to reduce these ‘missing values’ utilizing an appropriate data pre-processing 
process. After the needed pre-processing are performed, the ‘filtered’ dataset is 
transformed into the ARFF format - a de facto standard for machine learning. 
ARFF supported by the Weka machine learning package (http://www.cs.waikato. 
ac.nz/ml/weka/) (Witten and Frank 2005). 

Data analysis. A variety of existing data mining algorithms exists in the public 
domain (e.g., Weka, R-package/Bioconductor, BioMoby). Here we rely on a fea-
ture reduction and selection approach. Dimensionality reduction and feature selec-
tion is a well-known and addressed issue in machine learning and data mining (Guyon 
and Elisseeff 2003). We are interested on the identification of SNP-phenotypic 
class associations, and on respective discrimination/classification models. The 
profiles of these SNPs are able to distinguish between particular pre-classified pa-
tient samples. Core operations of this process are implemented in the MineGene 
gene selection system, and their Web Services deployment (Potamias et al 2004, 
Potamias et al 2006). 

3.1 GG2P in action 

For the realization of GG2P scenario we used part of the ACGT Grid infrastruc-
ture – the Data Management System, the service repository and the workflow edit-
ing and execution environment. The Data Management System (DMS) is a se-
cured and distributed file system over the Grid. The service repository gives 
access rights as well as metadata information about the available services. The 
workflow editor is a Web2 application and, as already mentioned, the workflow 
enactor is a BPEL-compliant application installed in a Grid node. Fig. 3.2 intro-
duces the GG2P knowledge discovery scenario as implemented in the context of 
the ACGT WEEE workflow editing and execution environment. The Web Servic-
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es (not shaded shapes in the workflow area of Fig. 3.2) are registered in the ACGT 
services repository. 

The ACGT environment requires authorization from the DMS and the services re-
pository. DMS grand permissions to user’s account in the Grid and services repo-
sitory give access to available services. Then the user composes and draws he de-
sired workflow. At the next step the editor translates (or compile) the graphical 
workflow into BPEL. Finally, the enactment of the workflow may start. The first 
web service takes as input a query (first, from left, shaded shape of Fig. 3.2) and 
returns an XML file with information about all the related to the query experi-
ments in the EBI ArrayExpress repository. For the specific scenario we used a 
query with the keywords “homo sapiens” & “breast cancer” & “genotype” & “af-
fymetrix” & “Mapping10K_Xba131”.  

 
Fig. 3.2. The GG2P scientific workflow as implemented in ACGT’s Workflow Editor and 
Enactment Environment (WEEE). Web services include: ArrayExpress, Mediator, Discretiza-
tion, and Data Mining. Services are activated by a Query (top part). Deployment of Data Mining 
also needs specification of parameters (‘Param 1’ and ‘Param 2’) 

The second service (Mediator) takes as input the repository’s XML response 
file and creates the homogenized file with the clinical and genotype data. The gen-
erated file is stored in DMS at the user’s account. The next service (Discretization) 
discretizes and transforms the experiment data to arff format. Discretization ser-
vice retrieves the data from DMS and stores the arff-formatted data back to the 
DMS. The final service implements the (two-valued) SNP feature selection algo-
rithm. The service again retrieves data from DMS and stores the results in the 
DMS. Then, after the editor requests the results from the DMS, SNP annotations 
and links to the Ensembl genome browser are automatically assigned to the se-
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lected SNPs. Finally, an html file is formed and is used for the visualization of re-
sults (see Fig. 4.1). 

4 Results and Discussion 

The Affymetrix SNP genotyping platforms produce processed data files where, 
each SNP receives three different values: AA and BB that represent paternal or 
maternal homozygosity statuses, respectively, and AB for heterozygosity ones. 
The ‘0’ and ‘1’ nominal values are assigned to the AA/BB and AB SNP feature 
values, respectively. This results into a two-valued feature representation space. In 
this setting a set of SNPs could be considered as an ideal discriminator between 
two different phenotypic classes if it displays the ‘0’ value for all sample cases in 
one class and the ‘1’ value for all sample cases in the other class. From the total of 
the 78 sample cases included in the target SNP genotyping experiment we ex-
cluded the ones that have more than 10% of missing ‘NoCall’ values, resulting in-
to a dataset of 36 BRCA and 36 CTRL cases. 

For the target BRCA vs. CTRL study, the execution of the GG2P scientific 
workflow resulted into a set of about 100 most discriminant SNPs. With these 
SNPs the following highly performing figures are achieved: 96.2% accuracy, 
92.2% sensitivity, 96.2% specificity, and 0.979 ROC/AUC. 

Fig. 4.1 visualizes just the top 24 of them with the highest ranks (for those 
sample cases with no ‘NoCall’ SNP values) sorted by their chromosomal location. 
The first column shows the discrimination power (the rank) for each SNP (as cal-
culated by MineGenes’ core feature selection process). The second column shows 
the Affymetrix code name for the probe that represents the respective SNP. The 
third column displays the corresponding code, namely: dbSNP (http://www. 
ncbi.nlm.nih.gov/projects/SNP/). The dbSNP - SNP databases, represent a widely 
used public-domain archive for a broad collection of SNPs as well as small ge-
nomic insertion/deletions (indels) and is hosted at the National Center for Bio-
technology Information (NCBI). The next three columns display information 
about the genomic region of the respective SNP: column four the chromosomal 
location; column five the cytoband, and columns five and six the nucleotide allele 
variations for the two (paternal/maternal) alleles. The last column shows the near-
est gene present in the corresponding SNP’s genomic physical position.  

All hyperlinks are automatically assigned to the respective items by consulting 
the annotation files provided by Affymetrix. When clicking on a specific cytoband 
one is transferred to the respective visualization screen of the Ensembl genome 
browser (www.ensembl.org). So, inspection of results and further investigation is 
enabled and supported. In Fig 4.1 one may also observe and contrast the SNP cha-
racteristic profile patterns between BRCA and CTRL cases, respectively - gray 
and dark shaded cells represent homozygosity (‘AA/BB’) and heterozygosity 
(‘AB’) statuses, respectively.  

AIAI-2009 Workshops Proceedings [56]



The main observation is that the homozygosity patterns are dominant in the 
BRCA cases - a finding which is consistent with the Loss of Heterozygosity 
(LOH) situation in pathogenic situations. LOH in a cell represents the loss of regu-
lar function of one of the gene’s alleles when the other allele is inactive. In oncol-
ogy, LOH refers to somatic mutations and occurs when the offsping’s functional 
allele is inactivated by the mutation. In such situations, normal tumor suppressor 
functionality is inactivated and tumorigenesis events are almost certain. 

 

 
Fig. 4.1. The induced most discriminant and highest ranked BRCA vs. CTRL SNPs (for the Ar-
rayExpress E-GEOD-3743 genotyping experiment) – gray shaded and dark shaded cells indicate 
homozygosity and heterozygocity statuses, respectively. It can be easily observed that LOH 
(Loss Of Heterozygosity) patterns dominate the BRCA cases 

We further examined the biological relevance of the findings, i.e., does the 
identified and most discriminant SNPs relate to LOH and breast cancer situations. 
Literature search provide us with strong evidence for that. We refer to just two in-
dicative SNPs in cytobands 17p13.2 1nd 17p12 (both highly ranked). Chromo-
some 17p is among the most frequently deleted regions in a variety of human ma-
lignancies including breast cancer. In (Seitz et al 2001) the localization of a 
putative tumour suppressor gene (TSG) at 17p13, distal to the TP53 (the most in-
dicative tumor suppressor) gene, was further refined for breast carcinomas. It was 
found that 73% (37 of 51) of the breast tumors exhibited loss of heterozygosity 
(LOH) at one or more loci at 17p13. The allelic loss patterns of these tumours 
suggest the presence of at least seven commonly deleted regions on 17p13. The 
three most frequently deleted regions were mapped at chromosomal location 
17p13.3 - 17p13.2. Furthermore, the data suggest that different subsets of LOH in 
this region are associated with more aggressive tumor behavior. Additional evi-
dence for the association between the 17p13 genomic region and breast cancer are 
also reported in (Mao et al 2005) and (Ellsworth 2003). Similar findings are re-
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ported for the 17p12 region. In (Shen et al 2000) sixty-three markers are reported 
that display ≥25% LOH, with the highest values being observed on 17p12 (48.4% 
for the well, and ~87% for the poorly differentiated breast tumor cases). 

5 Conclusions and Future Work 

We presented an integrated methodology that enables the discovery of genotype-
to-phenotype associations and predictive models, and supports G2P association 
studies. The methodology is realized in the context of the GG2P scenario being 
implemented with the aid of Web Services and Scientific Workflows and operat-
ing in a grid environment. In particular the ACGT (EU FP6 integrated project) 
Grid infrastructure and its WEEE workflow editing and enactment environment 
were utilized. 

The GG2P workflow was executed on an indicative SNP genotyping experi-
ment (from the ArrayExpress repository) that concerns the hybridization breast 
cancer and normal/control tissue samples. We were able to identify about 100 in-
dicative SNPs that exhibit contrasted homozygosity / heterozygosity profiles, and 
achieve highly discriminant performance figures for the respective phenotypic 
classes. The most highly ranked SNPs exhibit clear loss of heterozigosity patterns, 
a common situation in tumorgenesis. Literature searches provide strong evidence 
about the biological relevance of the findings – the respective SNP’s genomic re-
gions are strongly association with characteristic breast cancer phenotypes. 

Our immediate R&D plans, among other, include: experimentation with other 
public-domain genotyping experiments, and enrichment of GG2P and its 
workflow realization with other data-mining techniques (e.g., clustering, associa-
tion rules mining etc). 
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Cross-platform integration of transcriptomics
data

Georgia Tsiliki, Marina Ioannou and Dimitris Kafetzopoulos

Abstract An increasing number of studies have profiled gene expressions in tumor
specimens using distinct microarray platforms and analysis techniques. With the
accumulating amount of microarray data, one of the most challenging tasks is to
develop robust statistical models to integrate the findings. This article reviews some
recent studies on the field. We also study the intensity similarities between data sets
derived from various platforms, after appropriate rescaling of the measurements. We
found that intensity and fold-change variability similarities between different plat-
form measurements can assist the analysis of independent data sets and can produce
comparable results with those obtained for the independent data set alone.

1 Introduction

With the increasing availability of published microarray data sets there is a need
to develop approaches for validating and integrating results across multiple studies.
The overlap of gene expression signatures of various studies is very small, for ex-
ample between the “Amsterdam” signature [23] and the “Rotterdam” signature [24],
mainly due to the small sample sizes of individual studies and error measurements.
A major concern in the “meta-analysis” of DNA microarrays is the lack of a single
standard experimental platform for data generation. The microarray technologies
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currently in use differ in how DNA sequences are laid on the array, the length of
these sequences, splicing variations and the number of samples measured in each
hybridization. As a result, an important source of technological variability in gene
expression measurements is the platform used.

The increasing number and availability of large-scale gene expression studies
of human and other organisms provide strong motivation for cross-study analyses
that combine existing and/or new data sets. In a cross-study analysis, the data, rel-
evant test statistics or conclusions of several studies are combined. Several studies
have compared measurements across platforms [9] and reported their findings in
terms of reproducibility of results, power increase of studies, validation of gene
signature results [10] [8] [11] [25]. The MAQC Quality Control Consortium, the
FDAs Critical Path Initiative, NCIs caBIG and others are implementing procedures
that will broadly enhance data quality. The MAQC consortium have reported that
proper sample preparation is sufficient to dramatically enhance multi-lab and multi-
platform correlations [16].

However, combining data from different expression studies and possibly different
gene expression platforms poses a number of statistical difficulties due to the differ-
ent processing facilities. As a consequence, measurements from different platforms
cannot be directly combined. Identifying and removing such systematic effects is
the primary statistical challenge in cross-study analysis. We note that technological
differences between studies may be confounded with biological differences arising
from the choice of patient cohorts (e.g. age, gender or ethnicity). In many cases,
technological artifacts are dominant, though care should be taken to verify this, and
one can hope to remove them while leaving biological information intact.

Here we briefly review some recent techniques to minimize error measurements
and safely combine results of studies which address the same biological questions.
Furthermore, we evaluate how the direct use of intensity data from independent data
sets and platforms, can facilitate the statistical analysis of other microarray studies.
An advantage of such an approach is that the same methodology can be used and the
measurement errors can be controlled in the same way for all data sets. Our scope
is to demonstrate that the power of any statistical conclusions can be retained when
the data is enhanced with external data from various platforms. For that purpose our
working example is the classification of ER samples in a breast cancer data set.

1.1 Recent literature review

In general, it will make sense to combine data sets of studies which address the same
questions, or, experiments with some sufficiently similar aspects so that one can
hope to make better inference from the whole than from the experiment separately.
However, in order to compare experiments that are performed on different gene
expression platforms, the first thing one should look at is how to link oligonucleotide
probe sets, spotted sequences, and other microarray features. Typically, a sequence-
specific identifier (GenBank accession number) serves as a reference to the array
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probe sequences. Thus, the first step in a cross-study analysis would be to identify
a subset of genes which are consistently measured across platforms. The next step
would be to derive for each individual data set numerically comparable quantities
from the expression values of genes in the common list by applying specific data
transformation and normalization methods.

The most simple approach to integrate data would be to sample standardize and
gene median center each available data set, and then combine data sets. More sys-
tematic approaches have been proposed for integration of findings from multiple
studies using different array technologies. Particularly, according to [14], there are
several potential approaches to cross-study analysis, depending on what informa-
tion is being synthesized. Existing studies either combine information from primary
statistics (such as t-statistics or p-values) [13] [19] or secondary statistics (such as
gene lists) that are derived from the individual studies [3]. Additionally, other ap-
proaches to meta-analysis of gene-expression data are considered by [4] [15] [12],
which directly integrate the data and then proceed with the analysis.

[22] proposed optimization methods for cross-laboratory and cross-platform mi-
croarray expression data, based on three simple and often employed techniques to
identify discrepancy in expression data sets. They created an experimental design
that compared three functionally different normal tissues: human liver, lung and
spleen. Particularly, they reported that when precision, biological interpretation and
multiple platform data sets were considered together, they allowed for better se-
lection of genes with respect to a particular outcome. They considered precision
and sensitivity measurements which were useful in finding the minimal detectable
fold-change and raw performance values for an array platform. Also, Gene Ontol-
ogy and pathway analyses were considered, which were thought to be a valuable
way of examining and comparing the actual biological interpretation. Differences in
pathways indicated consistency problems which could be quantified by counting the
differentially expressed genes between platforms that moved in different directions.

Along these lines, [25] integrated three independent microarray gene expression
data sets for breast cancer and identified a structured prognostic signature consist-
ing of 112 genes organized into 80 pair-wise expression comparisons. The method
used for integration of data sets was based on the ranks of the expression values
within each sample first introduced in [5]. Since the features were rank-based, data
normalization was not necessary before data integration.

A cross-study normalization method called XPN was suggested by [14], which
based on identifying homogeneous groups of genes and samples in the combined
data. Specifically, they employed k-means clustering independently to genes and
samples of the combined data to identify blocks (or clusters) in the data. Then,
each gene expression value was a scaled and shifted block mean plus noise. Their
model assumed that the samples of each available study fall roughly into one of the
statistically homogenous sample groups identified, and that each group was defined
by an associated gene profile that was constant within each of the estimated gene
groups. They examined three existing breast cancer data sets and reported that XPN
successfully preserved biological information according to ER prediction error rates
while removing systematic differences between platforms.
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The reliability of gene expression across three previously published breast can-
cer studies was evaluated by [4]. They compared the strength of evidence of gene
to phenotype associations across studies and combined effects across studies. Their
methods are implemented by [2] on an R package (www.r-project.org) li-
brary called MergeMaid (http://www.bioconductor.org/packages/
2.2/bioc/html/MergeMaid.html). They defined a reliability score and set
a threshold via permutations to distinguish which were the “reliable” genes in two
study experiments, i.e. the genes consistently measured in all studies. For multi-
study experiments they considered an alternative interclass correlation coefficient
per gene. Finally, they used a between studies combined effect based on the first
eigenvector of a principal component analysis (PCA) of each study, to determine
the genes that are associated with the phenotype.

In order to account for inter-study variation, [3] suggested an “effect size” model
for multiple microarray studies. They defined effect sizes as standardized indexes
measuring the magnitude of a treatment or covariate effect. They suggested the
use of a fixed-effects model (FEM) or a random-effects model (REM) (or alter-
natively a hierarchical Bayesian model) depending on the homogeneity of study
effects. Finally, they measured the statistical significance of their combined re-
sults by permutation tests and FDR calculations. Many of their methods are im-
plemented in GeneMeta R package library (http://www.bioconductor.
org/packages/2.2/bioc/html/GeneMeta.html).

Finally, an interesting approach is that by [15] who applied a two-stage Bayesian
mixture modeling strategy to analyze four independent breast cancer microarray
studies derived from different microarray platforms (spotted cDNAs, Affymetrix
GeneChip, and inkjet oligonucleotides). They derived an inter-study validated 90-
gene “meta-signature” predictive of breast cancer recurrence. Their analysis was
based on the signed conditional probabilities of differential expression as intro-
duced in [12]. Particularly, [12] proposed a Bayesian mixture model transforma-
tion of DNA microarray data with potential features applicable to meta-analysis of
microarray studies, although they employed them in the context of molecular clas-
sification. The basic idea was to estimate the platform independent probability of
over-expression, under-expression or baseline expression for gene sample combina-
tions given the observed expression measurements. Along these lines, [15] reported
that the use of the specific probability measures increased the power of statistical
analysis by increasing the sample size.

There is a great challenge to compare and integrate results across independent
microarray studies. Meta-analysis studies sometimes produce comparable results
even under different logics. Although all approaches, normalization or combination
of secondary results, have their merits, here we proceed with studying the effects of
scaling existing measurements from various platforms as that was suggested by [12].
An important selection criterion for data integration is the measurement correlations
between platforms [18]. Nonetheless, a large number of genes might be lost when
looking at the correlation due to different levels of noise between platforms. We find
that rescaling of measurements should be able to prevent that.
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2 Integrate findings

Here we suggest some characteristics of the data that need to be accounted for when
assimilating results from different studies, and evaluate them in independent data
sets. Particularly, we consider the “translation” procedure of values as that was first
suggested by [12] and it was employed by [15] on the same content. They esti-
mated probabilities of over-expression, under-expression and baseline expression,
and translated the intensity measurements into a probability of differential expres-
sion. The new probability scale can make comparisons between platforms on a uni-
fied scale rather than using gene-specific summaries. For an analytic description of
the method see [15].

We use the four data sets also considered by [15], namely the [20], [21], the
[23], [7] data sets. The first two studies are cDNA microarray studies, the third
is an injekt oligonucleotide array study and the fourth an Affymetrix GeneChip
study. The data sets consist of 305 breast cancer samples in total and 2,555 common
genes. The study-specific breast cancer prognosis signatures have been previously
reported to have a small overlap. [15] suggested that combination of the four in a
probability scale derives a 90 gene meta-signature which is strongly associated with
survival in breast cancer patients. We study their approach in terms of the sample’s
ER status categorization. Furthermore, we suggest a few modifications which seem
to strengthen our results in an independent data set produced with homemade two-
colour spotted arrays from Qiagen V3 human library. All results presented here are
with respect to that independent data set which consists of 34,772 70mer probes and
29 samples (18 ER+ and 11 ER− samples). We refer to that data set as Data1 from
here onwards.

Measurements for all four data sets [20] [21] [23] [7] considered here are on the
so called “poe” scale [15] and vary in the interval [0,1]. Our scope is to measure
the accuracy of sample classification with respect to their ER status by using simple
statistical measures. For that reason, we only consider t-test calculations and Ward’s
hierarchical clustering with euclidean distance. We avoid comparing our results with
those derived when studies are considered individually, since those finding are based
on a more advanced statistical methodology. Thus, our scope is to compare the ER
classification outcome in Data1 samples when it is assisted by external data and
under the same statistical methodology.

2.1 ER signatures when combining data sets

If we consider all 304 samples (one sample from [23] data set had an unknown ER
status and was excluded from further analysis), we find a set of 272 genes adequate
to distinguish the two classes (ER+, ER−). From those we found 75 common with
Data1. There are some common genes with those reported by [23], for example,
for ER categorization. Particularly, [23] reported a set of 550 genes, from which
223 are common with Data1. However, only 12 genes are common between the
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two list and can be found in Data1. In Figure 1 we can see the two ER signatures.
An interesting observation is that both appear to have two mis-calssification errors.
We apply agglomerative hierarchical clustering algorithm to expression ratios using
Euclidean distance metric and Ward clustering algorithm [13].
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Fig. 1 The ER statistically significant genes reported by van’t Veer and those found when we
considered the combined four data sets. Results are shown on Data1.

Alternatively, if we consider the whole of Data1 and apply the same methodology
as before, we find 279 genes able to statistically distinguish ER. We refer to those
results as the Intrinsic Model results. However, it would be interesting to consider
only the genes of Data1 which are common with the [20] [21] [23] [7] data sets.
In this case, 120 statistically significant genes are able to distinguish the two ER
classes. Those results are refer to as the Starting Model results.

2.2 Intensity and fold-change similarities

Many times the intensity measurements vary between platforms for their common
probes. That variability could indicate platform specific effects, or even random
noise due to experiment conditions. In this subsection, we study how that variabil-
ity can affect an ER derived signature which is based on many platforms. For that
reason, we consider only probes that appear to have “similar” values across the four
data sets in terms of magnitude on the “poe” scale. Particularly, since we are inter-
ested on ER classification, we search for genes with similar intensity behaviour in
separately ER+ and ER− samples.

We employ Kruskal-Wallis rank sum tests [6, p.115] per gene, to test the null hy-
pothesis that the location parameters of the distribution of ER+ and ER− samples
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are the same in each of the four data sets. The alternative is that they differ in at
least one. We consider only genes with high p-values for both ER+ and ER− sam-
ples, which based on the test give evidence for accepting the null. The left hand-side
plot of Figure 2 shows the 44 genes that appear to have the same location distribu-
tion parameters for both ER+ and ER− samples across the four data sets. For the
right hand-side plot we consider 100 permutations per gene and finally report only
65 genes with significant permutation based empirical p-values with respect to ER
status. We can observe that the mis-classification errors are three in both cases, how-
ever, permutation procedure is inferior in terms of the number of genes included.
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Fig. 2 The ER statistically significant genes among those with same location distribution parame-
ters for the four data sets, as reported by Kruskal-Wallis sum rank test without or with data permu-
tation techniques. Results are shown on Data1.

Another characteristic of the data is the fold-change behaviour between the ER+
and ER− samples. When we consider genes with the same amount of fold-change
variability across the four data sets, we find that 24 genes, common for the four
data sets and Data1, could distinguish the two ER classes. The genes were selected
to have the same fold-change levels for the four platform measurements examined
here. In Figure 3 we can see that the two ER classes can be well distinguished and
in this case.

2.3 Results

In order to evaluate the approaches suggested before and account for statistical sam-
pling error, we employ multiclass bootstrap resampling techniques and estimate via
probabilistic measures whether clusters of the original data found by hierarchical
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Fig. 3 The ER statistically significant genes with similar fold-change levels among the four data
sets examined. Results are shown on Data1.

clustering are strongly supported by the data. For that reason we calculate two types
of p-values as they are defined in [17]; the approximately unbiased (AU) p-value and
the bootstrap probability (BP) value. AU p-value is computed by multiscale boot-
strap resampling and is thought to be a better approximation to unbiased p-value
than BP value which is computed by normal bootstrap resampling. However, the
AU p-values themselves include sampling error, since they are also computed by
a limited number of bootstrap samples. The null hypothesis in this case is that the
clusters of the data are observed by chance. Clusters with AU p-values higher than
95% are strongly supported by data, i.e. those clusters do not seem to be caused by
sampling error, but may stably be observed if we increase the number of observa-
tions.

[17] suggested that 10 sample sizes for each data set should be examined. Along
these lines, we consider sample sizes equal to the r′ = {0.49,0.6,0.69,0.8,0.89,1.0,
1.09,1.2,1.29,1.4} percentages of the original sample size. For each sample size we
generate 10,000 bootstrap samples. For each bootstrap sample, we apply hierarchi-
cal clustering to obtain the sets of bootstrap replications of dendrograms and com-
pute the BP for observing each cluster. Finally, we estimate AU p-values by fitting a
regression model to the BP values calculated for each cluster and each sample. For
an analytic description of the method see [17].

In Table 1 we report the AU and BP values for the approaches already mentioned
for the two major clusters of the data C0 and C1, where C0 mostly contains ER−
samples and C1 mostly contains ER+ samples. We also report the frequency of mis-
classified samples in C0 and C1, and the number of statistically significant genes with
respect to ER status. Note the decrease in the number of significant genes because
of mapping when information from combined data is used. The results in the first
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row of the table (Intrinsic Model) correspond to clustering results after t-test calcu-
lations are directly employed to Data1, whereas, results in the second raw (Starting
Model) refer to Data1 but only to its common genes with the four data sets. We
consider those values as a baseline for comparison with other approaches suggested
here. The results in the third row (Simple Model) correspond to clustering results
derived from the four merged data sets. Particularly, we found the significant genes,
with respect to the ER status, when the four data sets were considered together and
after Benjamini-Hochberg correction was applied, and applied our finding to Data1.
The Fold-change variability, Kruskal-Wallis (K-W), K-W with Permutations results
correspond to methods presented in section 2.2.

Table 1 We report the AU and BP values from bootstraping, the frequency of mis-classified sam-
ples and the number of statistically significant genes with respect to ER status. For each variable
the two values corresponds to clusters C0 and C1, respectively. K-W corresponds to Kruskal-Wallis
method. Results are reported for Data1.

Approach AU (%) BP (%) Mis-classifications Freq. Num. Genes

Intrinsic Model 88 - 83 69 - 52 0 - 0.182 279
Starting Model 89 - 88 38 - 34 0 - 0.182 120
Simple Model 75 - 79 10 - 8 0.111 - 0.15 75
Fold-change Variability 93 - 95 34 - 34 0 - 0.25 24
K-W 76 - 79 27 - 10 0 - 0.182 44
K-W with Permutations 86 - 78 12 - 7 0 - 0.182 65

We can observe that the K-W and Simple Model results have similar AU p-
values, although the number of significant genes is higher in the second case. How-
ever, they both have smaller AU p-values compared to the Starting Model. Better
results in terms of AU p-values and number of genes, can be observed in the case
of permutation sampling with Kruskal-Wallis tests. The number of genes increases
from 44 to 65 and the AU p-values are elevated supporting the alternative hypothesis
that C0 and C1 clusters are not observed by chance. However, Fold-change Variabil-
ity results exhibit the highest AU p-values, although the number of significant genes
is small compared to that of the other approaches. The mis-classification frequency
is relatively small in all cases, whereas the BP values are variable compared to the
AU.

To prove the power of a high number of independent data sets used, in Table 2
we focus on the fold-change variability results but for only three data sets ([23] [20]
[21]) and two data sets ([23] [21]) chosen at random from the four. We can observe
that our results benefit in terms of AU p-values when information from more data
sets is used.
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Table 2 We report the AU and BP values from bootstraping, the frequency of mis-classified sam-
ples and the number of statistically significant genes with respect to ER status. For each variable
the two values corresponds to clusters C0 and C1, respectively. K-W corresponds to Kruskal-Wallis
method. Results are reported for Data1.

Approach AU (%) BP (%) Mis-classifications Freq. Num. Genes

Fold-change Variability 93 - 95 34 - 34 0 - 0.25 24
F-c V 3 data sets 70 - 75 25 - 20 0 - 0.182 29
F-c V 2 data sets 63 - 69 20 - 19 0 - 0.143 31

3 Conclusions

We considered how information from studies using various platforms can facilitate
the search for significant genes with respect to the categorization of ER samples. Our
analysis focused on ER status classification although other parameters, binary or
continuous such as breast cancer prognosis, could be studied. An obvious limitation
of such approaches is the restriction of the study to only annotated common probes.

We studied the effect of rescaling measurements from four platforms to a com-
mon scale and use the information obtained by that data. We employed resampling
techniques to minimize sampling error and variability introduced by the different
platforms. Our results were compared to those obtained from direct analysis of
data, and were thought to be able to describe properties of independent data sets.
Particularly, we found that an important property in such kind of analyses is the
fold-change variability of common probes across various studies. The performance
of K-W analysis was also comparable to that of direct analysis, when data was en-
hanced with permutations. In all cases, gain in terms of AU p-values resulted in loss
of some genes. Overall, we showed that knowledge from numerous data sets pro-
duced under the same biological question, can greatly assist the statistical analysis
of independent data sets.
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Method for relating inter-patient gene copy
numbers variations with gene expression via
gene influence networks

Sylvain Blachon, Gautier Stoll, Carito Guziolowski, Andrei Zinovyev, Emmanuel
Barillot, Anne Siegel and Ovidiu Radulescu

Abstract During tumorigenesis, genetic aberrations arise and may deeply affect
the tumoral cell physiology. It has been partially demonstrated that an increase of
genes copy numbers induces higher expression; but this effect is less clear for small
genetic modifications. To study it, we propose a systems biology approach that en-
ables the integration of CGH and expression data together with an influence graph
derived from biological knowledge. This work is based on 3 key ideas. 1) Inter-
individual variations in gene copy number and in expression allow to attack tumor
varability and ultimately adresses the problem of individual-centered therapeutics.
2) Confronting post-genomic data to known regulations is a good way to check the
soundness and limits of current knowledge. 3) The abstraction level of qualitative
modeling allows integration of heterogeneous data sources. We tested this approach
on Ewing tumor data. It allowed the definition of new biological hypotheses that
were assessed by random permutation of the initial data sets.
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Abreviations : GCNv = Gene Copy Number Variation ; ELv = Expression Level
Variation; ES = Ewing Sarcoma

1 Introduction

Relating genomic instabilities to gene expression is a difficult challenge which is
not yet completely resolved. The biological hypothesis is that a gene amplified ge-
nomically (in tumor cells for example) induces a higher expression.

Relating gene expression profiles to gene copy numbers was mostly performed
using correlation analyzes, in order to find candidate genes serving as markers or as
potential targets for therapy [12].

However, these correlation analyzes cannot explain all gene behaviours : in the
best case, 50% of them can be explained [7, 10]. This proportion is much weaker for
tumors that have less instabilities (like Ewing sarcoma) than more common tumors,
like breast cancers. Hence, on those tumors, it appears difficult to extract relevant
global properties to relate CGH data to tumor outcomes [8, 16, 11, 1] or to gene
expression [3, 15].

We proposed new method for the study of genomic instabilities in tumors, based
on the systems biology approach. In this approach, we include the biological pro-
cesses that regulate transcription through the dynamics of one or several networks of
interacting molecules. In such a model genes, transcripts and proteins are network
components. The simple process one-gene-one-transcript-one-protein is replaced by
a more global point of view involving all the connections among the network com-
ponents.

In order to deal with small genetic modification, we adopt a more mechanis-
tic approach to genetic variability via a network model. Genetic variability, having
nowadays interesting perspectives in personalized medicine, has been addressed by
various biologists since Darwin. The idea that interaction between genes can mod-
ulate the effects of this variability can be traced back to Conrad Waddington, whose
chreods can be interpreted as representations of the “elastic” response of gene net-
works. Here, gene-gene interactions can stabilize the effect of genetic variability.
However, this can be done only up to a certain extent, as some variability is neces-
sarily persistent. The persistent variation is not entirely random, it bares information
on the network.

Based on these ideas, a framework was conceived to address the following ques-
tions :

• how are gene copy number (GCN) and expression level (EL) variations related?
• is a (theoretical) gene regulation model consistent with (real life) observed vari-

ations in patient pairs? If so, what is the GCN contribution to consistency?

This framework is based on qualitative reasoning which formalizes biological
interactions [13] and is efficient 1 on large scale regulatory networks [5, 17].

1 see also the web interface : http://www.irisa.fr/symbiose/bioquali
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We applied our methods to Ewing sarcoma: it is a pediatric bone tumors that
originate from a translocation t(11;22)(q24;q12), producing a chimeric gene : EWS-
FLI1 [2]. This chimeric gene is thought to act as an aberant transcription factor. A set
of target genes that can be either activated or repressed has been already discovered
[14].

2 Available data and model for Ewing sarcoma

2.1 Data description and preprocessing

A home made Comparative Genomic Hybridization (CGH) array was built in-house
at Institut Curie (3920 probes 60 bp long covering all the chromosomes). CGH data
were produced on a set of 47 tumors, including 7 cell lines.

Among the 39 remaining tumors 2, 12 were diagnosed as metastatic tumors be-
fore analysis and therapy. After analysis and therapy, on the 27 remaining tumors,
10 evolved in metastasis while 17 remained localized tumors.

An Affymetrix U133A chip was used to measure expression levels on the biop-
sies of patient tumors. Microarray data were normalized by the GC-RMA technique.

Breakpoint detection on CGH data was performed using GLAD algorithm[6].
GLAD allows CGH level smoothing in a given genomic region flanked by two
breakpoints.

2.2 Model description

A gene regulation model involving 130 genes, including EWS−FLI1, was designed
within SITCON project [4]. The genes/pathways included in this network model
were indentified by analysis of transcriptome time series on Ewing cell lines. The
logical connections between genes are based on 1) scientific literature and 2) man-
ually curation of TRANSPATH [9] database. Main tumor phetnypes are included in
this network: cell cycle regulation, apoptosis and cell migration.

3 Systems biology method for analyzing genetic and expression
variations

Our methodology aims at confronting pairwise variations with the (EWS−FLI1)
gene network model described above.

2 One was too noisy and was discarded from the analysis
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In order to cope with genetic variability in gene networks, we represent differ-
ences between individuals as perturbations of the network. Biologically, the hypoth-
esis is that data obtained on a cell population coming from a tumor biopsie reflect
a molecular steady state. For a patient pair, the whole set of observed variations
describes the qualitative differences between the two steady states. This can be co-
herently done in a framework that was first introduced in [13], based on interaction
graphs and qualitative equations.

3.1 Qualitative equations

Consider a network of n interacting components. The interaction model is the di-
graph G = (V,E), V = {1, . . . ,n}. There is an edge j → i ∈ E if j influences the
production of i. Edges are labelled by a sign {+,−} which indicates whether j ac-
tivates or represses the production of i. Let us denote by sign(δXi) ∈ {+, –, ?} the
sign of the variation of i between two conditions, and by sign( j → i) ∈ {+,–} the
sign of the edge j → i in the interaction graph.

For every predecessor j of i, sign( j→ i)∗ sign(X j) provides the sign of the influ-
ence variation of j on the species i. Notice that this can be either positive (increased
activation or decreased repression) or negative (decreased activation or increased
repression). Then, the constraints that the network imposes on the variations can be
expressed as qualitative equations:

sign(δXi)≈ ∑
j→i

sign( j → i)sign(δX j). (1)

The sign algebra is summarized in the following table.
++– = ? +++ = + +×– = – +×+ = +
–+– = – –×– = + ?+? = ? ?×? = ?
?+– = ? ?++ = ? ?×– = ? ?×+ = ?

+ 6≈ – ?≈ + ?≈ –

3.2 Taking into account genetic variations

In order to take into account the genetic variability of the patients we introduced new
qualitative variables representing, for a given pair of patients, the GCN variations.
The corresponding nodes in the interaction digraph will be called “gene nodes”.
There is one gene node for each gene considered and in our analysis we kept a set
of 126 genes. The remaining nodes are either mRNA or protein nodes occurring in
the (EWS−FLI1) network.
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The central hypothesis here is that gene nodes act directly and positively on the
mRNA nodes in the network.

To summarize, the interaction model contains:

1. gene nodes : the sign stems from GCN variation between two patients,
2. mRNA nodes : the sign stems from EL variation between two patients,
3. proteins : the sign stems from protein activity variation between two patients.

GCN variations and EL variations come from CGH and microarray data. The
protein activity variations remain unknown but can be predicted thanks to our for-
malism.

3.3 Encoding variations

For each gene k, we define GCNvk
i, j = CGH(i,k)−CGH( j,k), where CGH(i,k) is

the CGH level of the gene k in the patient i smoothed by GLAD algorithm. When
| GCNvk

i, j |> 0,2 the variation is considered as significant [6].
Similarly, for gene expression variation ELvk

i, j = EL(i,k)− EL( j,k), where
EL(i,k) is the mean expression level measured by Affymetrix probes corresponding
to the gene k in the patient i. To evaluate the significance of the variation, a Student
test was used on the set of probesets measuring EL(i,k) with an alpha risk of 5%.

Both for gene and mRNA nodes, significant variations are encoded + or –. The ?
sign is used for nodes that are undetermined at various steps of our calculations.

3.4 Consistency analysis

For each pair of patients, we solve the system of qualitative equations (1), aug-
mented by the information on signs coming from data. If there are solutions, the
system is declared compatible. In case of compatibility some nodes have the same
unique sign in each one of the many possible solutions. The unique signs of these
nodes (called hard components) are predictions of the model. By this, the signs on
protein nodes are predicted.

If no solution can be found, a localization of the source of conflict is attempted by
subsystem analysis. First, all local violations (meaning that at least one equation (1)
is violated by data information) are declared “local inconsistencies”. All locally in-
consistent patterns have the same structure : one node together with its predecessors.
All the other situations are declared “global inconsistencies”. Globally inconsistent
patterns are more complex (they contain at least two nodes with their respective
predecessors).

Notice that testing the consistency and looking for sources of conflicts is ac-
tually a NP-hard question. It appears that the topology of the network allows to
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handle these questions. We used decision diagrams, a data structure meant to repre-
sent functions on finite domains; it is widely used for the verification of circuits or
network protocols. Using such a compact representation of the set of solutions, we
proposed efficient algorithms for computing solutions of the systems, predictions,
and other properties of a qualitative system [17].

3.5 Monte Carlo estimates for statistical significance of consistency

Consistency could occur also by chance. In order to estimate the significance of
consistency results, we used random perturbations and Monte Carlo estimates of
the mean numbers of pairs of patients for which random data is consistent with the
network.

For a pair of patients (i,j), let us note:

1. C+
i, j and C−i, j the set of genes for which the gene copy numbers vary positively,

resp. negatively, between the patients i and j.
2. E+

i, j and E−i, j the set of genes for which the gene expressions vary positively, resp.
negatively, between the patients i and j.

Straightforwardly, C+
i, j ∩C−i, j =® and E+

i, j ∩E−i, j =®
The qualitative equations (1) were solved with N = 1000 data sets (each data

set contains P(P− 1)/2 patient comparisons, where P is the number of patients)
produced by randomly permuting the elements contained in C+

i, j, C−i, j, E+
i, j and E−i, j.

For each random dataset, consistency was tested. In case of consistency, predic-
tions on network nodes were computed. Each random dataset r is consistent NC

r
times, locally inconsistent NLI

r times and globally inconsistent NGI
r times. Note that

NC
r +NLI

r +NGI
r = P(P−1)/2.

The distributions of NC, NLI and NGI provide the estimates for the number of
consistent and inconsistent pairs with random data we are looking for.

4 Results

In this section, we apply our method to Ewing sarcoma data. We show results for a
couple of questions - the first concerning the relation between GCNv and ELv ; the
second concerning the model consistency tests and the impact of GCNv on them.
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Fig. 1 Repartition of the CGHv+ and CGHv− cardinals in the 741 patient pairs. Each point
represents at least one patient pair - the number of patient pair is color-coded according to the
palette on the right. Observe that a lot of patient pairs have few CGHv. The higher peak is the point
(0,0) on which 164 patient pairs aggregate.

4.1 Discovering links between gene copy number variations and
expression level variations

How are Gene Copy Number variations (GCNv) and Expression Level variations
(ELv) related ?

GCNv and ELv were evaluated for each gene and each patient pair. There are 39
patients, thus 741 patient pairs.

First, the Figure 1 and Figure 2 show the repartition of the variation numbers in
the patient pairs.

It is striking to see the difference in variation repartitions. GCNv are less frequent
but also mainly distributed along the x and y axis. This is coherent with the relative
genome stability of ES.

In spite of this general trend, some ES can exhibit a high number of GCNAs.
When these unstable tumors are compared to rather stable tumors, imbalances are
favored in one sense rather than the other, giving this picture with most of the pairs
around the 0,0 point and distributed along the x and y axis.

A different picture can be observed with expression data. Variations are more
frequent and distributed in a larger area, showing a rather homogeneous variability
of ELv among the patient pairs.

From these figures, one can imagine that GCNv and ELv are independent vari-
ables.
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Fig. 2 Repartition of the ELv+ and ELv− cardinals in the 741 patient pairs. Each point rep-
resents at least one patient pair - the number of patient pair is color-coded according to the palette
on the right. The distribution is much different than the vCGH one.

To verify this, a Pearson χ2 independence test was performed under the null
hypothesis that GCNv and ELv are two independent variables. The repartitions and
contributions to the χ2 score are shown in Table 1.

χ2
PPPPPPELv

GCNv 0 + - ?

Observed

0 53117 2197 2598 14447
+ 6969 294 573 1948
- 6781 550 283 2127
? 1194 38 32 218

Expected

0 52547 2386 2701 14523
+ 7132 323 365 1964
- 7101 321 364 1955
? 1080 49 55 297

Contribution to Chi2
0 2,59 15,0 3,98 0,40
+ 3,74 2,54 118,09 0,13

- 14,4 162,91 17,9 15,10
? 11,96 2,42 9,84 21,23

Table 1 Pearson χ2 Independence test. χ2 = 402,2À 27,88, the χ2 value for 9 freedom degrees
with an alpha risk of 0,001. The major contribution is given by situations where a gene changes in
an anti-correlated way in GCN and in EL. The “?” sign corresponds to cases when a probe signal
in at least one experiment is too noisy to assess the variation sign.
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The χ2 statistics equals 402, much greater than the value for an alpha risk of
0,1%., with 9 freedom degrees. The null hypothesis can be confidently rejected.
This confirms that GCNAs can affect transcription in ways that can be investigated
by comparing pairs of patients.

Moreover, the major contribution occurs when GCNv and ELv have opposite
signs. This is even more striking on the whole gene set (χ2 = 88761 ; contribution
of GCNv and ELv having opposite sign = 83,7%). This was clearly unexpected and
it is highly counter-intuitive.

We will show that our qualitative reasoning method allows to find explanations
to this surprising phenomenon.

4.2 Checking the EWS-FLI1 regulation model

To address this issue, we used a systems biology approach based on the qualitative
analysis to confront an interaction model with CGH and expression data.

The consistency analysis raw results are shown on Figure 3.
We were concerned with two main questions:

• In which proportion is the EWS-FLI1 network model consistent with real data?
In cases of inconsistency, what does this tell about the model?

• Is information contained in CGH data useful to uncover regulations ?

4.2.1 Explaining inconsistencies

On real data including GCNv influences, the model is consistent with the data in 317
patient pairs (42,8% of the 741). Additionally, 314 (42,4%) local inconsistencies and
110 (14,8%) global inconsistencies were found.

Understanding the incompatibility sources may help to focus on the model weak-
nesses. First, it is necessary to analyze the sources of local inconsistencies, the most
numerous ones.

All the local inconsistencies have the same origin : a patient pair (i, j) where
there is at least one gene k for which : GCNv(i, j,k) =−ELv(i, j,k). We call this an
anticorrelated variation.

This is not a rare case: from the Table 1, there are 1123 cases in the 741 patient
pairs. They are spread in 367 patient pairs and involve 67 genes.

Hence, 367 local inconsistencies were expected. This means that 50 pairs that
were expected to be locally inconsistent were explained by the model.

More precisely, on the 67 genes that are involved in anticorrelated variations,
23 are never involved in local consistencies This is due to the presence in the net-
work model of at least one transcription regulation on those genes. Those explained
locally inconsistent influences appear 414 (36,9%).

In other words, local inconsistencies point to the lack of transcription regulations
in the model. Adding them can potentially remove all local inconsistencies.
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Fig. 3 Consistency global results on patient data and randomized data. real+CGH means that
the model was confronted to patient data including all GCNv influences. rand +CGH means that
the model was confronted to randomized data including all random GCNv influences. real−CGH
means that the model was confronted to ELv observed on patient data without GCNv influences.
realcurCGH means that the model was confronted to patient data without the unexplained anti-
correlated vCGH / ELv. rand−CGH means that the model was confronted to randomized data
without random GCNv influences.

The global inconsistencies point to other model weaknesses. Unfortunately, our
solver is not able to localize the whole set of inconsistent subgraphs (see section 2)3.

Only 33 influences are involved in the inconsistent set we obtained. All of
themare implied in transcription regulation, including: T P53, E2F1 and EWS−
FLI1.Therefore, our method allows to focus on subgraphs of a complex model that
need refinement to become consistent with observations.

4.2.2 CGH data increase the consistency between the data and the model

To assess what relevant information is contained in CGH data, it can be useful to :

• reproduce the consistency analysis without taking into account the anticorrelated
variations that remain unexplained by the model ;

• compare the result to the consistency analysis when GCN influences are removed
(by taking into account only ELv, hence discarding CGH information).

This analysis gave the results shown in Figure 3. Without CGH information,
the model is consistent with ELv alone in 525 (70,9%) patient pairs. Using CGH

3 Notice that a more powerful implementation of constraints solver, with Answer Set Programming,
will be soon available to overcome this technical problem.
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Fig. 4 Inconsistent subgraph without GCNv influences on the patient pair (EW57,EW58).
Observed signs of gene expression variation are circled. The star points to the inconsistency local-
ization, here the mRNA IGFBP3 node.

information on the genes having transcription regulators, the model is consistent
with ELv and GCNv in 528 (71,3%) patient pairs.

In 3 cases, the model becomes consistent thanks to information from CGH data.
To understand better the impact of GCNv influences, the 3 inconsistent subgraphs

were represented using Cytoscape software. The Figures 4 and 5 show an example
of this analysis.

On this example, the inconsistency is localized on the mRNA IGFBP3 node.
IGFBP3 is positively targeted by a set of regulators, except EWS−FLI1 that was
shown to inhibit IGFBP3. However, between the two patients, given the observa-
tions, mRNA IGFBP3 should be activated. This is not the case, producing the in-
consistency.

The IGFBP3GCNv proposes an explanation to this phenomenon : due to its neg-
ative variation between the two patients, the negative IGFBP3ELv can be under-
stood. A biological interpretation for such a pattern can be: despite the positive sig-
nals arising from various regulators, the difference in gene copy number is sufficient
to decrease IGFBP3EL.

Obviously, this hypothesis must be confirmed by experimental validation.
To conclude, CGH data bring information on local variations that have an influ-

ence on the EWS−FLI1 network model.

4.2.3 Assessing the statistical quality of consistency frequencies

In order to assess the quality of consistency tests, a randomization of input data was
performed using 1000 random permutation on GCNv and ELv for each patient pair.
The 741000 data sets with GCNv were confronted to the EWS-FLI1 model; the same
analysis was repeated on the same datasets without considering GCN influences.
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Consistency analyzes with and without GCN influences were performed to be
compared to results on real datasets. Results are exposed in Figure 3. This shows
that there are less consistencies and proportionally more inconsistencies on random
data than on real data.

The distribution of consistency frequency distribution obtained for the 1000
datasets including GCN influences follows a normal distribution (µ = 279, σ = 10,1
- Kolmogorov-Smirnov normality test value = 0,0289 < 0,0386 , the bilateral value
for an alpha risk of 5%).

Given such a distribution, the probability to obtain a consistency frequency equal
to or greater than 3174 equals 3,79%.

Similarly, the distribution of the consistency frequency distribution obtained on
the 1000 datasets without GCN influences (see Figure 6). The distribution follows a
normal distribution (µ = 446, σ = 12,5 - Kolmogorov-Smirnov normality test value
= 0,0251 < 0,0386 , the bilateral value for an alpha risk of 5%).

Given such a distribution, the probability to obtain a consistency frequency equal
to or greater than 525 5 equals 1,31.10−10. This probability is even lower for the
real data set using GCN explained by the model6.

This proves that one can trust the consistency frequency obtained on real data
sets.

However, it is surprising to observe such a high number of consistent cases on
randomized data sets. We are currently investigating the reasons. Two hypotheses
motivate us :

+
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gene_IGFBP3

-

gene_CDKN2A

-

Fig. 5 Subgraph with GCN influences on patient pair (EW57,EW58). Observed signs of gene
expression variation are circled. The IGFBP3GCN varies negatively between the two patients and
resolves what was previously an inconsistency between the model and ELv alone.

4 the consistency frequency obtained on real data set without GCN.
5 The consistency frequency obtained on real data set without GCN.
6 The consistency frequency obtained on real data set with the GCN influences explained by the
model equals 528.
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Fig. 6 Consistency frequency distribution for randomized data without vCGH influences. The
distribution follows a normal distribution (µ = 446, σ = 12,5). It must be compared to the consis-
tency number obtained on real data without GCNv influences (525) and with GCNv explained by
the model (528).

• the network topology may be robust to random variations;
• there is an effect of the number of constraints imposed by observations - as there

is a variability in | GCNv | and | ELv | as shown on Figure 1 and 2.

A simple way is to test wether a significant correlation exists between |GCNv(i, j) |
and of | GCNv(i, j) | and the consistency for each patient pair (i, j).

5 Discussion

Given the difficulties to analyze CGH data on ES tumors, we propose to change
of paradigm and propose a systems biology approach dedicated to invesitgate the
inter-patient variability simultaneously at genomic and transcriptomic levels and
their compatibility with a EWS-FLI1 gene regulation network.

This study addresses two main issues: 1) the link between CGH and expression
pairwise variations in 39 ES; 2) the consistency between a EWS−FLI1 model and
these variations.

To handle the first question, interesting representations of patient pairs as func-
tions of GCNv and of ELv cardinalities were produced. It appears that the patient
pair distribution following GCNv is highly different from its counterpart following
ELv. This shows that patient pairwise comparisons exhibit different transcriptomic
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and genomic variability patterns. One could be mistaken in interpreting this as the
result of an independence between the variables GCNv and ELv.

The χ2 independence test states that these two variables are undoubtely related.
This agrees with biological intuition: when a gene copy number increases, the gene
expression level is expected to increase - and vice versa.

However, surprisingly, the major dependency contribution comes from anticor-
related variations. This is true for the whole set of measured genes. This suggests
the existence of a feedback regulation of genes present in altered regions that coun-
teracts GCN imbalances.

The EWS−FLI1 network model is able to deal in part with these anticorrelated
variations : no gene having at least one transcriptional regulation appears in local
inconsistencies. On the contrary, if a “deficient gene” does not have a transcription
regulation, it will be involved in a local inconsistency if its GCNv and ELv appear
anticorrelated. Thus, our method points to the model incompleteness. Adding miss-
ing transcription regulations can potentially remove all local inconsistencies.

To answer the second question, the compatibility of the EWS-FLI1 model with
the pairwise genomic and transcriptomic variations was verified. It appears that the
model is consistent with expression data in more than 70% of the cases after having
silenced the “deficient gene” GCNv influence.

3 cases that were inconsistent using ELv alone become consistent. The analysis
of these inconsistent subgraphs shows that some ELv that were unexplained by the
model could be explained by local GCN variations. This suggests that local GCN
variations carry valuable information that can propagate through the interactions.
This result validates the capacity to investigate such local effects of GCNv by our
approach.

Finally, we compared our results to 1000 randomized datasets. It appears that the
consistency frequencies obtained on real datasets cannot be obtained by chance.

Another intriguing phenomenon appeared during this latter analysis: we did not
expect so high consistency frequencies on randomized datasets. We are currently
studying wether this is related to the genomic and transcriptomic variation number
or whether this is a consequence of the intrinsic network robustness.

Biological system robustness may be the key to understand apparent contradic-
tions in experimental data on ES. Let us consider the following paradox: the exis-
tence of a general trend that relates genetic instabilities to worst prognosis is op-
posed to the difficulty of finding repeated and specific genetic disorders linked to
tumor outcomes.

If we consider that genetic instability acquisition is a stochastic process, stem-
ming from a disturbed DNA repair machinery, it is likely that the largest part of
genetic disorders have no individual effect on the cell physiology. This may result
from a negative feedback control.

In the same time, it is also possible that, in exceptional cases, a specific gene
disorder manages to overcome feedback and have visible effects on cell physiology.
EWS−FLI1 itself is an extreme example.
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As future work, we intend to use our method to detect these exceptional cases.
We already proved that in a very limited number of cases (3 on 216 inconsistencies)
the information on GCNv carried by specific genes can explain an unusual network
behavior.

The novel hypothesis that outcomes from this work is that genetic disorder accu-
mulation can have a global impact by increasing the probability that a specific gene
disorder has consequences on a stabilized network. We expect that such events will
be found more frequently in metastatic tumors than in non metastatic ones.
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Abstract. Moving towards the realization of genomic data in clinical practice, and 
following an individualized healthcare approach, the function and regulation of 
genes has to be deciphered and manifested. This is even more possible after the 
later advances in the area of molecular biology and biotechnology that have 
brought vast amount of invaluable data to the disposal of researchers. Two of the 
most significant forms of data come form microarray gene expression sources, and 
gene interactions sources – as encoded in Gene Regulatory Pathways (GRPs). The 
usual computational task involving microarray experiments is the gene selection 
procedure while, GRPs are used mainly for data annotation. In this study we 
present a novel perception of these resources. Initially we locate all functional 
paths encoded in GRPs and we try to assess which of them are compatible with 
the gene-expression values of samples that belong to different clinical categories 
(diseases and phenotypes). Then we apply usual feature selection techniques to 
identify the paths that discriminate between the different clinical phenotypes pro-
viding a paradigm shift over the usual gene selection approaches. The differential 
ability of the selected paths is evaluated and their biological relevance is assessed. 
The whole approach was applied on the Wilm’s tumor domain with very good and 
indicative results. 

1. Introduction 

The interdisciplinary research field of molecular biology and bioinformatics is 
continuously enriched by the advances in many areas such as sequence analysis, 
genome annotation and analysis of gene and protein regulation. These advances 
have brought to the present the post-genomic era where, as the basic knowledge is 
tamed, we are mainly seek for methods that integrate various and heterogeneous 
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types of established biological knowledge. The major question to deal with relates 
to the regulation of the function of genes, targeting the ways that this function af-
fects the overall phenotype of a living organism. A first step towards this is the 
combined processing of clinical and genomic data. Clinical data as the explicit ex-
pression of the phenotypic features of an organism should be integrated with the 
genomic data that represent the genotypic signature of the organism. This effort 
can help researchers to gain insights about the role of gene function in pathology, 
locate the risks and susceptibilities of each unique person and thus, provide indi-
vidualized healthcare [1]. 

From a biology point of view, the goal is to provide a systematic, genome-scale 
view of genes interactions and functionality [2]. The advantage of this approach is 
that it can identify emergent properties of the underlying molecular system as a 
‘whole’ – an endeavor of limited success if targeted genes, reactions or even mo-
lecular pathways are studied in isolation [3]. Individuals show different pheno-
types for the same disease – they respond differently to drugs and sometimes the 
effects are unpredictable. Many of the genes examined in early clinico-genomic 
studies were linked to single-gene traits, but further advances engage the elucida-
tion of multi-gene determinants of drug response. Differences in the individuals’ 
background DNA code but mainly, differences in the underlying gene regulation 
mechanisms alter the expression or function of proteins being targeted by drugs, 
contribute significantly to variation in the responses of individuals. The challenge 
is to accelerate our understanding of the molecular mechanisms of these variations 
and to produce targeted individualized therapies. 

In this paper we present an integrated methodology that couples and ‘amalga-
mates’ knowledge and data from both Gene Regulatory Pathway (GRP) and Mi-
croarray (MA) gene-expression sources. The methodology comprises two main 
parts. In the first part we decompose a number of targeted pathways – pathways 
involved in particular disease phenotype, into all possible functioning paths (i.e., 
part of a molecular pathway). Then, by introducing gene expression knowledge 
from a MA experiment we rank all paths according to the ‘compatibility differ-
ence’ they exhibit among the samples of different clinical phenotypes. In the 
second part of the methodology we substitute genes with paths and gene expres-
sion with compatibility value ranks. At the end we apply feature selection tech-
niques to identify those functional paths that differentiate between the targeted 
phenotypic classes, and we assess their prediction power (classification) perfor-
mance. As a proof of concept we apply the technique on a microarray experiment 
that targets the Wilms’ tumor (WT; nephroblastoma) disease. We were able to 
identify significant paths in various molecular pathways that reveal distinct me-
chanisms between different WT phenotypes. The targeted WT phenotypes concern 
the tumor grade histological feature. Results are discussed about their biological 
relevance. 
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A preliminary implementation of the methodology is made in a system called 
MinePath. MinePath aims to uncover potential gene-regulatory ‘fingerprints’ and 
mechanisms that govern the molecular and regulatory profiles of diseases.  

2. MAs and GRNs as sources of biomedical knowledge 

2.1. Microarrays 

Microarrays [4], [5] are devices able to measure simultaneously the expression of 
thousands of genes, revolutionizing the areas of molecular diagnostics and prog-
nostics. A number of pioneering studies have been conducted that profile the ex-
pression-level of genes for various types of cancers such as leukemia, breast can-
cer and other tumors [6], [7]. The aim is to add molecular characteristics to the 
classification of diseases so that diagnostic procedures are enhanced and prognos-
tic predictions are improved. These studies demonstrate the great potential and 
power of gene-expression profiling in the identification and prediction of various 
disease phenotypes and prognostic disease factors. 

Gene-expression data analysis depends on Gene Expression Data Mining 
(GEDM) technology, and the involved data analysis is based on two basic ap-
proaches: (a) hypothesis testing - to investigate the induction or perturbation of a 
biological process that leads to predicted results, and (b) knowledge discovery - to 
detect underlying hidden-regularities in biological data. For the latter, one of the 
major challenges is gene-selection [8], [9]. Possible prognostic genes for disease 
outcome, including response to treatment and disease recurrence, are then selected 
to compose the molecular signature (gene-markers) of the targeted disease. 

2.2. Gene Regulatory Pathways 

GRPs are network structures that depict the interaction of DNA segments during 
the transcription of genes into mRNA. The prominent and vital role of GRPs in 
the study of various biology processes is a major sector in contemporary biology 
research, where numerous thorough studies have been conducted and reported 
[10], [11]. From a computational point of view, GRPs can be conceived as analo-
gue of biochemical computers that regulate the level of expression of target genes 
[12]. Each network has inputs, usually proteins or transcription factors that initiate 
the network function. The outputs are usually certain proteins (encoded by specific 
genes). The network by itself acts as a mechanism that determines cellular beha-
vior where the nodes are genes and edges are functions that represent the molecu-
lar reactions between the nodes. These functions can be perceived as Boolean 
functions, where nodes have only two possible states (“on” and “off”), and the 
whole network being represented as a simple directed graph [13]. The notion of 
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GRPs is by itself an abstraction of the underlying chemical dynamics of the cell, 
thus the expectation of high reliability in terms of modeling is limited. It is indica-
tive that most of the relations in known and established GRPs have been derived 
from laborious and extensive laboratory experiments and careful study of the ex-
isting biochemical literature. Thus GRPs are far from being complete, at least with 
respect to their ability to capture and model all the internal cell dynamics of com-
plex living organisms. 

Current efforts focus on the reconstruction of GRPs by exploring gene-
expression data. For example in [14] it is reported that network topologies, as ex-
tracted from gene co-expression events, could discover motifs and regulatory hubs 
that can characterize the entire cellular states and guide further pharmaceutical re-
search. Very few methods of gene regulatory inference are considered superior, 
mainly because of the intrinsically noisy property of the data, ‘the curse of dimen-
sionality’, and the lack of knowledge about the ‘true’ underlying structure of the 
networks. 

The study of the function, structure and evolution of GRPs in combination with 
microarray gene-expression profiles and data is essential for contemporary biolo-
gy research. First of all, researchers have uncovered a multitude of biological 
facts, such as protein properties and genome sequences. But this alone is not suffi-
cient to interpret biological systems and understand their robustness, which is one 
of the fundamental properties of living systems at different levels [15]. This is 
mainly because cell, tissues, organs, organisms or any other biological systems de-
fined by evolution are essentially complex physicochemical systems. They consist 
of numerous dynamic networks of biochemical reactions and signaling interac-
tions between active cellular components. This cellular complexity has made it 
difficult to build a complete understanding of cellular machinery to achieve a spe-
cific purpose [16]. To circumvent this complexity microarrays and molecular net-
works can be combined in order to document and support the detected and pre-
dicted interactions [17]. The advances and tools that each discipline carries can be 
integrated in a holistic and generic perspective so that the chaotic complexity of 
biology networks can be ‘screened’ and traced down. 

2.3. Coupling MAs and GRPs 

Microarray experiments involve more variables (genes) than samples (patients). 
This fact, leads to results with poor biological significance. There is an open de-
bate whether we should concentrate on gathering more data or on building new al-
gorithms in order to improve biological significance. Simon et al. in [18] pub-
lished a very strict criticism on common pitfalls on microarray data mining while 
in [19] comments about the bias in the gene selection procedure are presented. 
Moreover, due to limitations in DNA microarray technology higher differential 
expressions of a gene do not necessarily reflect a greater likelihood of the gene be-
ing related to a disease and therefore, focusing only on the candidate genes with 
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the highest differential expressions might not be the optimal procedure [20]. 
Another significant aspect is the noisy content microarray experiments. Appropri-
ate statistical analysis of noisy data is very important in order to obtain meaningful 
biological information [21], [22]. Evidence on this is given by the fact that differ-
ent methods produce gene-marker lists that are strikingly different [23]. As a re-
sult, and because the immature state of microarray technology, reproducibility of 
microarray experiments and the accompanied statistical prediction models are 
pretty low, except when protocols are uniformly and strictly followed [24], [25]. 

In the light of the aforementioned observations and in order to overcome the 
posted limitations we have to consider MA-based gene-expression profiles just as 
an instance of biological information, strongly connected - rather than isolated, 
from other sources of related biological knowledge. In other words, gene-
expression profiles should be examined, explored and interpreted not as ‘static’ 
but as instances of the underlying regulatory framework, as encoded by estab-
lished and known GRPs. 

3. Methodology 

Existing GRPs databases provide us with widely utilized networks of proved mo-
lecular validity. The most known are network that describe important cellular 
processes such as cell-cycle, apoptosis, signaling, and regulation of important 
growth factors. Online public repositories contain a variety of information that in-
cludes not only the network per se but links and rich annotations for the respective 
nodes (genes) and edge (regulation). In the current study we utilize the KEGG 
pathways repository. KEGG provides a format representation standardized by its 
own markup description language (KGML). 

The gene regulatory relations we consider are restricted to what might be ob-
served in a microarray experiment: a change in the expression of a regulator gene 
modulates the expression of a target gene mainly via protein-DNA interactions. In 
other words, there are genes that causally regulate other genes. A change in the 
expression of these genes might change dramatically the behavior of the whole 
network. The identification and prediction of such changes is a challenging task in 
bioinformatics. Moreover, we have to identify real, true networks and use them as 
scaffolds [26] to methods that infer gene regulatory networks out from gene ex-
pression data. This approach can aim several areas of biology research such as ge-
nomic medicine [27], microarray data mining [28] and phylogenetic analysis [29]. 
We have implemented our approach on coupling GRPs and MA data in a system 
called MinePath. 

3.1. Pathway decomposition 

MinePath relies on a novel approach for GRP processing that takes into account 
all possible functional interactions of the network, the network’s scaffolds. The 
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different GRP scaffolds correspond to the different functional paths that can be 
followed during the regulation of a target gene. 

 

 

Fig. 3.1. Funtion-path decomposition – the GRP scaffolds: Top: A target part of the KEGG 
cell-cycle GRP; Bottom: The five decomposed fictional paths (scaffolds) for the targeted path 
part – all possible functional routes taking place during network regulation machinery. 

Different GRPs are downloaded from the KEGG repository. With an XML 
parser (based on the specifications of the KGML representation of GRPs) we ob-
tain all the internal network semantics (see next sub-section). In a subsequent step, 
all possible and functional network paths are extracted as exemplified in Fig 3.1. 
Each functional path is annotated with the possible valid values according to 
Kauffman’s principles that follow a binary setting: each gene in a functional path 
can be either ‘ON’ or ‘OFF’. According to Kauffman [13], the following function-
al gene regulatory semantics apply: (a) the network is a directed graph with genes 
(inputs and outputs) being the graph nodes and the edges between them 
representing the causal (regulatory) links between them; (b) each node can be in 
one of the two states: ‘ON’ or ‘OFF’: ‘ON’ and ‘OFF’ states correspond to the 
gene being expressed (i.e., the respective substance being present) or not ex-
pressed, respectively; and (c) time is viewed as proceeding in discrete steps - at 
each step the new state of a node is a Boolean function of the prior states of the 
nodes with arrows pointing towards it.  

Since the regulation-edge connecting two genes defines explicitly the possible 
values of each gene, we can set all possible state-values that a gene may take in a 
path. Thus, each extracted path contains not only the relevant sub-graph but the 
state-values of the involved genes as well. The only requirement concerns the fol-
lowing assumption: for a path being functional it should be ‘active’ during the 
GRP regulation process; in other words we assume that all genes in a path are 
functionally active. For example, assume the functional path A  B (‘’ is an ac-
tivation/expression regulatory relation). If gene A is on an ‘OFF’ state then, gene 
B is not allowed to be on an ‘ON’ state - B could become ‘ON’ only and only if it 
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is activated/expressed by another gene in a different functional path (e.g., C  B). 
The assumption follows a ‘closed world assumption’, that is: if what we know is 
just the ‘A  B’ gene-gene interaction then, B could be activated only from A; if 
A is inactive there is no causal evidence for B being active. If we had allowed 
non-functional genes to have arbitrary values then the significant paths would be 
more likely to be ‘noisy’ rather than exhibiting some form of biological impor-
tance. 

After parsing the targeted GRPs, the involved genes are stored in a database 
that acts as a repository for future reference. Through this repository we can query 
paths being parts of target GRPs, GRPs that contain specific genes or target a spe-
cific regulatory relation. Moreover, the stored paths can be combined and ana-
lyzed in the view of specific microarray experiments and respective gene-
expression sample profiles. As the database repository contain and retrieves func-
tional paths from a variety of different GRPs (e.g., cell-cycle, apoptosis etc), we 
may combine different molecular pathways and networks – a major need for mo-
lecular biology and a big challenge for systems biology and contemporary bioin-
formatics research. 

3.2. Combining gene-expression profiles and functional paths 

The next step is to locate microarray experiments and respective gene-expression 
data for which we expect (suspect) the targeted GRPs play an important role. For 
example the cell-cycle and apoptosis GRPs play an important role in tumorgenesis 
and cancer progression. 

With a gene-expression/functional-path matching operation, the valid and most 
prominent GRP functional paths are identified. These paths uncover and present 
potential underlying gene regulatory mechanisms that govern the gene-expression 
profile of the samples under investigation. Such a discovery may guide to the finer 
classification of samples as well as to the re-classification of diseases, providing 
the most prominent molecular evident for that. 

3.3. Matching GRP paths with MA data 

The samples of a binary transformed (discretized) gene-expression matrix are 
matched against targeted molecular pathways and respective GRP functional paths 
(retrieved form the described repository). We follow a gene-expression value dis-
cretization process presented elsewhere (please refer to [9]). As already exempli-
fied, GRP and MA gene-expression data matching aims to differentiate GRP paths 
and identify the most prominent functional paths for the given samples. In other 
words, the quest is for the paths that exhibit high matching scores for one of phe-
notypic class and low matching scores for another. This is a paradigm shift from 
mining for genes with differential expression to mining for subparts of GRP with 
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differential function. The algorithm for differential path identification is inherently 
simple (see Fig. 3.3). 

 

Fig. 3.3. Matching Functional-paths (scaffolds) and gene-expression profiles: Samples S1, 
S2, S3 belong to the '+' class and samples S4, S5 belong to the '-' class. The first path (IL-1R  
TRADD) satisfies samples 1,2,3,5. Second path (IL-1R  TRADD ┤ FLIP) satisfies samples 
S1, S2, S3. Third path satisfies all samples and the forth path doesn’t satisfy any sample. The 
green arrow indicates that the second path yields the maximum differential power and it contains 
a potential function differentiation since it is consisted only with samples that belong to the ‘+’ 
class. (‘’: activation; ‘ ┤’: inhibition).  

– For each path we compute the number of samples that is consistent for each 
disease phenotypic class. Suppose that there are S1 and S2 samples belong to 
the two classes, respectively. Assume that path Pi is consistent with Si;1 and 
Si;2 samples form the first and second class, respectively. Formula 1, 

( ) ( );1 1 ;2 2/ /i iS S S S−  (1) 

computes the differential power of the specific path with respect to the two 
classes. Ranking of paths according to formula 1 provides the most differen-
tiating and prominent GRP functional paths for the respective disease pheno-
types. These paths present evidential molecular mechanisms that govern the 
disease itself, its type, its state or other targeted disease phenotypes (e.g., pos-
itive or negative response to specific drug treatment). The formula can be 
enriched so that longer consistent paths acquire stronger power. It can also be 
relaxed so that ‘consistent’ is a continuous indicator rather than a Boolean 
value. Finally we may introduce ‘unknown’ values for missing and erroneous 
gene expression values. 

4. Revealing Regulating Wilm’s tumor Molecular Mechanisms  

The presented MA-GRP coupling methodology was applied on a study for expres-
sion profiling of the Wilm’s tumor (WT, nephroblatoma) disease [30]. In the orig-
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inal publication the researchers report new candidate genes for various WT clini-
cal phenotypes. 

WT samples were divided according to the histological risk grade 
(‘low/intermediate’ and ‘high’), relapse of tumor (‘no’, ‘yes’), survival (‘relapse-
free’ and ‘death’), metastasis (‘no’, ‘yes’) and response to chemotherapy (‘good’, 
‘poor’). The results presented in this paper focus on the histological risk grade as a 
target WT phenotype. In the original published study a set of 20 differentially ex-
pressed genes are reported for this WT phenotype [30]. 

From the ArrayExpress online microarray experiments’ repository 
(http://www.ebi.ac.uk/microarray-as/ae/) we downloaded the expression values 
and the clinical annotation of 138 samples from the WT study - 108 of them being 
classified as histology risk ‘low/intermediate’, and 30 as ‘high’. For this study we 
targeted 17 GRPs – the selection was made on the basis of their susceptibility and 
incrimination to the WT disease and on established biological and clinical know-
ledge of their involvement in cell regulatory tumor growth mechanisms. The path 
decomposition process resulted into a total of 8937 functional paths. Most of these 
paths didn’t show any special differential ability over the samples. In order to 
identify the significant paths the matching gene-expression formula (formula 1 
presented in section 3.3) was applied. A threshold value of 0.5 was set to filter-out 
not differential paths (the threshold was fixed after experimentation with various 
cut-off values). Filtering resulted into a set of 87 functional-paths for further ex-
ploration. 

The next step was to find the most relevant and discriminant functional-paths, 
and build a classifier able to distinguish between the two phenotypic classes - 
‘high’ and ‘low’ (including ‘intermediate’ samples) histological risk grade, respec-
tively. The whole dataset is presented as a binary-{0,1} array-matrix of 87 lines 
for functional paths, and 138 columns for samples. The value “1’ in the position i,j 
of this array means that the i path is ‘active’ for sample j. Active means that all 
genes that comprise this path are either ‘ON’ or ‘OFF’ according the interaction 
relationships of the genes of the path. Respectively, a ‘0’ value means that the 
genes involved in the path do not exhibit the same value as the expression value of 
the respective sample. The array-matrix can be seen as an indicator of which paths 
are functional on which samples. Furthermore, it comprises a resemblance of 
normal gene-expression matrices - instead of genes being either active or inactive, 
according to their expression over different kind of samples, we have paths being 
functional or non-functional over the same set of samples. This gives us the ability 
to apply whatever feature selection processes to select the most relevant and dis-
criminant functional-paths. For this, we rely on a feature/gene-selection algorith-
mic process presented in [9]. 

Initially a Wilcoxon rank-sum test (p<0.005) was applied that reduced the func-
tional-paths from 87 to 54. Then, ranking and selection of the most discriminant 
functional-paths was performed – ranking is based on an information-theoretic en-
tropic formula, and selection encompasses a naïve Bayes classification process 
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[9]. The whole process resulted into a complex of four discriminant and indicative 
functional-paths (see Fig. 4.)  

 
Fig 4. Indicative ‘low’/’high’ histological risk functional-paths for the WT disease: The 
GRP name, its KEGG graph representation, the identified functional-paths, and the cover-
age/discrimination statistics, e.g., (99,16) in the upper part of the figure, indicates that the specif-
ic path [ P13K  Akt/PKB -| Casp9 ] covers 99 ‘low’ and 16 ‘high’ risk samples, respectively. 
The presence of ‘P13K’ in both GRPs is quite interesting for the biology of the WT disease, and 
respective therapeutic targets. 

The four selected functional-paths are involved in two different GRPs: one 
from ‘VEGF signaling’, and three from ‘Focal adhesion’. The three functional-
paths from ‘Focal adhesion’ are subparts of the whole ‘Focal adhesion’ GRP. 

We performed a Leave One Cross Validation (LOOCV) procedure in order to 
assess the discrimination/classification performance that these paths exhibit (note 
that each functional-path is now considered as a feature). A 95% LOOCV 
(131/138 samples) accuracy figure was achieved when, the fitness (i.e., train vs. 
train) figure was inferior, 91% (126/138, 8 misses for ‘high’ classified as ‘low’, 
and 4 misses for the inverse case). This finding is quite interesting: beside the high 
accuracy performance data ‘overfitting’ is reduced. This is a strong indication for 
the high relevance of the four identified functional-paths (at least for the available 
dataset).  

In addition, we applied the same feature/gene selection algorithmic process on 
the original gene-sample matrix (i.e., the normal gene-selection setting for micro-
array gene-expression profiles). This resulted into the same LOOCV accuracy and 
in 89% (123/128) fitness (17 genes selected) accuracy figures. A potential specu-
lation on this finding is the following: with the presence of thousands of genes and 
of a limited number of samples, gene-selection processes are lean to overfitting 
events. We believe that this explains the diversity of results produced by available 
gene-selection techniques, their instability on different population (for the same 
disease) cohorts, and the inability to relate statistical significance with biological 
relevance. In contrast, the introduced methodology is able to identify not just di-
criminant gene-markers but, discriminant, indicative and ‘stable’ gene-regulatory 
mechanisms that govern disease phenotypes and clinical manifestations.  

In a preliminary attempt to find biological evidence for our findings we focus 
on the involvement of ‘P13K’ and ‘AkT’gene-products in both identified GRPs 
(see Fig. 4). The related literature report the ‘P13K/AkT’ complex to be impli-
cated in WT disease, as well as it is the main component of WT therapeutic targets 
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[31]. Certainly, further biological validation of the approach is needed, a task for 
future research.  
Conclussions 

We have presented an integrated methodology for the coupling of both GRPs and 
MA gene expression profiles. In the heart of the methodology is the decomposi-
tion of GRPs into functional-paths (or, scaffolds), the matching of these paths with 
samples’ gene expression profiles, and the application of feature selection tech-
niques for the identification of the most relevant and discriminant ones. 

Application of the methodology on gene-expression data for the Wilms’ tumor 
disease showed that: we can identify a limited number of functional-paths that ex-
hibit significantly differential behavior between different WT phenotypes 
(‘low/intermediate’ vs. ‘high’ histological grade risk). The findings provide valua-
ble insights for further research over the function and role of the involved genes 
and their underlying regulatory machinery.  

Among others, our on-going and future R&D work include: (a) further experi-
mentation with various real-world microarray studies and different GRP targets 
(accompanied with the evaluation of results form molecular biology and clinical 
research experts); (b) extension of path decomposition to multiple GRPs; (c) ela-
boration on more sophisticated path/gene-expression profile matching formulas 
and operations; (d) incorporation of different gene nomenclatures in order to cope 
with microarray experiments from different platforms and nomenclatures; and (e) 
porting of the whole methodology in a Web-Services and scientific workflow en-
vironment. 
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A Simple Algorithm Implementation for
Pattern-Matching with Bounded Gaps in
Genomic and Proteomic Sequences, on the Grid
EGEE Platform, using an intuitive User
Interface

Vegoudakis K. I., Margaritis K. G., Maglaveras N.

Abstract In the last decade an unprecedented development in bioinformatics has
been observed. An extremely high number of organisms have been sequenced and
included in genomic databases. The huge amount of data produced needs to be
stored and processed for further analysis. Scientists, have researched algorithms for
finding complicated patterns in DNA sequences, but there is a need for computa-
tional power and large storage systems, in order to implement specific algorithms in
as many as possible DNA sequences stored in large Databases and save the results
produced for future use.

Recently, a number of pattern matching algorithms that allowing gaps have been
introduced and Grid is an emerging techology that seems to be helpful in this kind
of biomedical research. In this paper, we present our effort towards the construction
of a user friendly Interface for accessing the Grid EGEE platform. The Interface
is a specific one and was built to perform Pattern-Matching with Bounded Gaps in
Genomic and Proteomic Sequences. The algorithm and the Interface is tested with
small and large DNA and protein sequences as an input, downloaded from a gene
and protein repository, NCBI (National Center for Biotechnology Information) and
the gathered results produced are presented.
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1 Introduction

Bioinformatics is playing an increasingly large role in the study of fundamental
biomedical problems and represents a new, growing area of science that uses com-
putational approaches to answer biological questions [1]. The explosion of sequence
and structural information available to researchers need to be processed and stored
in special supercomputing infrastructures and storage systems respectively. Grid is
an emerging technology for distributed computing in advanced science and engi-
neering and was firstly developed as a concept to enable resource sharing within
scientific collaborations [2]. Although, great investments have been made the previ-
ous years worlwide towards the constuction of Grid Infrastructures, the Grid com-
munity expects to evaluate the necessity and the current potential of using the Grid
[3].

Grid technologies have enormous potential for heavy computational and storage
demanding applications but a few of them have been implemented and executed
in the context of Grid computing. There are a lot of reasons of the slow take up
of Grid computing but the most substantial one is the lack of an existing simple
unique framework and easy to use User Interface for executing applications either
biomedical or not. For example the glite WMS (Workload Management System)
demands the experience of using Unix-like scripts in order to interact with the Grid
infrastructure.

The potential of Grid computing in healthcare has been examined and worked
out by the HealthGrid initiative [4] according to which the prospects of Grid Com-
puting are deployed e.g. computational models of systems/organs, pharmaceutical
research, large-scale epidemiological studies and so on. The scale and the complex-
ity of the Euroeopan EGEE (Enabling Grid for E-sciencE) project and the launch
and the expanding of biomedical applications in it, is described in [5]. It is worth
mentioning the BIOMED Virtual Organization (VO) which is hosted on the EGEE
project and created in the context of the BioinfoGRID project, whose purpose is
to promote the Bioinformatics applications for life science, in order to carry out
research based on the Grid networking technology [6].

User-friendly access to the grid environment is of great importance for the scien-
tific community. In particular a lot of effort has been made to construct an interface
which is easy to use. The g-Eclipse project aims to build an integrated workbench
framework to access the power of existing Grid infrastructures. g-Eclipse tries to
ease the execution of the existing applications that are needed to be executed in
the Grid environment and it provides tools for the customization of the Grid users’
applications and management of the Grid resources [7]. GuiGen is a comprehen-
sive set of tools for creating customized graphical user interfaces and was originally
designed for the use in computational grids [8]. In addition, P-GRADE provides a
high-level graphical environment to develop parallel applications transparently both
for parallel systems and the Grid and it also supports workflow definition and coor-
dinated multi-job execution for the Grid. One of the main advantages of P-GRADE
is that the user does not have to learn the different APIs for parallel systems and the
Grid. The current version of P-GRADE supports the interactive execution of parallel
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programs both on Globus-2 and Condor Grids [9]. However, the above mentioned
approaches still require technical knowledge from the end users.

In this work, which is a sequence of previous work on the research of an intuitive
user-friendly and generic User Interface [10], [11], either with the help of XML
or not, another user-friendly interface for Pattern-Matching with Bounded Gaps in
genomic sequences is presented. This inteface is a specific one and it is used only for
submission of certain type of jobs, those for string pattern matching with bounded
gaps. The user has the ability to interact with the UI for the job submission, job status
retrieval, upload/download of DNA and protein sequence files that are needed, etc.

The problem of fast searching of patterns that contain Classes of characters and
Bounded size Gaps (CBG) in text occurs in various fields and the most important
one, is protein matching. The design of two new practical CBG practical algorithms
that are faster and simpler than all regular expression search techniques are de-
scribed in [12]. In Crochemore et. al. [13], algorithms for several versions of ap-
proximate string pattern mathching with gaps are presented. Further restrictions to
the gaps are introduced in [14] with lower and upper bounds restrictions on the gaps.
The user interface created, implements these algorithms on the Grid platform.

The applicability of the user interface is examined via a set of jobs. Different
DNA and Protein sequences were used to search in them for different patterns with
bounded gaps. It has to be noted that especially large DNA sequences need a lot of
computing time and storage in order to execute. For this reason the interface built,
enables the user to submit multiple executions of jobs with string pattern matching
with bounded gaps. This method is known as parameter study and it is often met in
biomedical applications.

More precisely, the user interface is expected to utilize existing bioinformatics
applications on available grid testbed (such as EGEE, NGS, etc), [15]. In its final
form it will require only Java. As a result installation and configuration of specific
operating system and grid middleware toolkit will not be necessary. The user in-
terface current production status, simplifies the job submission process on EGEE
grid infrastructure, which is not a trivial task from a biologist’s end-user point of
view. The parameter study as mentioned above, gives the biologist an assistance
in his work, as he gains time, retrieving all the results from the experiments in a
reasonable amount of time.

This paper is structured as follows. First, the methodology adopted is presented,
providing the necessary implementation and introductory details about the string
pattern matching problem with bounded gaps and the creation of the UI for the Grid.
Then, the results obtained from the execution of multiple jobs on the Grid environ-
ment, are presented. Finally, our future research perspectives and the conclusions
drawn are discussed.
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2 Methodology

2.1 Basic Definition of the String Matching Problem with Bounded
Gaps

The adoption of two uniformly Alphabets [14] ΣDNA = {A,C,G,T} and ΣProtein =
{A,R,N,D,C,E,Q,G,H, I,L,K,M,F,P,S,T,W,Y,V} is needed in order to define
the string pattern matching problem with bounded gaps. Each letter is standing for
the first letter of the chemical name of the nucleotide in a DNA sequence and each
letter in the protein alphabet represents the amino acid abbreviation for each protein
in a protein sequence.

Let X be a string drawn from ΣDNA. X represents an array X[1..n] of n≥ 0 sym-
bols, where n=length(X) denotes the lentgh of the string X. X[i] denotes the ith sym-
bol of X. In addition, X[i..j] denotes the substring of X contained between ith and the
jth symbol. Given a text T of length n and a pattern P of length m, an occurence with
b-bounded gaps of P in T is an increasing sequence of indices i1, i2, ..., im such that
(i) 1≤ i1 and im = i≤ n and (ii) ih+1− ih ≤ b+1, for h=1,2,...,m-1. P£i

b T means
that P has an occurence with b-bounded gaps that terminates at position i in text T. In
the same way, an occurence with a-bounded gaps of P in T is an increasing sequence
of indices i1, i2, ..., im such that (i) 1 ≤ i1 and im = i ≤ n and (ii) ih+1− ih ≥ a+ 1,
for h=1,2,...,m-1. P £i

a T means that P has an occurence with a-bounded gaps that
terminates at position i in text T. Finally, an occurence with (a,b)-bounded gaps
of P in T is an increasing sequence of indices i1, i2, ..., im such that (i) 1 ≤ i1 and
im = i≤ n and (ii) a+1≤ ih+1− ih ≤ b+1, for h=1,2,...,m-1. P£i

(a,b) T means that
P has an occurence with (a,b)-bounded gaps that terminates at position i in text
T.

In [14], four algorithms are described. The interface for the Grid implements
specifically the string pattern matching problem with b - bounded gaps, a-bounded
gaps and (a,b)-bounded gaps. The three implemented algorithms for the solution
of the string pattern matching problems with bounded gaps are described as follows:

Problem 1 (upper bounded gaps) Given a text T of length n, a pattern P of length
m and a positive integer b, the STRING PATTERN MATCHING PROB-
LEM WITH b-BOUNDED GAPS is to find all positions j in T such that
P£i

b T , for 1≤ j ≤ n.
Problem 2 (lower bounded gaps) Given a text T of length n, a pattern P of length

m and a positive integer a, the STRING PATTERN MATCHING PROB-
LEM WITH a-BOUNDED GAPS is to find all positions j in T such that
P£i

a T , for 1≤ j ≤ n.
Problem 3 (lower & upper bounded gaps) Given a text T of length n, a pattern

P of length m and positive integers (a,b), the STRING PATTERN
MATCHING PROBLEM WITH (a,b)-BOUNDED GAPS is to find all
positions j in T such that P£i

(a,b) T , for 1≤ j ≤ n.
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In addition, the fourth algorithm mentioned in [14] is not implemented due to its
nature of expecting many parameter, that is, a and/or b restrictions on every pos-
sible gap between every nucleotide. The specific interface could be expanded with
Regular Expressions or with the help of a special parser for the input of the fourth
algorithm. An other feature Regular Expressions can provide, is finding occurences
of patterns with bounded gaps using the IUPAC nucleotide code.

In other words, from a biologist’s point of view, Problems 1, 2 and 3 find all
positions in a DNA or protein sequence T with at most b gaps, at least a gaps and
between a and b gaps respectively, between every two nucleptides in the pattern
specified. Setting a=0 and b=0 turns the problem in finding a specific pattern in a
DNA sequence. The problems described above need plenty of time to run with large
DNA sequences in length. For this reason, two complementary options are exam-
ined: Grid computing which offers the ability to run computationally and storage
intensive applications [15] and a GUI friendly enough, in order to submit multiple
instances of the algorithm with different a and/or b. As a result, a biologist can
benefit from the fact of retrieving his/her result in a reasonable amount of time.

2.2 The Implementation of the User Interface

The GUI in Fig. 1 incorporates all the necessary steps for submitting and managing
a job in a Grid environment. The control panel (Submit job/s, Status, Create Proxy,
Save Job/s, Load Job/s, Cancel Job/s) which offers a user-friendly job management,
also exists in the specific User Interface designed for string pattern matching with
Bounded gaps.

EGEE was the Grid infrastructure that our interface utilized and gLite 3.1 [16]
was the necessary middleware for accessing the Grid platform. The GUI was de-
veloped in Java and WMProxy API (Application Programming Interface) was used
for submitting, cancelling and retrieving the output. WMProxy is implemented as a
web service. A web service allows us to take advantage of the benefits of the web,
not only to provide information, but also to offer services to a greater community
of possible users [17]. Within the bioinformatics community, an average end-user
might need to access and use hundreds of databases and tools on a given day [18].

The creation of a VOMS (Virtual Organization Membership Service) proxy cer-
tificate for accessing the Grid and the status of the submitted jobs are handled by the
gLite user interface via the use of java. For data uploading the gsiFTP client [11]
was used for uploading the C++ implementation of the string pattern matching with
bounded gaps algorithm.

All the scripts and the JDL (Job Description Language) files that are needed for
the submission of the jobs are generated automatically via the GUI. This automiza-
tion saves time and makes the submission of jobs for the naive user simpler enough.
The only parameters the user has to fill in, are the number of the jobs, if he wants to
perform a parameter study and then the names of the error and output files. Through
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Fig. 1 The specific User Interface, SearchDNAGaps that implements and eases the string pattern
matching with bounded Gaps

a list box, the user has also the abilty to choose from a list of predifined CEs (Com-
puting Element), or a random one.

The uploading of the DNA or protein sequences in fasta format is performed, via
the use of the GUI. It has to be mentioned that each fasta file should contain only
one DNA sequence as an input, because in this implementation different patterns
are utilized and searched for occurrences in the DNA sequence. The user is enabled
to choose one of the three problems for string pattern matching with bounded gaps
mentioned in Sect. 2.1.

An another important element of the specific user interface, is the submission
and the management of multiple jobs (Status, Save, Load, Cancel, Get ouput).As
a result, the parameter study for different values of the string pattern matching al-
gorithm with bounded gaps (a,b, a and b) can be performed and retrieval of
output is faster and efficient.

3 Test Case and Results

Our algorithm implementation was tested on the Grid EGEE platform with differ-
ent DNA sequences that differ in size, downloaded randomly from NCBI. Figure
21, illustrates these results. Twelve different DNA sequences ranged from 3626 to

1 Arabidopsis2 and Arabidopsis3 are segments of the Arabidopsis DNA sequence
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30.423.563 base pairs and one small Pattern, ATGCGCG, were used as an input.
For each DNA sequence, a, b, and (a,b) parameters were initilized with the same
values five times. The values of a,b were chosen randomly, according to the three
problems described in Sect. 2.1. The results are illustrated in Fig. 2 and one can eas-
ily draw the conclusion that the execution time of a job for a string pattern matching
with bounded gaps depends on the length of the DNA sequences. More precisely,
by keepping the pattern unchanged, if the length of a DNA sequence gets over the
eigth million base pairs, then the execution time grows rapidly. For this reason, Grid
can be used with multiple job submission and different parameter values, with large
DNA sequences in length. Also, the small deviation in execution times for different
a and/or b is due to the fact that CEs were chosen randomly.

Fig. 2 Execution Times in seconds of the string pattern matching algorithm with bounded gaps for
different DNA sequences and (a, b, a and b) parameters

As far as Protein sequences concerned, it has to be noted that they are rather small
in length. Titin protein with gi number (genInfo identifier), gi|108861911 was used
for testing. The results produced were as they were expected to be. Due to the small
sizes of protein sequences, the execution times are rather small, only five seconds.
Today, personal computers are very fast and they can handle small DNA or protein
sequences efficiently as Fig. 2 shows. The use of Grid is strongly recomended for
large sequences, that require hours for the execution of a simple job of string pattern
matching.
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4 Discussion - Conclusions

In this paper, a specific user-friendly interface was developped for the execution of
specific jobs, those for string pattern matching with bounded gaps in DNA or Protein
sequences. The rationale of this work is to present the Grid infrastrucure as a mean,
that can execute computationally and storage exhausive applications, in the concept
of a parameter study approach, by using the multible job submission feature of the
proposed specific GUI. Table 1 summarizes and gives a brief explanation of each of
the technical terms, projects, and resources appeared in the paper.

The applicability and the potentiality of the proposed specific GUI was illustrated
by testing it with different DNA sequences that vary in the size of length. Protein
sequences are rather small in size and the algorithm needs only seconds to be exe-
cuted, so personal computers can be used for this kind of string pattern matching.

The implementation of the algorithm takes as input only one sequence at each
job and examines for bounded gaps. In the future, the algorithm and the Grid inter-
face will be changed to query a large number of different sequences saved in fasta
format, at each job. Additionally, the combination of the string pattern matching
with bounded gaps algorithm, with approximate string matching algorithms [19],
will allow to find the positions of a text where a given patterns occurs, allowing a
number of ”errors” in the matches with bounded gaps. The parallelization of the
algorithm with MPI (Message Passing Interface) and the use of multiple submis-
sion or job workflows could expand the features of the GUI, facilitating the user to
submit fewer jobs.

The current implementation requires the installation of the gLite middleware in
the computer hosting the GUI. This limitation is expected to be solved in the near
future and we working on that. Finally, the need of a mobile Graphical User Interface
for the Grid using the Java techologies, is in our nearest expectations and we are
looking to present one in the nearest future.
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Table 1 A brief explanation of each of the technical terms, projects, and resources appeared in the
paper

Term Brief Explanation URL resource

gLite WMS gLite Workload Management System http://glite.web.cern.ch/glite/packages/
R3.1/deployment/glite-WMS/glite-
WMS.asp

gLite UI gLite User Interface http://glite.web.cern.ch/glite/packages/
R3.1/deployment/glite-UI/glite-UI.asp

EGEE Enabling Grids for E-sciencE http://www.eu-egee.org/
NGS The National Grid Service http://www.grid-support.ac.uk/
NCBI The National Center for Biotechnol-

ogy Information
http://www.ncbi.nlm.nih.gov/

HealthGrid HealthGrid Community http://community.healthgrid.org/
BioinfoGRID The BioinfoGRID project http://www.bioinfogrid.eu/
g-Eclipse g-Eclipse project http://www.geclipse.org/
GuiGen GuiGen is a comprehensive set of tools

for creating customized graphical user
interfaces (GUIs)

http://www.zib.de/schintke/guigen/ in-
dex.en.html

P-GRADE Parallel Grid Run-time and Applica-
tion Development Environment

http://www.p-grade.hu/

API Application programming interface http://en.wikipedia.org/wiki/API
Globus Toolkit The Globus Toolkit is an open source

software toolkit used for building Grid
systems and applications

http://www.globus.org/

Condor Project The Condor Project http://www.cs.wisc.edu/condor/
CBG algorithms Classes of characters and Bounded

size Gaps algorithms
Navarro G, Raffinot M (2001)

Regular Expres-
sions

Regexp (for short) is a special text
string for describing a search pattern

http://java.sun.com/docs/books/tutorial/
essential/regex/

IUPAC International Union of Pure and Ap-
plied Chemistry

http://www.bioinformatics.org/sms/ iu-
pac.html

GUI Graphical User Interface http://infovis.cs.vt.edu/GUI/java/
WMProxy WMProxy is a new component to ac-

cess the gLite Workload Management
System (WMS)

http://trinity.datamat.it/projects/EGEE/
wiki/wiki.php?n=WMProxyService
.AboutWMProxyService

VOMS Virtual Organization Membership Ser-
vice

http://www.globus.org/grid software/
security/voms.php

gsiFTP client A client developed by using GridFTP
(GSI enabled FTP) protocol for the file
transfers

http://www-
unix.globus.org/cog/distribution/
1.1/API.html

JDL Job Description Language https://edms.cern.ch/file/590869/1/
EGEE-JRA1-TEC-590869-JDL-
Attributes-v0-8.pdf

MPI The Message Passing Interface stan-
dard

http://www.mcs.anl.gov/research/
projects/mpi/
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Gaussian Mixture Model Coupled with
Independent Component Analysis for Palmprint
Verification

Raghavendra.R, Bernadette Dorizzi, Ashok Rao, Hemantha Kumar G

Abstract In this paper we present a new scheme for Palmprint verification. The pro-
posed method can be viewed as a combination of Gaussian Mixture Model (GMM)
followed by Independent Component Analysis (ICA I and ICA II) applied directly
on the pixels. This approach follows the path opened by previous works making use
of GMM followed by Principal Component Analysis (PCA) and Linear Discrim-
inate Analysis (LDA) projection methods for face recognition and is expected to
be efficient to tackle major variations in the data. Extensive experiments have been
carried out on PolyU palmprint database. We show that ICA I performs better than
PCA, LDA and ICA II in the non Mixture Model case, while in the Mixture Model
case, ICA II MM outperforms the three other Mixture Models (PCA MM, LDA
MM, ICA I MM). Moreover, using artificially corrupted data (noisy palmprints), we
show the robustness of Mixture Model approaches to noise, a property which can
be very interesting in realistic situations.

1 Introductiong

Gaussian Mixture Model (GMM) has continued to receive a lot of attention over
years [2]. GMM provides a mathematical approach to statistical modeling of a
wide variety of random phenomena and also provides semi parametric framework
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to model an unknown probability density distribution shapes. The combination of
GMM with linear projection schemes is becoming popular as it provides more than
one transformation matrix. Here the idea is to capture the variability in data while
keeping a linear projection method for feature extraction. Two powerful approaches
making use of GMM followed by linear projection methods such as Principal Com-
ponent Analysis (PCA) and Linear Discriminate Analysis (LDA) are currently in
vogue [3][4] for face verification. In this paper, we want to investigate two other
projection methods ICA I and ICA II on the different transformation matrices ob-
tained using GMM. Indeed ICA will allow one to represent data in terms of statisti-
cally independent variables, it also captures higher order statistics (phase spectrum)
with a set of non orthogonal vector basis. We chose to experiment this approach on
palmprint because this biometric has several advantages compared with other hand
biometrics such as fingerprints [1]. It also presents some variability in illumination
by example which is of interest to be tackled using GMM models.

Indeed palmprint contains more information than fingerprint and this way it is
expected to be more distinctive. Palmprint can be captured using low resolution de-
vices (as low as 200 dpi), it is invariant with time and is widely accepted by end
users. Palmprint contains many features like geometry features, wrinkles, ridges,
principal lines etc. In the literature[1], there have been many approaches proposed
for palmprint Verification/Identification. Kong et al.[1], used a texture based ap-
proach where 2D Gabor filter is used, which have shown better performance than
Principal line extraction method. As palmprint contains more distinctive features
such as principal lines and wrinkles, much of the work is reported on extraction of
the principal lines. Zhang et al.[5], extracted palm lines using twelve templates.
Han et al.[6], proposed principal line extraction using Sobel and morphological
operation. Hu et al.[7], uses Principal Component Analysis (PCA), PCA and Lin-
ear Discriminate Analysis (LDA), PCA and Locality Preserving Projection (LPP)
and 2DLPP for palmprint recognition. They show that 2DLPP outperform all other
methods. Zang et al.[1], use Fourier transform to extract frequency domain features
of palmprint and obtain improved result. Shang et al.[8], proposed the use of Fast
ICA on palmprint images. Both ICA I and ICA II architectures are explored and
finally the classification is done using RBF neural networks.

In this paper, we propose two novel schemes called ICA I Mixture Model (ICA I
MM) and ICA II Mixture Model (ICA II MM) for building a palmprint verification
system. As our concern is mainly to show the improvement that can be expected
from the joint use of GMMs and ICAs, we work directly on the pixels and do not
perform any prior feature extraction on the images. This way, our system will not be
optimal compared to state of the art, but we can nevertheless perform some exper-
iments showing the superiority of our approach compared to non mixture models.
We also show improvement in performance using ICA I or ICA II instead of PCA or
LDA associated to MM. Extensive experiments are carried out on PolyU palmprint
database to prove the efficacy of proposed scheme.

The rest of the paper is organized as follows: Section 2 describes the palmprint
verification system designed using the proposed methods, Section 3 describes Ex-

AIAI-2009 Workshops Proceedings [111]



perimental set up, Section 4 describes results and discussion and Section 5 draws
the conclusion.

2 Proposed Method

Figure 1 shows the block diagram of our palmprint verification system. The pro-
posed system contains three important steps: Preprocessing, Feature extraction and
Classification.

Fig. 1 Block Diagram of Proposed Palmprint Veification System

2.1 Preprocessing

Before feature extraction, it is necessary to obtain a sub-image from the captured
palmprint image, and to eliminate the variations caused by rotation and translation.
The sub image is also called ROI. This region contains prominent information about
palmprint such as: Principal lines, Ridges, Wrinkles etc. Hence, quality of ROI has
a great influence on the accuracy of the palmprint verification system. In this paper,
we use the method given in [1] to extract the ROI.

2.2 Feature Extraction

This section describes the proposed methods namely ICA I Mixture model(ICA I
MM) and ICA II Mixture Model(ICA II MM) for palmprint verification. In our fea-
ture extraction model, we first learn the different Gaussian mixtures as done classi-
cally in the literature[2]: in practice after determining the right number of mixtures,
we use the EM algorithm in order to learn the GMM parameters using the learn-
ing(training) database as defined in Section 3. Usually, GMM is used for likelihood
estimation of data, but in our approach we use GMM to obtain different transforma-
tion (covariance) matrices. Thus, a GMM with k mixtures gives k different transfor-
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mation matrices. For each transformation matrix, we determine the associated ICA
transformation(ICA I & ICA II separately).

2.2.1 Independent Component Analysis (ICA)

Independent Component Analysis (ICA) is a statistical signal processing technique
and belongs to a class of Blind Source Separation (BSS) methods for separating data
into underlying information components. According to literature [9], there are two
ways in which ICA architecture can be implemented in image recognition task. In
Architecture I (ICA I) input images in X are considered as a linear mixture of image
of a statistically independent basis S combined with an unknown mixing matrix M.
The ICA I algorithm learns the weight matrix w that corresponds to the coefficients
of the linear mixture [9]. Architecture II (ICA II) finds the statistically independent
coefficients for input data. The source separation is performed on the pixels, and
each row of learned weight matrix w is an image of M, the inverse matrix of w
contains the basis images in the column [9]. In practice, ICA II separates the data
taking into account higher statistics while ICA I addresses the variation up to second
order statistics. Details of ICA I & ICA II are discussed in [9].

2.3 Classification

After projecting the k transformation matrices using ICA (ICA I & ICA II sepa-
rately), we do the classification using Nearest Neighbor Classifier (NNC). That is,
for each test and training images, we calculate k distances (k is the number of mix-
tures) using NNC and, at the end, we select the transformation matrix that gives the
minimal distance (see Figure 1).

2.4 Model Order

Before using the Mixture model, one has to determine the number of mixture com-
ponents i.e number of mixtures. Choosing few components may not accurately
model the distinguishing features present in the considered modality (i.e palmprint).
Also, choosing too many components may over fit the data and reduce the perfor-
mance and also result in excessive computational complexity both in training and
classification. In our experiments, we find the model order by cross validation. Given
a training dataset, we evaluate the performance over different numbers of mixture
components. We then select the number of mixture components which give the best
performance.
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3 Experimental set up

The proposed algorithms are validated on polyU palmprint database[1]. The polyU
palmprint database contains 7752 gray scale images corresponding to 386 different
palm images. Each palm contains twenty samples, out of which ten samples are
taken in first session and another ten are taken in second session. The average inter-
val between the first and second session is two months. From this database, we have
selected palmprint images corresponding to 150 different users. For training, we se-
lected a total of six samples such that three samples are taken from first session and
remaining three are taken from second sessions. Thus, we have 900 palm images
for training. For testing, we have chosen 2 samples from each session resulting to a
total of 600 palmprint images. We conducted two different experiments:

Fig. 2 (a) Clean palmprint (b)-(g). Noisy Palmprints

1. Experiment on clean data (Database I): We use good quality samples to evaluate
the performance of proposed algorithms.

2. Experiment on Noisy data (Database II): We use low quality(noisy) samples to
evaluate the performance of proposed algorithms. For obtaining low quality sam-
ples we artificially introduce five different types of noise such as smudging, lines
across & along principal lines, salt & pepper and blurring effect. These noises
simulate two different real time conditions. First, blurring of the palmprint image
and salt & pepper noise could indicate improper maintenance of the equipment.
Second, smudged palmprints and lines indicate improper biometric traits pre-
sented by the user. These noisy palmprints along with clean palmprint are shown
in Figure 2.

4 Results and Discussion

This section describes the results obtained using proposed algorithms on two dif-
ferent palmprint databases. On each of these databases the results of proposed al-
gorithms are compared with other algorithms such as LDA Mixture model[4], PCA
Mixture Model[3] and also with non mixture model approaches (PCA, LDA, ICA I
& ICA II).
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4.1 Results on Database I

Fig. 3 Performance of Non Mixture Model Approaches on Database I

Figure 3 shows the performance of Non-Mixture Model approaches on clean
palmprint samples(Database I). It can be observed that ICA I outperforms all other
methods with GAR = 39.86% at FAR = 0.01%. Figure 4 shows the performance of
proposed ICA I MM and ICA II MM along with LDA MM and PCA MM. Here, the
best performance is observed for ICA II MM with GAR = 62.14% at FAR = 0.01%.
In order to explain why ICA II is performing better with GMM while it is the worst
method in the Non Mixture Model case, we suggest the following interpretation. We
think that the GMM will effectively model the higher order statistics while ICA II
is able to properly address these higher order statistics presented by GMM. Thus,
the combination of GMM followed by ICA II will capture higher order stastistical
information that is richer than information used in PCA MM, LDA MM & ICA I
MM. For this reason, the proposed ICA II MM shows best performance over the
other methods. It is also observed from Figures 3 & 4 that performance of mixture
model based approaches are better than Non Mixture Model approaches(average
increase of about 22.7% in GAR at FAR = 0.01%).

4.2 Results on Database II

The robustness to noise of the proposed algorithm is validated on Database II.
Figure 5 and 6 show the performance of Non Mixture Model along with Mixture
Model approaches on the noisy database(Database II). Similar to what occurred on
Database I in the Non Mixture Model case, here also ICA I gives the best result with
GAR = 24.2% at FAR = 0.01% (see Figure 5). Figure 6 shows the performance of
proposed ICA I MM and ICA II MM along with LDA MM and PCA MM. Here,
it is observed that, ICA II MM outperforms other methods with GAR = 39.3% at
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Fig. 4 Performance of Mixture Model Approaches on Database I

FAR = 0.01% as was already the case for non noisy data (Database I). However the
gap in performance (in terms of GAR) between all the algorithms (in both Mixture
Model & Non Mixture Model approaches) at low FAR (at FAR = 0.01%) is less
improved than in Database I. Let us note, however, a global degradation of the noisy

Fig. 5 Performance of Non Mixture Model Approaches on Database II

results compared to those of the clean case for both Mixture Model & Non Mixture
Model approaches. Note that the use of Mixture Model based Approaches on noisy
data gives a high level of performance ( decrease of only roughly 20% as compared
to clean case). This is very important in practical application.

5 Conclusion

In this paper we propose two methods for feature extraction namely ICA I MM
and ICA II MM. We have conducted extensive experiments on both clean and noisy

AIAI-2009 Workshops Proceedings [116]



Fig. 6 Performance of Mixture Model Approaches on Database II

databases to prove the efficacy of the proposed methods. Experimental results on
both type of data show that ICA II MM out performs the three other mixture model
approaches(PCA MM, LDA MM & ICA I MM) which is due to the appropriate use
of higher order statistics present in the data. Our experiments also show that Mixture
Model approaches out performs Non Mixture Model approaches as they use more
than one transformation matrices. This is specially true in the noisy case which is
important in practice.
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Support Vector Machines for Dynamic
Biometric Handwriting Classification

Tobias Scheidat, Marcus Leich, Mark Alexander, and Claus Vielhauer

Abstract Biometric user authentication is a recent topic in the area of computer
security. This paper presents a machine learning approach to single modality user
authentication. Here support vector machines (SVM) are employed to classify dy-
namic handwriting samples. The general goal of SVMs is to carry out binary clas-
sifications and/or to handle multiple class problems using a combination of differ-
ent SVMs. Here a multi-class SVM is proposed to execute verification as well as
identification of persons based on their handwriting using a given PIN and a freely
chosen PIN. In the best case (trade-off for all rates) for verification using the free
PIN a false acceptance rate (FAR) of 0.0083 and an attacker acceptance rate (AAR)
of 0.0241 are determined while the false rejection rate (FRR) yields zero. In iden-
tification mode using the free PIN, we observe a FRR of 0.0083 and an attacker
identification rate (AIR) of 0.2195 at a false identification rate (FIR) level of zero in
our experiments.

1 Introduction

The authentication of persons and information plays an important role in informa-
tion technology. Mostly, user authentication is based on one or combinations of
the three factors: secret knowledge, personal possession and/or biometrics. While
knowledge and possession provides possibilities to hand over to unauthorized per-
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sons with or without intent or can be lost, biometrics is linked to physical or be-
havioral characteristics of a person. On the other side, biometric systems have to
handle a certain fuzziness of the data of individual persons (intra class variability)
and alikeness of data of different persons (inter class similarity). To overcome these
drawbacks in a sufficient manner, a great variety of biometric authentication meth-
ods were proposed. Following, a small selection of such methods is given without
neglecting other publications.

An overview on performance of machine learning techniques in biometrics has
been published by Abreu and Fairhurst [1]. Here eight machine learning techniques
have been used for classification of fingerprint and signature samples. Mean and
standard deviation for absolute error counts are provided for performance evalua-
tion. SVMs among neural net classifiers reached the lowest classification error rates.

A different approach is taken by Fuentes et al.[3]. Instead of using a SVM directly
for classification it is used to fuse matching scores of two expert system for on-
line signature verification. The idea behind this concept is to combine the unique
strengths of both systems into a single one. The system operates on a test set which
partly included skilled forgeries and reaches FAR values of 0.046 and FRR values
of 0.083.

In this paper a multi-class SVM is suggested and evaluated for dynamic hand-
writing verification and identification. The evaluation shows very promising results
based on a database of 30 writers with regard to the measures used, false acceptance
rate (FAR), attacker acceptance rate (AAR) and false rejection rate (FRR) for verifi-
cation and false identification rate (FIR), FRR and attacker identification rate (AIR)
for identification. Because of the limited number of samples available for testing
and because of the different nature of performance measures employed (error rates
vs. mean of error counts) and samples semantic results are of limited comparability
to those of Abreu and Fairhurst [1] and Fuentes et al.[3].

This paper is structured as follows: The next section describes fundamentals of
support vector machines and the configuration of the suggested SVM for handwrit-
ing verification and identification. In section 3 the evaluation setup, methodology
and results are presented and discussed, while the forth section concludes the con-
tribution and provides an overview of future work.

2 Materials and Methods

This section provides an introduction to SVMs and their use for multi-class classifi-
cation. Additionally details of the features extracted from the handwriting samples
are provided. These features represent the components of the sample vectors pre-
sented to the SVM for training as well as for later classification. This section con-
cludes with a discussion of possible problems that can occur during SVM training
and classification and presents an approach to overcome these difficulties.
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Support Vector Machine: In their basic form SVMs are limited to solving binary
classification problems for linear separable classes. These limitations can be over-
come by using sophisticated kernel functions that enable the SVM to solve more
complex binary classification problems. Additionally several SVMs can be com-
bined to solve multi-class problems.

Since in biometric systems the feature vectors for several persons are not ex-
pected to be linear separable, the well-known radial basis function kernel is chosen.
Furthermore the one-against-all approach [4] for implemantation of multi-class is
implemented in the following way: For each person p of the N persons that are to
be enrolled we train one SVM using the enrolment samples of p as positive samples
and all other other enrolment samples of the remaining N− 1 persons as negative
samples. Consequently, after the enrolment process the entire systems consists of N
SVMs, one for each enrolled person.

Based on this system structure it is easily possible to devise an identification and
verification procedure for new samples from users that try to authenticate on the
system. In the verification scenario a user tries to be verified as an enrolled person.
The sample from this user is simply presented to the matching SVM. The user is
then accepted or rejected based on the SVM output. The identification process works
similarly. Here the sample of the user is presented to all SVMs. If no SVM accepts
the sample, the user is rejected. If only one SVM accepts the sample, the user is
identified as the corresponding person. If more than one SVM accepts the sample,
the result is ambiguous which again leads to the rejection of the user.

For the experiments described in this paper the LIBSVM1 [2] as pre-existing
implementation of the SVM classification algorithm is chosen.

Features: During the data acquisition a sequence of five physical values is sampled
by the handwriting sensor time dependently. These values are the X and Y position,
the pen tip pressure and the angles azimuth and altitude. Based on these values
for each handwritten samples a set of 103 (first 69 features are described in [6],
features 70-103 are based on current work) statistical features is determined, which
represents the corresponding sample. These feature sets are used as input for the
evaluation of the authentication performance of the SVM system.

Fig. 1 Bounding box for sam-
ples of one person. The SVM
classifies the new sample as
positive while the bounding
box rejects the unknown data. x1

x2

Training Samples:

Positive
Negative

New Sample

Bounding Box

SVM

1 Version 2.87
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These statistical features are partly based on dynamic (e.g. writing time, pen
down time, min/max velocity in X or Y direction) but also on static (e.g. aspect
ratio, intersections of the writing trace with itself or helper lines) characteristics of
the sampled handwritten data. Some features or groups of them are identical or quite
similar to 8 out of the 18 features used by Abreu and Fairhurst in [1].

Supporting Bounding Box: Even if the SVMs reach excellent classification rates
for samples of trained persons the system might still by prone to false-classification
of samples from not enrolled persons. This is due to the fact that during SVM train-
ing the feature space is not exhaustively covered with negative samples in regions
where no positive samples exist. These regions can be assigned to any class by the
SVM without affecting the reclassification rate of the training samples. Fig. 1 illus-
trates the problem.

To achieve a higher rejection rate for samples of unknown persons it was decided
to apply a simple bounding box heuristic. A hyper-bounding box is computed for
each person based on the training sample set. The box simply consists of the mini-
mum and maximum values observed for each component of the training samples. A
sample is rejected by the bounding box if its components are not within the corre-
sponding ranges of the bounding box. An SVM with bounding box heuristic accepts
a sample only if both the SVM and the bounding box accept the sample.

3 Evaluation

This section provides details about the data set and the training and test procedures
the experiments where conducted with. Based on that, an analysis of the observed
error rates is presented.

Data Set: During data acquisition test persons were ask to donate 8 samples each
per semantic class. In case of dynamic handwriting, semantics are alternative written
contents to the signature. In this work 30 persons and the semantics given PIN and
free PIN were chosen. While the given PIN consists of the default sequence of five
digits (77993), the free PIN can be freely chosen by the writer under the restriction
to write exactly five digits, too.

The values of all samples have been scaled to [0,1] separately for each semantic
using the minimum and maximum values of each feature observed for all persons.

Methodology: For the experiments it was chosen to randomly split the samples of
the 30 persons available into two equally sized groups. The first group consists of
the 15 persons that are to be enrolled in the system (enrolment group). The second
group consists of the remaining 15 persons (attacker group). This group is used to
simulate blind attacks of not enrolled persons. The samples of all persons are stored
in lists in which each sample has a fixed position. The position of the samples in
these lists are randomised one time before all experiments take place.
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For a single SVM parameter combination the following test procedure is under-
taken: For each person a training and test sample set is determined by selecting two
index values m and n with m 6= n as index to the sample list of that person. The
samples at the positions m and n are added to the test set of the person, samples at
all other positions are added to the training set. m and n are equal for all persons.

After all training and test sets have been created one SVM is trained for each
person using this person’s training samples as positive samples and all other persons
training samples as negative samples. The resulting set of SVMs now represents a
multi-class classifier as described in 2.

Using the test samples of all persons the performance measures of this classifier
can be determined. For verification each test sample is presented to the system 15
times, each time using a different person as claimed identity. One of these tests can
produce at most one false reject (claimed person is the same as the actual sample
origin and the sample gets falsely rejected) and at most 14 false accepts (claimed
person a different from the sample origin, but the sample is accepted). For identifi-
cation the sample is simply presented to the entire system. This single test produces
at most one false identification (sample is identified as belonging to a different per-
son than the sample origin) or at most one false reject (person is rejected, though
the sample origin is a enrolled person).

Additionally all samples of the attacker group are presented to the system. For
verification one sample can cause at most 15 false accepts (attacker accepts) while
for identification one sample can produce at most one false accept (attacker ac-
cept/identification).

The entire procedure (starting from the selection of m and n) is repeated 28 times,
so that all possible combinations for m and n are iterated. Over all these experiments
all false accepts/identifications, false rejects and attacker accepts/identifications are
summed up for verification and identification respectively. The corresponding er-
ror rates: FAR/FIR, FRR, and AAR/AIR are computed by dividing the summed
errors by the number of maximum number of times this particular type of error
can occur. Consequently all are normalised to [0,1]. Additionally for identification
FIR+FRR≤ 1 holds true.

The error rates just described are computed for various SVM parameter combina-
tions. In the chosen experiment setup, we vary the SVM cost parameter C ([2,194],
stepsize: 8) and the radial basis function kernel parameter γ ([0.0002,0.0194], step-
size: 0.0008). In previous tests these parameters proved to be most influential to
the classification performance, being most sensitive within the tested intervals. In
their effects on error rates these parameters behave similar to the threshold value in
distance based classifiers. However, the behaviour of these parameters is not mono-
tonic as it is often the case for threshold values. All remaining LIBSVM parameters
were left at their default values.

Results: As presented in the preceding section each parameter combination (C;γ)
used for training/testing can be evaluated using the three measures FAR/FIR, FRR,
AAR/AIR. These 3 dimensional tuples are from now on referred to as operating
points (OP). The following rates have been determined without using the bounding
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Fig. 2 FRR-AAR-projection
of all observed operating
points of the verification
system (free PIN semantic).
Region R1 contains all points
with FAR = 0.000085. For all
other operating points FAR is
zero.
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box heuristic: For verification most parameter combinations tested (74%) reach an
FAR of exactly zero. All other cases reveal a very low FAR of 0.000085. Since
the system does not reach equally low FRR values it is impossible to provide an
equal error rate (EER) according to the traditional definition. However a modified
EER based on AAR and FRR can be estimated if the OPs are projected onto the
FRR-AAR plane as depicted in Fig. 2. In this representation the modified EER is
about 0.025. As can also be seen the tested parameter combinations are capable of
constructing quite effective SVMs (very low FRR) as well as extremely over-fitted
SVMs (FRR=1 while still retaining an FAR of 0). The reason for this tendency
to over-fitting is the massive class imbalance when one SVM is only trained with
positive samples of one person and negative samples of all remaining person. This
class imbalance also abets the division of the feature space into disjoint regions in
which only samples of a specific persons are accepted.

This behaviour is also reflected in the AAR which converges to zero for high
FRR values (over-fitting) and reaches values around 0.03 for very low FRR values.
It should also be noted that the highest AAR values are reached for operating points
with an FAR not equal to 0 (see region R1 in Fig. 2).

In identification mode the system behaves similar to the verification mode. Dif-
ferences can be found in the FIR values, which are now consistently zero and in
slightly higher AIR values. The reason for the lowered FIR is the stronger rejection
criteria which rejects a sample if it is accepted by more than one SVM. Obviously
the few false rejects observed during verification testing are the result of two SVMs
accepting the same sample. Similarly, because of this stronger rejection criteria the
AIR values for identification should be lower than AAR for verification. However
the opposite is the case, AIR values are consistently larger for identification. The
reason for this is the already mentioned almost disjoint separation of the feature
space among SVMs. This separation is the reason that, for verification, a sample
causes only one out of 14 possible false accepts, while for identification, the same
sample causes one false accept out of one possible false accept which leads to a
much higher influence to the AIR.

Table 1 depicts exemplary OP for identification and verification using free PIN
and given PIN semantic. The two OPs chosen for each semantic and authentication
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Table 1 Selected operating points

Semantic Verification Identification
(C;γ) FAR FRR AAR (C;γ) FIR FRR AIR

free PIN (26,0.0154)a 0 .0095 .0241 (114,0.0018)a 0 .0905 .0924
free PIN (34,0.0194)b 0 .0083 .0254 (34,0.0098)b 0 .0083 .2195

given PIN (90,0.0194)a .0016 .0560 .0309 (58,0.0066)a 0 .1524 .235
given PIN (90,0.0194)b .0016 .0560 .0309 (154,0.0194)b .0012 .0738 .2933

a parameters for OP with minimum distance to origin
b parameters for OP with minimum FRR (if several OPs with the lowest FRR exist, the one with
the lowest AAR/AIR is displayed)

mode are the ones with the smallest Euclidean distance to the origin2 and the ones
with the smallest observed FRR.

For the given PIN the measured rates are generally higher then the rates for the
free PIN semantic. Obviously the features described in 2 have better discriminatory
properties if they are extracted from samples that differ in content and writing style
instead of writing style alone.

It has to be noted that a variety of parameter combinations can lead to satisfying
results depending on which error rate is preferred to be minimised. The values of
these parameters are also dependant in the data set used for testing as can easily be
seen in the varying coordinates in Table 1.

The bounding box approach introduced in 2 performs as expected. At the cost of
a very high FRR it is able to reduce the AAR/AIR rate. However, if the size of the
bounding box is increased, FRR values drop and AAR/AIR values converge to the
previously observed levels.

In previous work [5] a verification algorithm using biometric hashing based on
the first 69 features used here has been described. For the semantic given PIN an
EER of 0.0832 was determined. It has to be noted, that the underlying database
and test methodology are not identical to those used here. However, a trend towards
change for the better can be indicated by the usage of the SVM and an enhanced
feature set for verification performance.

4 Conclusion and Suggestions for Future Work

The SVM classifier described in this paper is capable of reliable identification of
15 persons who are enrolled using a freely chosen PIN. Because of the tendency to
over-fitting, the system exhibits very low FAR/FIR values while producing a still
acceptable FRR under 1%. If the enrolled persons are restricted to using the same
PIN, system performance drops notably, though this drop affect mostly the FRR
which in certain use cases may sill within acceptable ranges.

2 the origin corresponds to the OP with FIR = FRR = AAR = 0 or FIR = FAR = AIR = 0
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If a more balanced FAR/FIR-FRR-ratio is desired the ν-SVM is an option to
consider, since the ν parameter provides information on the class imbalance and
hopefully eliminate the tendency to over-fittng. However the elimination of over-
fitting might result in an increased AAR/AIR rate, since the positive regions in the
feature space are likely to grow in area and thus leave more room for acceptance of
samples that otherwise would have been rejected.

The simple bounding box approach suggested in this paper proves to be not suit-
able to reliable distinguish samples of an enrolled person from samples of a not en-
rolled person. More sophisticated approaches might be able to reduce the AAR/AIR
without extreme effect on the FRR.

Another approach to consider is the one-class SVM which relies solely on posi-
tive samples for training. After training the SVM returns whether a presented sample
fits the learned distribution. Not being exposed to a majority of negative samples is
likely to prevent excessive over-fitting. The total lack of negative samples might lead
to an increased FAR/FIR, though.

Furthermore the experiments described in this paper (as well as future experi-
ments based on this work) are to be conducted on a larger data set to ensure statistical
significance of the results. It is also considered to adapt the test environment to that
of Abreu and Fairhurst [1] to allow direct comparison. Seeking for a deployment-
ready authentication system the influence of user count, authentication type, and
sample semantic on the parameters of optimal OPs have to be analysed.
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Abstract. The biometric identification of individuals has many safety and 
security applications in several fields of major interest. This can range from 
healthcare to commerce and from defense to banking systems. Current bio-
metric technologies are hardly suitable for remote online massive use. This 
paper presents an innovative approach to design advanced biometric sys-
tems for personal identification, recognition and monitoring, with high level 
of privacy and scalability. The proposed system consists of a modular de-
sign using distributed systems, multi agent technologies, adaptable tech-
niques that allow the creation of a surveillance infrastructure based on bio-
metrics sensors. The proposed infrastructure is characterized by scalability 
and adaptability on sensors (cameras) number and signal manipulation 
through the multi agent infrastructure. System results can be extended to 
link more enterprises and application domains that need person identifica-
tion and related events for access control on critical resources.  

1 Introduction 

Safety and security airports, public buildings, and private domain areas, like 
corporate buildings, is of paramount importance nowadays. Consequently we need 
secure ways to identify human actions. The starting point of unpredictable unse-
cured actions is usually the entrance on the specific sensitive place, where we need 
surveillance. In order to avoid such conditions we propose through this work an 
agent infrastructure that achieves practical human surveillance using camera sen-
sors and biometrics technologies. 

The application of advanced techniques for person recognition and identifica-
tion is directed to verify if a person belongs or not to a prefixed group, denying or 
granting the access to places, information and services. Even though specific sus-
picious persons do not need to be identified or recognized, early detection of sus-
picious behaviors is applied to recognize malicious intentions in advance and to 
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prevent dangerous acts. Authentication is testing if an individual has access to 
proceed.  

In the last years using biometric techniques to develop services for surveillance 
was the common approach [1]. Biometrics is the science and technology of mea-
suring and analyzing human body characteristics. Systems based on this technolo-
gy are pattern recognition systems that acquire biometric data, a set of characteris-
tics, and a mechanism to compare these features against a collection of previously 
acquired templates. There is evidence that this procedure can be automated by the 
use of Haar wavelets in a supervised learning manner [11] and this is one of the 
motivations behind this paper. 

Authentication is a simple one-to-one verification process where an acquired 
pattern is compared against a single stored template in order to determine whether 
the user is the individual who claims to be. Identification is a one to many process 
where the pattern at hand is compared against a database of multiple stored tem-
plates in order to establish the identity. Most of the biometric devices are operat-
ing in authentication mode using the following two steps: (a) an identity is re-
quested from a database where participants templates have been previously stored, 
(b) then by presenting a live biometric sample for comparison the intelligent sys-
tem provides or not the related labels and outputs. 

The identification mode is working directly by doing a search in the database 
based on the acquired biometric sample. In general the biometric framework 
should be practical in terms of performance and acceptability and circumvention. 
Data fusion techniques should be incorporated in order to eliminate the biometric 
system errors [2]. Face analysis techniques [3] present the best results for identifi-
cation and recognition.  The system examines the faces and attempts to find vi-
sually similar matches in its stored database visitors. The agent technology con-
trols the related events from the GUI to the external systems connected on the 
infrastructure or the end users/operators. The operator is able to provide feedback 
to the infrastructure in the case of misclassified visitors. The face recognizer is 
working online and is able to learn online. Face recognition under unconstrained 
conditions is very challenging. The purpose of the visitor identification infrastruc-
ture is to provide not only access control but a whole adaptive solution for security 
using surveillance and biometrics techniques. These solutions are extremely useful 
for enterprises to increase the domestic and worldwide markets.   

The paper is structured as follows: Section 2 analyzes the design considerations 
of the proposed infrastructure. Section 3 proposes multi-agent technology com-
bined with biometrics sensors as a solution. In Sections 4 and 5 we present the 
system design and related use cases for the system evaluation. Finally, in section 6 
conclusions and remarks close the paper structure giving future research topics. 
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2 Design considerations 

To design ambient intelligence environments, many methodologies and tech-
niques have to be merged together originating many approaches present in recent 
literature [4]. From the wide range of the possible solutions any ambient intelli-
gent environment is characterized by the following goals and technologies. 

• Adaptability, the infrastructure is reactive to new habits, behaviors and 
needs from the operators and the working environment. 

• Context awareness, the infrastructure has the ability to recognize 
people and the situational context. 

• Flexibility, for the operators to customize the control outputs from the 
infrastructure to other systems connected on it. 

• Extensibility, for the surveillance objects and their attributes that can 
be implemented and controlled by the infrastructure.  

The above characteristics are achieved by the use of the artificial intelligence 
and the proposed multi agent platform. System independence and transparency is 
achieved by the use of the biometrics sensors that bring the face recognition sig-
nals into the infrastructure and are able to verify the correspondence between 
people requesting access and authorized accounts, which have been stored during 
the learning procedures from the infrastructure, in system storage module.  

Finally, the automatic validation and recognition allows the infrastructure to 
adapt related services and the according environmental parameters to the system 
operators’ requests and preferences of the recognized objects/persons, during the 
surveillance. The following paragraphs are analyzing the above infrastructure in 
more details. 

3 Biometrics and multi agents 

The proposed infrastructure has been implemented using a distributed collec-
tion of agents [6]. The number sensors /cameras provides adaptability to different 
conditions and environments as biometric characteristics that characterize the 
identification, recognition and monitoring of the surveillance objects, allow the in-
crease of identification and recognition probability percentage. Biometric integra-
ability is a relevant issue in advanced system design. Also system adaptability is 
supported by allowing the participation of different agents, which manipulate dif-
ferent algorithms and techniques for surveillance, in the proposed infrastructure 
allowing the inclusion and deployment of more advanced and new solutions, 
without changing the overall system architecture and structure. Based on “Fig. 1” 
the Surveillance Input agent represents the biometric sensor that is used for the 
surveillance. In our case study the system is based on cameras. The Agent for rec-
ognition uses algorithms for the processing of the data input. With the help of 
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Evaluator Agent and Agent for Event creation the system does the recognition and 
identification of the objects/humans and prepares the related events that will trig-
ger the graphical user interface of the infrastructure. The role of the Output con-
troller is to manipulate the output data to other external systems that have been in-
tegrated in the proposed infrastructure, either as an extension or as an integrated 
part of the system. The agent community needs a coordinator of all agents, and 
this is performed by the Agent Network Controller.   

 
   

 
Fig. 1, Multi Agent Infrastructure 

The parallel use of biometric sensors and algorithms using agents to control 
them provides distributed information processing [5] through a modularly scalable 
software architecture. This architecture supports the integration of heterogeneous 
and legacy systems by encapsulation in related agents.  

The face detection scope is to examine a camera image and extract regions con-
taining a face. In this infrastructure the face detector described in [8] by Viola and 
Jones has been employed. This detector scans square regions at various scales in 
the image and extracts features in the form of Haar wavelets to determine whether 
the region contains a human face. The selection of this detector from a number of 
other published detectors, like [9] and [10] pool of detectors (references), was 
based on acceptable detection accuracy requirements, its readily available imple-
mentation in the OpenCV library and finally its suitability for real-time 
processing. Different camera positions generate images for various face orienta-
tions for increasing accuracy. However, in this specific application there are phys-
ical constraints as to the distance of the human from the camera and to the orienta-
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tion of the face. Two cameras suffice to have acceptable performance. Moreover 
the feedback from the system, guides the user to correct his placing with respect to 
the camera.   

The face recognition procedures rely on a previously acquired collection of 
several images per visitor, in a controlled environment, and fast modeling of a va-
riety of illumination conditions in the form of normalized color spaces. The output 
from the multi-agent recognition module will trigger the graphical user interface, 
giving the possibility to the infrastructure operators to provide feedback to the user 
and fine tuning of the system. 

4 System Architecture 

The proposed infrastructure has been implemented using a distributed collec-
tion of agents based on the architecture of “Fig. 2”.  

 

 
Fig. 2, System Architecture 

The architecture we adopted for the problem at hand is comprised by various 
modules which we will analyze now. We have implemented a module for the Axis 
207w cameras which grabs the provided JPEG pictures. The video input is con-
trolled by the GUI which also presents the frames to the operator. This GUI also 
sends the frames to the computer vision module, for face region detection and ex-
traction. In order to speed up the procedure, the regions are sent directly to the 
multi-agent infrastructure module for recognition. In addition to the mentioned 
role this module also controls database access. Successful recognitions are fed 
back to the GUI in the form of a series of matches ordered by decreasing probabil-
ity via an event mechanism. 

In order to optimize the interaction diagram for performance we exploit the hie-
rarchical nature of the Haar wavelets in our setup. We didn’t choose a complex 
methodology like in [7], since our problem is simpler. By their definition each 
newer level detects details in half the previous level. For this reason, since our im-

AIAI-2009 Workshops Proceedings [130]



ages are rectangular each new level generates four new sub images. Our network 
is a graph of identical peers. These peers take as input two images of power of 2 
side lengths, wavelet-tranform them and compute inner products. An inner product 
is also performed in order to detect similarity between the two transforms. If they 
are greater than a threshold, an agent forwards the four equally sized parts of the 
image (SouthEast, SouthWest, NorthEast and NorthWest) to its neighbors (“Fig. 
3”). We define neighbors as the agents having number with residual equal to the 
initiator minus one mod 4. We design our system around 16 agents and our algo-
rithm works in depth 4 per side. For this reason, the Evaluator expects 16 messag-
es at depth 4 per stored image. The percentage of them that arrives at the evaluator 
is the probability of success.  

 

 
Fig. 3, Agents subsystem decomposition 

For speedier calculations the corresponding transforms of the images can be 
pre-computed and retrieved by the orientation and depth pair of the region in the 
images. In our case, we do not scan the whole image via translations because this 
step is already done by the face detector. Moreover we make our images norma-
lized to 64x64 resolution which is clearly a power of 2. There is over complete-
ness in our design because the transforms of the lower levels are used in the higher 
levels too. But this redundancy is unavoidable in order not to drop information and 
have well defined inner products. We also achieve a nesting of subspaces from 
coarser to finer information. 
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5 System design and case studies 

The proposed infrastructure has been implemented using a Java-based system 
implemented on the JADE platform. The prototype design is presented in “Fig. 4”. 
“Fig. 4” shows a typical example of the application of our system on real-world 
data. The captured images have size 640x480 pixels with zero compression. They 
are resized to half their size for presentation purposes. The frame grabber is 
implemented in C++ and the GUI in TCL/TK 8.5.6. For the agent-based system 
we selected the well-documented JADE platform and for face detection we used 
the stock implementation of the OpenCV library. The communication between the 
GUI and JADE was accomplished with SOAP messaging. The database stores the 
Haar features and the normalized 64x64 sized images. We used the mingw/msys 
compiler system and jdk 1.6.11.  
 

 
Fig. 4, Prototype system 

The functionality is the following: two buttons load images from the two-
camera system. The button Find Best Four initiates the procedure of face detec-
tion and recognition and finds the four best matches in the database by resizing to 
64x64, extracting features and using a Euclidean distance. In order to reduce false 
positives, we select face detected regions that have high matching in the database. 
In this way, we eliminate spurious face regions that have negligible resemblance 
to the already stored data due to noise. This is a typical problem with the above 
mentioned Haar detector. The existing data were extracted manually from the 
operator after the recording of 18 persons in 4 poses with 100 copies for the same 
person-pose pair. We also stored some negative results from the entrance without 
any humans to increase robustness. In a latter version we should try to automate 
this procedure possibly by selecting another face detection algorithm or exploiting 
further real biometric information. We used the already trained detector of 
OpenCV but the cascade was run as a pipeline on different agents. 

AIAI-2009 Workshops Proceedings [132]



6 Conclusions 

This paper proposes an infrastructure for intelligent environments and biome-
trics. The surveillance tasks are distributed on multi agents and resources are 
shared between heterogeneous services. Our intent is to further extend our proto-
type and experimentation by considering as future goals the integration of new 
services mediated by other categories of adaptive agents and to perform an evalua-
tion between different surveillance algorithms implemented by the proposed infra-
structure. 
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Unsupervised Human Members Tracking Based
on an Silhouette Detection and Analysis Scheme

Costas Panagiotakis and Anastasios Doulamis

Abstract In this paper, an unsupervised, automatic video human members(human
body and parts) tracking algorithm is proposed based on a propabilictic human
silhouette detection method and a geometric human silhouette analysis algorithm.
First, the human silhouette is estimated using the following scheme : 1) an face de-
tection, and 2) a human body detection based on biometric 2-D templates. Next, the
human members are recognized and 18 major points, located on the human body and
parts, are detected using a 2-D biometric model. The proposed method is executed
automatically in each frame of the video sequence.

1 Introduction

Human motion analysis has many applications in many areas, such as analysis of
athletic events, surveillance, content-based image storage and retrieval. The main
scientific challenges in human motion analysis are to detect, track and identify peo-
ple and to recognize the human activity [1]. The detection and tracking algorithms
are challenged by occluding and fast/complicated moving objects, as well as illumi-
nation changes. A combination of human shape-motion features estimation, silhou-
ette analysis, skin color detection, template matching, 2–D/3–D human modeling,
background modeling have been used on human detection and tracking systems.
There are model based approaches and systems using Shape-From-Silhouette meth-
ods to detect and track the human in 2D [2] or 3D space [3].

Several works have been proposed recently in the literature for detecting video
actions and activities [2]. In [4], a Hidden Markov models are used for identifying
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human activities in video streams. In addition, in [5] human activity is identified
from a video sequence. The activity is represented as a set of pose and velocity
vectors for the major body parts (hands, legs, and torso) and then stored in a set
of multidimensional hash tables. On the contrary, in [6], stochastic algorithms are
exploited to detect visual activities and interactions in a video sequence.

In this paper, a novel approach is presented for automatic human detection and
tracking in video sequences. The proposed architecture consists of two main mod-
ules. The first refers to the automatic identification of humans regardless of their
motion actions, background complexity and possible background movement. This
part is based on biometric feature of human color. The second module aims at auto-
matically extracting points of interest from the human based on 2-D biometric hu-
man model. The points refer to salient parts of persons, such as the head, shoulders,
etc. In this way, we are able to identify complex human activities, by considering
the point motion in time. For example, we are able to detect particular gestures of
humans, the direction of their movement, the actions of the head, e.g., nodding, and
velocity of human movement, etc.

The rest of the paper is organized as follows. Section 2 presents the proposed
silhouette estimation algorithm. Section 3 describes the human silhouette analysis
method. Finally, Sections 4, 5 provide experimental results and the discussion.

2 Human Content Identification

Various methods and algorithms have been proposed in the literature over the years
for human face detection, ranging from edge map projections to recent techniques
using generalized symmetric operators [7]. The eigentemplate approach to the de-
tection of facial features has been proposed in [8], while in [9] the face pixels are
localized by modeling the human face with an elliptic shape. In our approach, the
two-chrominance components of pixels are used for performing the human face de-
tection task efficiently, while simultaneously exploiting information available in the
bit stream of MPEG-coded images. This is due to the fact that the distribution of the
two-chrominance components, corresponding to a human face, are located in a very
small region of the color space as has been shown in [10]. Thus, blocks of a color
image x, whose respective chrominance values are located at this small region, can
be considered as face blocks. On the contrary, blocks of chrominance with values
located far from this region correspond to non-face blocks.

Let us denote by q(Bi) = [u(Bi)v(Bi)]T a 2-dimensional vector containing the
average chrominance components, u(Bi)v(Bi), for the Bi block. Then, the histogram
of the chrominance values, corresponding to the face area, is modeled by a Gauss-
sian probability density function (pdf). Therefore, the probability of a block, say B j,
belonging to the face class, say Ω f , is given by the following equation

P(q(B j)|Ω f ) =
e−

1
2 (q(Bi)−µ f )T ·S−1

f ·(q(Bi)−µ f )

(2π)
N
2 |S f | 1

2
(1)
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where µ f and S f are the mean vector and variance matrix of the pdf respectively.
The parameters of 1 can be estimated based on several training data of face images
and using the maximum likelihood algorithm. Equation 1 indicates that an image
block Bi belongs to the face area, if the respective probability of its chrominance
values, P(q(Bi)|Ω f ) is high. Instead, blocks with a low probability P(q(Bi)|Ω f ) are
classified as non face blocks. In our case, a confidence interval of 80% has been used
to discriminate face and non face blocks. Therefore, a binary mask M is formed, with
size N1

8 x N2
8 pixels; a pixel unit with value equal to one indicates a face block, while

a zero value indicates a non face one.
This method does not, however, exploit any geometric information about the hu-

man face. Thus, it is possible that some non face blocks are classified as face ones.
This is, for example, the case of blocks that have similar chrominance properties
to ones belonging to face regions, e.g., human hands. For this reason, an iterative
technique is applied to the binary mask M in order to localize the segment that cor-
responds to the face region. First, the morphological erosion operator is applied to
image M, using a small rectangular structuring element; then, the number of non
connected objects in the filtered mask is computed. In case that the number of ob-
jects is greater than one, a new morphological filtering is applied using, however, a
greater structuring element. This procedure iterates until the number of objects gets
equal to one. Then, the segment of M, which overlaps to the segment of the final
filtered mask, is considered as a face region. In this case, a binary mask, say M f ,
is formed, in which pixels with value equal to one correspond to the face segment,
while zero values indicate the other areas.

2.1 Human Body Detection

Human body detection is next performed, exploiting information provided by the
previous face detection module. In particular, the human body is localized using a
probabilistic model, the parameters of which are estimated according to the center,
height and width of the face region, denoted as c f = [cx cy]T , d f and h f respectively.
Let us also denote by r(Bi) = [rx(Bi) ry(Bi)]T the distance between the ith block, Bi,
and the origin, with rx(Bi) and ry(Bi) the respective x and y coordinates.

Since humans are usually located in standing position, a square rectangular is
adopted in our case for modeling human body. We assume independence from the x
and y location. Thus, block Bi belongs to the human body class, say Ωb, if

P(r(Bi)|Ωb) = A · [(1− rx(Bi)−µx

wx
),(1− ry(Bi)−µy

wy
)] (2)

where µx, µy express the parameters of the human body location model; these are
calculated based on information derived from the face detection task, taking into
account the relationship between human face and body. In our simulations, the
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(a)

(b)

(c)

Fig. 1 (a) The 18 major human points. (b) An example of successful execution of the end of head
(blue point) localization method. (c) The left arm can be distinguished from the main body because
the proportion of red boundary pixels is high.

parameters in 2 are estimated with respect to the face region as follows µx = cx,
µy = cy + h f

2 , σx = d f , σy = h f
2 .

Similarly, A,wx and wy are appropriate parameters that control the decay of the
probability.

The human face and body detection modules provide an initial estimation of the
foreground object. In particular, all blocks that have been classified either to the
face or body classes are included in the initial estimate of the foreground object.
Similarly, a background set, is created containing blocks of the image which are
classified with high confidence to the background class.

3 Human Silhouette Analysis

3.1 Human Members Recognition

In this section we examine the human body members recognition method. The hu-
man body is divided into the following six members: head, main body, left leg, right
leg, left arm and right arm (Figure 2(c)). The human silhouette pixels will be clas-
sified to one of the above members. The human parts are detected based on their
geometric/biometric information. The member recognition algorithm is sequential.
The more “visible” members are computed first in order to decrease the search space
of others.

First, the major human body axis is determined using central moments. The sil-
houette is rotated according to the major axis. The rotation center is the mass center
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(a) (b) (c) (d)

Fig. 2 (a) The initial approximation. (b) The final segmentation result. (c) The human members
estimation. (d) The human members’ skeletons.

of the human. Now, the human is located vertically. Next, we estimate the end point
of the head (Xd ,Yd) using the following iterative method (Figure 1(b)). The (Xd ,Yd)
point is initialized as the human body mass center (mc,nc) and it is changed dynam-
ically by getting the mean of human points that belongs to the current line. So, the
above method can be characterized as dynamic mean method.
Dynamic Mean Method

Xd = mc, Yd = nc
repeat {

Xd = Xd −1, Yd = E(Xd ,y)∈Man(y)
} until (Xd −1,Yd) ∈ Background

The head region will be placed in a rectangle defined by the point (Xd ,Yd) as the end
of the head. The maximum height and width of the head are proportional to the hu-
man height. The down limits of the head region, are determined by the first local
minimum of the left and right horizontal silhouette projections.

The main body region is computed using an iterative algorithm similar to the end
point of head estimation method. The maximum height and width of the main body
are proportional to the human height. Using the human boundary, it can be deter-
mined if the arms can be distinguished from the main body (visible arm) and if the
legs are distinguished. The rule is the following: if the proportion of the boundary
pixels whose the closest background pixel is on the right, computed in an area where
is located the left arm, exceeds a threshold, then the left arm can be distinguished
from the main body. The above value is the ratio between the red pixels and the
red plus green pixels of Figure 1(c). This knowledge helps in definition of the main
body limits.

The legs and arms regions estimation can be done in the same time. An initial
approximation (Figure 2(a)) is computed using the mass center of the human and the
border point D that discriminates the left and right leg. It is possible that a regions
than six, that is the number of the human members, will be created. For these cases,
we determine first which are the fault regions using a criterion based on the surface
and the mass center of the regions. Next, we join the faults regions to the regions
which have the most common boundary points with the faults regions. In the Figure
2(b), the false left leg region is correctly classified to left arm member.
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3.2 Major Human Points Estimation

In the second stage, the 18 major human points are estimated using the human mem-
bers segmentation. This method is based on a geometric/biometric 2-D model for
each major human point. The method uses the skeleton of each human member
(Figure 2(d)), as the joint points belong in the skeletons. The skeleton is defined
as the set of points whose distance from the nearest boundary is locally maximum.
The 18 major human points are computed sequentially. The easier defined points are
computed first in order to decrease the search space of others.

First, the center of the head is computed as the mass center of the head region.
The neck point is defined as the mean of the boundary points between head and main
body region. The two shoulders points are computed by minimizing an appropriate
function F . The function domain is an isosceles triangle whose vertex is the neck
point and its base vertices are the two shoulder points. The function is minimized
when the triangle base is maximized and the triangle height is minimized at the
same time.

The 18 major points formulations are defined in Figure 1(a) under the proposed
biometric 2-D model. The points (9), (10) of the main body are computed using the
main body height and width. The points (11), (15) of the main body are defined
by the mean of boundary between main body region and left or right leg region
respectively.

Concerning the legs’ points, the ankle point A is computed first. We compute
the farthest point B of skeleton points from point (9) using one line segment that
should belongs to silhouette. The ankle point is defined as the farthest point, of
the not visited skeleton points from B using one line segment. The knee point K
is estimated by minimizing the function G(X) which is defined by the following
equation. The constant 0.2 of equation 3 has been estimated using our experimental
dataset. Let F be the point (9) of the main body. Let the function d(X ,AF) be the
minimum distance of point X from the line segment AF .

G(X) = (|XF |− |XA|)2−0.2 ·d2(X ,AF) (3)

If the point X is located close to the middle of AF and close to the knee angle at the
same time, then the proposed function G(.) will be minimized. Finally, the end of leg
point E is computed using the knee and ankle points. The E point is defined as the
skeleton point close to ankle point, whose distance from the knee point is maximum.
In each arm, we have to compute two points, the elbow point and the end of arm
point which are estimated similarly with the knee and ankle point, respectively.

4 Results

The proposed algorithm have been tested in several sequences. The silhouette esti-
mation method (first stage) gives in most of the frames accurate results. Concerning
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Fig. 3 Results of the three stages. The estimated silhouettes (first column), the human members
recognition (second column) and the 18 major human points computation (third column).

the next two stages, the human body members are successfully recognized in the
well estimated silhouettes with high accuracy. The mean error in head, main body
major points estimation is about 2% of the total human height, while the arms - legs
major points are estimated with less than 200% of the previous error. The above er-
rors are related with the quality of the estimated silhouette, when the accuracy of the
estimated silhouette is high the mean error in the estimation of each major human
point is less than 1% of the total human height. In Figure 3, some results of the three
stages are shown. The complexity of the total algorithm is O(N)1.

1 N = # pixels of the human. If we did not use skeletons we would have a complexity of O(N
√

N).
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5 Conclusion

In this paper, an unsupervised, automatic human members and 18 major human
points tracking algorithm is proposed using an adaptable - extended face detection
based method and a geometric human silhouette analysis algorithm. The adaptive
behavior of the first stage is very important in such dynamically changing environ-
ments, where object properties frequently vary through time. The silhouette analysis
algorithm is color independent and it detects the major human points without track-
ing them based on 2-D geometric human model.

In order to decrease the computation cost, the proposed method locates the major
points sequentially, where the location of one feature influences the location of the
rest. Sometimes, such methods can produce totally erroneous results in the case that
a failure occurs in the starting stages. We decrease this probability by starting from
the most “visible” parts and well defined points. Moreover, if in some frame the
algorithm fails (in some points/parts), the system will not lose his stability, since in
the next frame human detection (not tracking) will be performed.

An extension of the proposed methodology may include the estimation of static
(chromatic-biometric) features of the human members and the human-activity recog-
nition (walking, sitting, running, etc). Security system and statistics analysis of hu-
man motion systems could be based on our method.
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Abstract.  The performance of face recognition and/or authentication systems is 
greatly affected by within-person variations encountered in human faces. Within 
person facial variations distort the appearance of faces leading to inconsistencies 
between facial features stored in templates and features derived from a face, of the 
corresponding subject, captured at a different instance. For this reason a consider-
able amount of effort has been devoted to the development of methods for elimi-
nating within person-variations during face recognition/authentication. Among all 
types of within-person variations encountered, aging-related variations display 
unique characteristics that make the process of dealing with this type of variation a 
challenging task. In this paper we describe experiments that enable the quantifica-
tion of the effects of aging on the performance of face recognition systems. We al-
so review typical approaches that aim to eliminate the effects of aging in face rec-
ognition and outline future research directions for this area. 

1 Introduction 

Researchers working in this field of face-based authentication aim to define bio-
metric templates containing discriminatory features that are least affected by with-
in-person types of variations in order to enable accurate identity verification [20]. 
Examples of within-person facial variations include variations due to different im-
age acquisition conditions, different expressions, face orientation, occluding struc-
tures and aging. Researchers who compared the impact of within-person variations 
in different biometric templates [5, 9] conclude that facial templates display re-
duced permanence when compared to other widely used biometric modalities (i.e 
iris and fingerprints) hence it is highly important to develop methods for eliminat-
ing within-person variations in face recognition/authentication algorithms. Among 
all types of appearance variations, aging related facial variation displays unique 
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characteristics that require customized attempts for dealing with the problem. One 
solution to the problem of aging is the frequent update of facial templates through 
a data acquisition process [19]. However, template updates can be performed only 
if all subjects whose faces are stored in a database are regularly available and will-
ing to provide up to date face images. 
 
During the recent years an increased research activity in the area of facial aging 
simulation is recorded [4, 6, 7, 8, 10, 12, 14, 15, 16, 17]. This interest is attributed 
to the potential of using age modeling techniques for a number of different appli-
cations that includes the prediction of the current appearance of missing persons 
[6], age estimation [4, 7], age-specific human computer interaction and the devel-
opment of age invariant face authentication systems [10].  Research in facial aging 
is backed up by the existence of two publicly available face datasets [8, 15] dedi-
cated for use in conjunction with studies related to face aging.  

 
This paper aims to formulate the challenges involved in developing age-invariant 
face templates. Along these lines we briefly describe the physiological mechan-
isms that cause age-related variations on human faces and discuss the difficulties 
involved in dealing with aging variation. We also present results of an experimen-
tal evaluation that aims to quantify the effect of aging on face recognition. Chal-
lenges associated with the problem of aging are presented and possible ways for 
dealing with this problem are suggested. The discussion of this issue takes the 
form of a short review of the topic where different approaches to the problem and 
possible directions for future research activities are outlined.  

2 Face Aging Process 

The appearance of a human face is affected considerably by the aging process. 
Examples of aging effects on faces are shown in figure 1. Facial aging is mainly 
attributed to bone movement and growth, and skin related deformations. Aging re-
lated appearance variation due to bone growth usually takes place during child-
hood and puberty whereas skin related effects mainly appear in older subjects. 
Skin related effects are associated with the introduction of wrinkles caused by re-
duced skin elasticity and reduction of muscle strength [3, 12].  
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Figure 1: Face images displaying aging variation. Each row shows images of 

the same individual (Images from the FG-NET Aging Database [8]). 
  
Dealing with aging variation is a challenging task because the aging process has 
the following unique characteristics:  

 
Control: Unlike other types of variation (i.e face orientation) the effects of aging 
cannot be controlled and/or reversed. This characteristic of aging variation implies 
that (1) it is not possible to rely on the cooperation of a subject for eliminating ag-
ing variation during face image capture and (2) the process of collecting training 
data suitable for studying the effects of aging requires long time intervals.  
 
Diversity of Aging Variation: Both the rate of aging and the type of age-related ef-
fects differ for different individuals. Typically diverse aging effects are encoun-
tered in subjects of different ethnic origins and different genders. External factors 
may also lead to diversities in the aging pattern adopted by different individuals. 
Such factors include health conditions, lifestyle, psychological conditions, climat-
ic related factors and deliberate attempts to intervene with the aging process 
through the use of anti-aging products [3] or cosmetic surgeries. As a result com-
mon aging patterns cannot be applied successfully to all subjects. 

3 Effects of Aging on Face Recognition 

In this section we discuss the results of an experimental evaluation that aims to 
quantify the effects of aging on face recognition. As part of the experiment we use 
images from the FG-NET Aging Database [8] for training and testing face recog-
nition systems in cases that we deal with significant aging variation. For the needs 
of our experiments we have used images from the FG-NET Aging database that 
contains 1002 images from 82 subjects. The database was divided in the following 
groups: 

 
Group A and Group B: Each group contains half of the images of each of the 82 
subjects.  The separation of images was done in such way so that both groups con-
tain similar distribution of ages for each subject. On average for each subject the 
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age difference between samples in Groups A and B is 1.6 years, the minimum dif-
ference is 0 years and the maximum difference is 5 years. 
 
Group C and Group D: Each group contains half of the images of each of the 82 
subjects.  However in this case Groups C and D contain the samples of each sub-
ject corresponding to younger and older ages respectively. The separation between 
younger and older faces of each subject is done based on the mean age among all 
samples belonging to the subject in question. On average for each subject the age 
difference between samples in Groups C and D is 15 years, the minimum differ-
ence is 6 years and the maximum difference is 34 years. 
 
Figure 2 shows typical samples belonging to groups A,B,C and C for a one subject 
from the dataset.  
 
 

   

  
Figure 2: Samples from Groups A and B (1st and 2nd row) and Groups C and D 

(3rd and 4th row). Age distributions of samples in groups A and B are similar whe-
reas age distributions of samples in groups C and D are distinctively different. 

 
Face templates used in the experiments correspond to different facial parts so that 
it is feasible to compare the effects of aging for different parts. In particular tem-
plates derived from the overall internal facial region, upper face and lower face are 
used in our experiments (see figure 3). For the needs of the experiments facial 
templates are constructed based on a low dimensional Active Appearance Model-
based representation [2] of the faces in the training and test sets. As part of the ex-
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periments two classification methods are used – the first method is based on a 
shortest Mahalanobis distance classifier and second is based on a Support Vector 
Machine Classifier. In both cases classifiers are trained using images from the 
train sets (sets A and C) and tested using sets B and D respectively. In our results 
(see table 1) we quote the reduction of the correct recognition rate when dealing 
with extreme aging variation (test set D) when compared to the case that we deal 
with reduced aging variation (test set B). 

 

 
Figure 3: Face templates used in our experiments 

 
 Reduction in Recognition Performance (Percentage units) 

Shorter Distance Classifier Support Vector Machine 
Upper Face 13 14 
Lower Face 8 8 
Internal Face 15 16 

Table 1: Reduction of correct recognition when dealing with extreme aging varia-
tion, compared to the case that we deal with reduced aging variation  

 
According to the results the following conclusions can be derived. 
• On average the performance of face recognition drops by about 12% when 

dealing with faces with different age distributions than the ones in the training 
set. Therefore it is of utmost importance to deal with aging variation.  

• The effects of aging have greater impact when using face templates that in-
clude the upper face region. When using templates based on the lower part of 
the face aging effects cause smaller decrease in the recognition performance. 
However, the regions affected more intensively by aging are at the same time 
the most discriminatory regions. 

 
The results of this preliminary experiment suggest that researchers, who work in 
the area of face recognition/verification, should run age invariance tests in order to 
assess the robustness of their approaches to aging variation. As part of this exer-
cise along with the standard performance evaluation metrics that are usually 
quoted, the ability of an algorithm to deal with aging variation also needs to be 
specified. The framework used in the experiment described above could form the 
basis of developing standardized age-invariance test methodologies.    
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4 Discussion 

We presented an overview where we outlined how aging affects human faces and 
we presented experimental results that demonstrate that face aging can affect dra-
matically the performance of face recognition systems. In order to deal with this 
problem we need to use techniques capable of simulating/eliminating aging effects 
on biometric facial templates. Aging simulation can be performed based on data 
driven approaches or methods based on modeling physiological mechanisms that 
cause the process of aging. 

 
 Data Driven Approaches: Data driven approaches rely on the analysis of aging 
datasets so that aging patterns are defined and used as the basis for simulating ag-
ing effects on previously unseen face templates. This method requires suitable da-
tasets that contain face images of the same individual at different ages. Ideally 
such samples should be normalized so that only aging variation is observed among 
the samples. Data driven age modeling approaches described in the literature in-
clude the use of machine learning algorithms for defining aging patterns [4, 6, 15, 
17] which can later be applied to novel faces in an attempt to simulate age effects. 
A different approach to the problem involves the use of statistical modeling for es-
tablishing the distributions of faces belonging to different age groups enabling in 
that way the application of aging effects by forcing a face to move closer to a tar-
get age distribution [8, 16].  
From a different perspective data driven approaches can be used for the definition 
of age invariant facial representations. For example Ling et al [10] suggest that a 
face representation based on differences in gradient orientation displays increased 
tolerance to aging variation. These findings were verified in a scenario involving 
face verification experiments in the cases that the age between faces in a pair dif-
fer by up to 10 years. 
 
Modeling Physiological Aging Mechanisms: This approach involves the use of 
complex mathematical models of physiological mechanisms that can be used for 
simulating aging effects on human faces and/or face templates. The process of de-
fining such models requires deep understanding of the physical nature of the 
process of aging so that this process can be artificially reproduced. Thompson [18] 
was among the first researchers who proposed the use of mathematical models for 
modeling the growth of biological organisms. Based on this proposition several 
researchers attempted to derive functions that can be used for simulating the 
process of aging on 2D or 3D face outlines [11, 13]. Ideally physiological models 
of aging should take into account different aspects of personal characteristics in 
order to be able to produce aging simulations customized for different individuals. 
 
As an alternative to the two categories of approaches mentioned above, it is possi-
ble to adopt combined data-driven and model-based approaches. In this respect the 
parameters of physiological models of aging are optimized through a machine-
learning process that operates on suitable aging datasets [1, 14].  
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5 Conclusions 

The aging process causes significant alterations on faces affecting in that way the 
long term performance of face authentication systems. The solution to this prob-
lem is to develop smart systems that will be able to modify biometric facial tem-
plates in an attempt to simulate aging effects ensuring in that way that face tem-
plates are always consistent with the current facial appearance of a subject. This 
task is extremely difficult because aging in combination with external factors that 
influence the process of aging, cause compounded effects that are difficult to pre-
dict and model. For this reason modeling aging variation requires state of the art 
Artificial Intelligence techniques that will be able to deal with this highly demand-
ing problem. Issues that need to be addressed in order to address the problem in-
clude the establishment of accurate person specific aging patterns that take into 
account the possible effect of external factors and the definition of facial represen-
tations that include discriminatory but at the same time age invariant features.  
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Abstract. Biometrics is an automated authentication mechanism that allows the 
identification or verification of individual based on unique physiological and be-
havioural characteristics. The combination of two or more biometric technologies 
in one application, better known as a multimodal biometric system, can provide 
enhanced security. Apart from the sound choice of fusion methodologies for the 
combination of single modality biometrics, the success of such multimodal biome-
tric systems significantly relies on the availability of biometric databases, through 
which the validation of these systems is made possible. This paper presents a new 
multimodal database, acquired in the framework of the POLYBIO project funded 
by the Cyprus Research Promotion Foundation (CRPF).  The database consists of 
fingerprint images captured via an optical sensor, frontal and side views of still 
and video face images as well as the outside surface of the human palm from two 
web-camera sensors, and a series of voice utterances recorded with the use of a 
distant array microphone. The POLYBIO database includes real multimodal and 
multi-biometric data from 45 individuals acquired in just a single session. In this 
contribution, the novel platform for data acquisition and combination - through an 
integrated device - of the four aforementioned single biometric modalities is de-
scribed and the protocols used for this purpose as well as the contents of the data-
base and its statistics are presented.     

1 Introduction 

In recent years, there has been a growth in the research of biometric systems, 
mainly due to the increasing pressure exerted on many Western countries to in-
crease their counter terrorism measures and legislation. Such systems can alleviate 
problems that plague traditional verification methods such as passwords or identi-
fication cards [1] and can be widely used for either access to physical locations 
such as airports and commercial buildings or for accessing remotely sensitive in-
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formation via the World Wide Web. Furthermore, the use and combination of 
more that one modality can offer enhanced security and can exploit to a higher de-
gree the uniqueness, universality, permanence – to a certain extend - and collecta-
bility of each of the single combined biometrics. 
Although many biometric databases of single biometric traits such as fingerprint, 
face and voice have been developed that enabled the growth of unimodal biome-
tric systems [2], the progress on multimodal systems is still prohibited due to the 
lack of reliable multi-biometric databases. The few publicly available multimodal 
databases consist of only matching scores produced by several biometric systems 
operating on different modalities [3]. Therefore, although these databases encour-
age the research on multimodal fusion, they do not allow further research on dif-
ferent types of fusion other than the scores matching of different systems.  Moreo-
ver, the absence of more than two or three important traits of the same individual 
in a single database is another limitation of the existing multimodal biometric da-
tabases. 

The creation of multimodal databases implies a certain degree of difficulty and 
challenges in the following manner: the design of an integrated platform for mul-
timodal biometric data acquisition is a complex multidisciplinary approach since it 
combines many different methodologies for the extraction of biometric traits to be 
performed under a unified framework. Moreover, the procedure of data collection 
is highly resource- and time- consuming as it requires a significant number of test 
subjects that need to cooperate for the collection of their biometric traits, a process 
that requires a long period of time. Last but not least, the legal issues concerning 
the collection of biometric data are to be taken into serious consideration as this 
subject is highly controversial [2]. However, due to the integrated efforts of all 
participants involved in the POLYBIO project, most of the aforementioned diffi-
culties have been overcome. The presented multimodal database includes finger-
print, palm, voice and still and video face images from a significant number of in-
dividuals that have been collected through a novel integrated platform. The 
reasons behind the selection of these specific biometric traits in the current contri-
bution was the creation of a multimodal , multi-biometric system that offers relia-
ble results that can be interpreted and applied in real time without increasing the 
user annoyance (e.g. iris scan) [4]. Increased user annoyance has been observed 
over the use of fingerprints mainly due to its association with criminal prosecution 
but this limitation has been overcome due to the increasing and popular use of sys-
tems based on fingerprint recognition for granting access to personal computer 
and laptops. In the sections that follow, the methodology for data collection as 
well as the platform for data acquisition are described and the contents of the re-
sulting database and their statistics are presented. 
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2 Multibiometric Data Acquisition 

The multibiometric data were collected through the use of an integrated platform 
that was created in the framework of project POLYBIO [5]. The scenario in the 
acquisition process was an office room where the acquisition hardware and soft-
ware could be operated by a system supervisor, guiding the steps of the test sub-
jects through the data collection procedure. Environmental conditions such as 
lighting or background noise were not controlled so as to simulate a realistic situa-
tion. The data acquisition system is depicted in Fig1 and is composed of two main 
components: (a) the multimodal biometric sensor hardware and (b) the data acqui-
sition software.  The hardware part consists of four separate sub-systems namely 
an array microphone for the recording of speech (1), a front –facing USB web 
camera for the capturing of still and video face images (2), a USB optical finger-
print sensor (3) and a down-facing USB web-camera accompanied by two lighting 
units and a black board panel with six positioning pins for palm image acquisition 
(4).  

 

 
Fig. 1. (a) Hardware Component of Multibiometric Data Acquisition System. (b) Data Acquisi-
tion Software  

The software part provides a user-friendly Graphical User Interface that allows 
the registration of every new user by choosing the person’s gender and by assign-
ing him or her with a five digit password. Furthermore, it can re-load any existing 
user for further capturing of the individual’s biometric traits.  Once a specific user 
has been selected or registered, the software provides four different interactive pa-
nels depicted in Fig. 2. (a) – (e) for the acquisition of the subject’s biometric data. 
For each subject, the information collected for each of the modalities considered 
are given below through the following description: 

 
Voice – Before the initiation of the recording procedure, the system provides the 
user with a choice on the sampling frequency of the recorded sample and its dura-
tion. The system prompts the test subject to pronounce a sequence of five digits in 
English.  

 4 
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(a)                 (b) 

 
   (c)               (d)  

 
          (e)  

Fig. 2. (a) Voice panel, (b) face panel, (c)-(d) fingerprint panels, (e) palm panel 
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This process is automated and the sequence of numbers appears in the white panel 
as shown in Fig. 2.(a). A clock counting backwards notifies the user when the re-
cording begins. Once the sequence has been recorded, the speech wave appears on 
the axes shown at the top of Fig. 2.(a). The supervisor, sitting next to the test sub-
ject checks the recorded sequence through the use of a set of headsets connected to 
the array microphone to verify that no significant level of background noise has 
corrupted the recording. In case a sequence has to be repeated, the system pro-
vides a manual recording facility. This procedure is repeated twenty two times. 
Therefore, a total of twenty two five-digit sequences are collected for each indi-
vidual in the database, one of which is his/her unique password that was used by 
the system for the user registration procedure and ten random sequences repeated 
on two times (Fig. 1.(b)).  

Face –The process of collecting face images is completed with the aid of the inter-
active panel shown in Fig. 2.(b). Once the front facing camera of the system has 
been activated, a live streaming of the desired data appears on the left window. 
Once the supervisor finds the appropriate pose of the test subject, a snapshot is 
taken and is shown on the right hand window of Fig. 2.(b). If the still image is sa-
tisfactory, it is saved in the database. This procedure is repeated four times and a 
total of four still images are being collected for each individual. The system also 
captures a live video with duration of 20 seconds of each person so as to acquire 
more face angles, since the user is prompted by the system supervisor to turn 
his/her head left and right.   

Fingerprint – Fig. 2.(c) and (d) depict the interfaces for selecting and capturing 
fingerprint images from the USB optical sensor. The panel shown in Fig. 2.(c) aids 
the individual to select the hand to be recorded (left or right). Once the hand has 
been selected, the fingerprint collection process is initiated. The supervisor choos-
es the finger to be scanned, thumb, index or middle and makes the appropriate se-
lection in Fig. 2.(d). The user then prompts the subject to place the selected finger 
on the USB optical device and initiates the capturing of the fingerprint image. 
Once the captured image appears on the panel and is deemed satisfactory, the im-
age is saved in the database. This process is repeated for four times for each finger 
and for both hands. Hence, the collected data are four images of the thumb, four of 
the index, four of the middle, four of the ring and four of the little finger for the 
left and right hand respectively, i.e. a total of forty scanned images for each indi-
vidual. 

Palm – The procedure of the palm image collection is similar to that of the face 
image collection and is completed with the aid of the panel shown in Fig. 2(e). 
The user is prompted by the supervisor to place his/her left hand facing down-
wards on the black board panel with the six positioning pins. The facing down-
wards camera is activated and the palm images are taken, which if they are consi-
dered by the system supervisor of good quality, they are stored in the database. A 
total of four palm images are collected for each individual. 
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Table 1 presents more information about the images acquired for face, palm and 
fingerprint modality. Other personal data that was acquired for all participants and 
stored independently from the database was gender, name, age and nationality. 
Moreover, donors wearing glasses had to remove them for half of the images of 
the face capture, so that facial samples of them without glasses -in case they wore 
contact lenses – would exist. 

Table 1.  Image Information 

 

Modality Height Width Format Type 

Face 240 320 Jpg RGB 
Palm 240 320 Jpg RGB 

Fingerprint 292 248 Jpg Grayscale 

 

 Since biometric data is considered “personal data” defined as such by the corres-
ponding regulation for the European requirements on the protection of individuals 
with regard to the processing and movement of personal data [6], all participants 
have willingly signed a consent agreement. This agreement ensured that these sen-
sitive pieces of information should only be used and processed for the purposes of 
the current research project and that the movement of this material will be con-
fined within the members of the participants of this project for further processing. 
Furthermore, all research outcomes that result from this data will be presented in 
an anonymous way.     

3 Description of POLYBIO database 

The panels shown in Fig. 2(b), (d) and (e) contain typical images for the face, 
fingerprint, and palm biometric traits respectively. The recorded speech utterances 
are shown in Fig. 2(a) only in terms of the speech waveform but there are saved in 
the database as a wav files.  

Although a considerable effort was made to create a robust database through 
the use of the specialized hardware and software described in Section 2, and al-
though a human supervisor was present at all times, the possibility of software 
and/or human errors was not completely eliminated.  After initial acquisition of 
the biometric traits, all samples were verified by a human expert. The ones that 
were non-compliant with the acquisition protocol were discarded according to the 
following set of strict rules: 

 
1 - All facial and palm samples should be four for each registered user. If any 

of these samples are missing the particular subject is rejected.  
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2 - The fingerprint images that should be acquired for each user are four 
scanned fingerprint images for all fingers of both hands (left and right). If any of 
these images is missing, the subject is rejected.   

3 – The total number of speech utterances should be twenty-two five digit 
numbers pronounced in the English language. The above number results from the 
repetition two series of five-digit number utterances pronounced twice and the 
single utterance of five digits (also pronounced twice) that constitutes the individ-
ual password that was initially assigned to each participant during his /her enroll-
ment to the database system. Errors in the pronunciation of the speech sequences 
can be corrected by the system supervisor during the acquisition procedure by ma-
nual re-entrance of the missing or incorrect sequence. Any future discovery of a 
missing or erroneous speech sample results in the discarding of the corresponding 
donor.  
The following figure (Fig.3.) show the statistics of the biometric data and popula-
tion acquired. 
 

 
(a) 

 

 
(b) 

 

 
(c) 
 

Fig. 3. Statistics of the biometric data, (a) gender, (b) nationality, (c) ages 
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4 Conclusions and Further Work  

This paper presents a new multimodal database, containing biometric features of 
forty five individuals. The database consists of fingerprint images captured via an 
optical sensor, frontal and side views of still and video face images as well as the 
outside surface of the human palm from two web-camera sensors, and a series of 
voice utterances recorded with the use of a distant array microphone, resulting to a 
total of 2160 images and 990 pronounced speech utterances. The samples were 
collected with the use of a novel platform for biometric data acquisition and spe-
cific protocols were followed for the sound selection of all samples that were to be 
finally stored into the database. A variable number of test subjects were selected 
with a wide range of different characteristics in terms of age and nationality and 
pronunciation while the gender was kept almost in equal amounts. However, an 
increase in the number of test subjects with different characteristics is considered 
of high importance from the members of the project consortium, as it will add val-
ue to the diversity of the current database, making it an indispensible tool in appli-
cations where accurate user identification and recognition is required.       
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Palm geometry biometrics: A score-based fusion
approach

Nicolas Tsapatsoulis and Constantinos Pattichis

Abstract In this paper we present an identification and authentication system based
on hand geometry. First, we examine the performance of three different methods
that are based on hand silhouette and on binarized hand images and then we investi-
gate approaches for combining the feature vectors, identification-verification scores,
and individual acceptance-rejections decisions taken by using each one of the pro-
posed methods individually. The proposed system has been tested on the POLYBIO
hand database which consists of 180 hand images from 45 individuals. The exper-
iments show that fusion of feature vectors results in a slightly better performance
in both identification and authentication tests while combination of scores and de-
cisions leads to a significant improvement in authentication performance and minor
improvement in identification.

1 Introduction

Biometrics technology aims to identify biological and behavioral features that are
considered unique to a person and use them for authentication control in accessing
secured places or devices. Biometric authentication systems are based on various
modalities such as hand, iris, fingerprints, voice and face [7]. Fingerprints are by far
the most widely used biometric for identification while iris is used for authentica-
tion control for large populations (i.e. at airports instead of using passports). Facial
images are used in passport control for identification but the actual test involves the
comparison of the photograph on the passport with the one stored in the database;
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that is, it stills based on something that one carries (passport) than something re-
lated with her/his live instance (face in this particular example). Speech recognition
based authentication systems prove to be cost effective for simple access control
implementations but cannot be used in high security zones. Finally, behavioral bio-
metrics is an emerging technology not mature enough yet to be used in real life
authentication or identification tasks.

Hand-geometry based authentication systems are gaining importance because
they provide a good compromise between performance, cost of implementation
and intrusiveness for security applications involving low to medium user popula-
tion. Unfortunately as the user population increases the efficiency of hand-geometry
based systems decreases [8]. However, combination with other forms of biometrics
like fingerprint and palmprint is easy and can significantly increase the confidence
levels in both identification and authentication procedures. The major advantage
of hand geometry verification systems is the ease of image acquisition compared
to the other biometric modalities. The acquisition system simply requires a prop-
erly placed camera that can get the image of the hand. Additional advantages of
hand geometry systems include user-friendliness, non intrusiveness, and low tem-
plate storage cost.

Hand geometry authentication systems based either on hand silhouette [8] [15] or
on measurements extracted from palm and hand [14] [10]. The latter systems lead,
in general, to better authentication performance but they are very sensitive to the
localization of hand-extreme points based on which measurements are recorded [5].
Hand silhouette based systems, on the other hand, are much more robust, they have
a compact mathematical representation and require less pro-processing effort.

In this paper we present three methods for hand geometry based identification
and authentication. The two of them are based on hand silhouettes and involve
Fourier descriptors and power spectrum estimation respectively, while the third uses
the region and contour shape descriptors, proposed in MPEG-7 framework [6], ex-
tracted using the binarized hand image. In addition simple area measurements ex-
tracted from the binarized hand image are also examined for comparison purposes.
In a further step we investigate feature, score and decision based fusion of the above-
mentioned methods in order to increase the authentication and identification rates.

The paper is organized as follows: In Section 2 we present the hand image acqui-
sition system. Section 3 is devoted to the description of the individual methods for
hand geometry authentication and identification. The proposed fusion methodology
is explained in Section 4. In Section 5 we present the evaluation protocol we have
employed along with extended experimental results. Finally conclusions are drawn
and further work hints are given in Section 6.

2 Image acquisition

The multibiometric data were collected through the use of an integrated platform
that was created in the framework of project POLYBIO [9]. The scenario in the
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acquisition process was an office room where the acquisition hardware and soft-
ware could be operated by a system supervisor, guiding the steps of the test subjects
through the data collection procedure. Environmental conditions such as lighting or
background noise were not controlled so as to simulate a realistic situation. The data
acquisition system is depicted in Figure 1.

The process of collecting hand images is completed with the aid of the inter-
active panel shown in Figure 2. The user is prompted by the supervisor to place
his/her left hand facing down-wards on the black board panel with the six position-
ing pins (pegs). The facing down-wards camera is activated and the palm images are
taken, which if they are considered by the system supervisor of good quality, they
are stored in the database. A total of four palm images are collected for each indi-
vidual. The acquired palm images are of 240 pixels length x 320 pixels width, color
ones (RGB model) and they are compressed using the JPEG compression scheme
(quality 80%). More information on the palm image acquisition procedure can be
fount at [1].

Fig. 1 The POLYBIO multibiometric data acquisition system

Fig. 2 Interactive panel for hand image acquisition
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3 Biometric template creation

The biometric templates that are created from the hand images are based either on
the palm contour or on the palm area. In both cases binarization of hand images is
required. We used for this purpose a simple threshold approach. The threshold is
obtained using the Otsu’s method [11]. In a subsequent step morphological process-
ing (the closing operator was applied) is adopted in order to fill in holes within the
palm area.

3.1 The Fourier descriptor template

The first template was created using the Fourier descriptors of the palm contour. Let
us consider the palm contour as a function of a complex variable z(n) = x(n)+ jy(n),
n = 0,1, ...,M−1, where M is the number of contour points and (x(i),y(i)) are the
2D coordinates of the i-th point. By taking the Fourier expansion of z(n) we get:

a(k) =
M−1

∑
m=0

z(m) · e
−2 jπkm

M , 0≤ k ≤M−1 (1)

The Fourier descriptors are the normalized amplitude coefficients of the Fourier
series:

Fd(k) =
a(k)
‖a‖

, ‖a‖= [Fd(1) Fd(2)... Fd(M)] (2)

The Fourier descriptors actually indicate the frequencies of the curve changes
along the contour. For denoising purposes palm contour is first approximated using
64 Fourier coefficients.

3.2 The power spectrum template

Assuming second order stationarity an approximation of palm contour’s autocorre-
lation function is given by:

R(k) =
1

(M− k) · ‖σ‖

M−1−k

∑
m=0

(z(m)−µ) · (z(m+ k)−µ), k < M−1 (3)

where µ denotes the coordinates of contour’s centroid and σ is the variance of
contour’s coordinates.

Taking the discrete Fourier transform of autocorrelation series lead us to an esti-
mation of the contour’s power spectrum:
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PSD(k) =
M−1

∑
m=0

R(m) · e
−2 jπkm

M , 0≤ k ≤M−1 (4)

The magnitude of PSD coefficients is used to describe the contour (only the co-
efficients with high energy value are used).

3.3 Area measurements

The following measurements of the binarized hand image were used to create an-
other simple template:

1. Ratio of Minor to Major axis length: The minor to major axis length is the length
(in pixels) of the minor /major axis of the ellipse that has the same normalized
second central moments as the palm area.

2. Solidity: The proportion of the pixels in the convex hull that are also in the region
(ratio of Area / ConvexArea).

3. Extent: It represents the pixels in the bounding box that are also in the palm
region. It is computed as the Area divided by the area of the bounding box.

4. Ratio of area to image dimensions: Area refers to the actual number of pixels in
palm region.

5. Eccentricity: Corresponds to the ratio of the distance between the foci of the
ellipse and its major axis length. The value is between 0 and 1 (0 and 1 are
degenerate cases; an ellipse whose eccentricity is 0 is actually a circle, while an
ellipse whose eccentricity is 1 is a line segment).

6. Ratio of area to image dimensions: It is computed as Perimeter×π

Area
7. Equivalent diameter / Major axis length: Equivalent diameter is the diameter of

a circle with the same area as the palm region. It is computed as
√

4·Area
π

.

3.4 The MPEG-7 visual descriptor template

MPEG-7 visual descriptors include the color, texture and shape descriptor. A total
of 22 different kind of features are included, nine for color, eight for texture and
five for shape. The various feature types are shown in Table 1. In the third column
of this Table is indicated whether or not the corresponding feature type is used in
holistic image and/or object description. The number of features shown in the fourth
column in most cases is not fixed and depends on user choice; we indicate there the
settings in our implementation.

Four different templates were created from the hand image, corresponding to
the Color Layout (CL) descriptor, the Contour Shape (CS) descriptor, the Region
Shape (RS) descriptor, and the Edge Histogram (EH) descriptor. The features of
these descriptors were computed using the MPEG-7 experimentation model [12].
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Table 1 MPEG-7 visual descriptors used to create hand image templates
Descriptor Type # of fea-

tures
Usage
level

Comments

Color DC coefficient of DCT (Y channel) 1 Both Part of the Color Layout descriptor
DC coefficient of DCT (Cb channel) 1 Both Part of the Color Layout descriptor
DC coefficient of DCT (Cr channel) 1 Both Part of the Color Layout descriptor
AC coefficients of DCT (Y channel) 5 Both Part of the Color Layout descriptor
AC coefficients of DCT (Cb channel) 2 Both Part of the Color Layout descriptor
AC coefficients of DCT (Cr channel) 2 Both Part of the Color Layout descriptor
Dominant colors Varies Both Includes color value, percentage and variance
Scalable color 16 Both
Structure 32 Both They used in both holistic image and image seg-

ment description
Texture Intensity average 1 Both Part of the Homogeneous Texture descriptor

Intensity standard deviation 1 Both Part of the Homogeneous Texture descriptor
Energy distribution 30 Both Part of the Homogeneous Texture descriptor
Deviation of energy’s distribution 30 Both Part of the Homogeneous Texture descriptor
Regularity 1 Both Part of the Texture Browsing descriptor
Direction 1 or 2 Both Part of the Texture Browsing descriptor
Scale 1 or 2 Both Part of the Texture Browsing descriptor
Edge histogram 80 Both Includes the spatial distribution of five types of

edges
Shape Region shape 35 Segment A set of angular radial transform coefficients

Global curvature 2 Both Part of the Contour Shape descriptor
Prototype curvature 2 Both Part of the Contour Shape descriptor
Highest peak 1 Both Part of the Contour Shape descriptor
Curvature peaks Varies Both Describes curvature peaks in term of amplitude

and distance from highest peak

4 Fusion methodologies

Two basic fusion methodologies were examined in order to identify whether or not
fusion of different templates (even from the same modality) can enhance the perfor-
mance of a hand-based biometric system. We first examined feature based fusion;
that is the feature vectors of templates created using the previous methods where
concatenated in various combinations (see also Table b 2).

Score based fusion was performed in two steps: We first normalized the scores
achieved using the various templates by dividing with the highest threshold for each
method so as the thresholds to lie in the interval [0 1]. Normalization is very impor-
tant because non-normalized scores lead to performance lower to that obtained by
feature based fusion. The second step includes weighting of scores so as the tem-
plate with the better performance to contribute more in the total score. As in feature
based fusion various combinations were examined. The results are summarized in
Table 2

5 Evaluation protocol and experimental results

Evaluation was based on the POLYBIO multimodal biometric database [1] which
contains samples from voice, face, palm and fingerprint for 45 individuals. Four
data capture sessions were stored for each biometric. In our experiments we used
the palm images of this database. Three images per individual were used for training
and one for testing.

Let us denote with fk
j the j-th ( j = 1, ...,3) palm feature vector of the k-th subject

(k = 1,2, ...,N). This feature vector is obtained with one of the methods described
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in Section 3. We also denote with yk the feature vector used for testing. Due to
the limited number of training instances per subject (i.e., three) we consider as the
biometric template of the k-th subject the matrix:

Fk = [fk
1 fk

2 fk
3] (5)

It is obvious that many different templates can be constructed depending on the
number of training vectors. Gaussian models and Neural Network representations
are among the most popular approaches for template construction and user mod-
eling. In our case we have implicitly consider that all training instances serve as
Support Vectors [3].

For each subject we also define a threshold:

T k = maxi6= j(||fk
i − fk

j||) (6)

False Rejection (FR) and False Acceptance (FA) are then defined as:

FR⇐ min j(||yk− fk
j||) > T k (7)

FA⇐ min j, l 6=k(||yl− fk
j||) < T k (8)

We evaluated the palm biometric by using a four folder cross validation approach.
Three instances per subject were randomly selected and used as training patterns
while the fourth was used for testing. We repeated this process for 20 cycles and for
each one of the individual and feature based fusion methods. The average results
are shown in the Table 2. In this table it is also shown the results of the score based
fusion approach for the combination of several types of features.

We used two widely known evaluation metrics: EER (equal error rate, i.e. FA
= FR) and Identification Error (IE). An identification error occurs in cases where
the best matching stored template does not belong to the individual that attempts to
enter the system.

Among all individual template methods the Color Layout (CL) performs better
in both IE (5.71%) and EER (6.29%). Disappointing results were obtained from the
Contour Shape (CS) descriptor althiugh this descriptor was defined for retrieval of
image objects. In contrary Edge Histogram (EH) descriptor provides also satisfac-
tory rates although was defined for texture (and not object) description.

In feature based fusion the best results were obtained by concatenating the Color
Layout, Contour Shape and Edge Histogram descriptors. This is a quite logical re-
sult because these descriptor provide complementary information (color, contour
and texture). If we take into account the dimensionality of fused template then ex-
cellent results are also obtained by combining the Color Layout and Contour Shape
descriptors.

In score-based fusion several combinations lead to satisfactory results. The best
results in terms of IE (0%) were obtained using a combination of Color Layout,
Contour Shape and Contour Shape descriptors. At the same time a combination
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of Color Layout, Contour Shape and Edge Histogram descriptors leads to the best
performance in terms of EER (2.12%).

Table 2 Evaluation results for the individual and fusion based methods in terms of identification
error (IE) and equal error rate (EER)

Method Features # of features IE (%) EER (%)
FD Fourier descriptors 8 20.00 14.15
FD Fourier descriptors 16 11.43 14.61
FD Fourier descriptors 32 12.14 16.62
PS Power spectrum coefficients of contour 8 20.71 14.18
PS Power spectrum coefficients of contour 16 13.57 13.84
PS Power spectrum coefficients of contour 24 15.00 16.10
AF Area related features 7 10.00 7.30
CL MPEG-7: Color layout descriptor 12 5.71 6.29
CS MPEG-7: Contour shape descriptor 5 43.57 15.48
RS MPEG-7: Region shape descriptor 35 12.86 11.75
EH MPEG-7: Edge histogram descriptor 80 10.71 7.16
FF1 Concatenated FD and PS 32 10.00 14.89
FF2 Concatenated FD and AF 23 6.43 9.93
FF3 Concatenated PS and AF 23 4.29 8.06
FF4 Concatenated CL and CS 17 1.43 3.87
FF5 Concatenated CL and RS 47 3.57 4.91
FF6 Concatenated CL and EH 92 3.57 3.33
FF7 Concatenated CS and RS 40 8.57 8.36
FF8 Concatenated CS and EH 85 5.00 5.76
FF9 Concatenated RS and EH 115 4.29 5.79
FF10 Concatenated FD, PS and AF 39 5.71 10.46
FF11 Concatenated CL, CS and RS 52 3.57 4.20
FF12 Concatenated CL, CS and EH 97 1.43 2.06
FF13 Concatenated CL, RS and EH 127 1.43 2.28
FF14 Concatenated CS, RS and EH 120 3.57 4.82
SF1 Score fusion of FD and PS 32 9.29 14.73
SF2 Score fusion of FD and AF 23 4.29 7.47
SF3 Score fusion of PS and AF 23 4.29 6.81
SF4 Score fusion of CL and CS 17 0.71 4.16
SF5 Score fusion of CL and RS 47 0.00 4.55
SF6 Score fusion of CL and EH 92 1.43 2.85
SF7 Score fusion of CS and RS 40 9.29 7.78
SF8 Score fusion of CS and EH 85 5.00 5.32
SF9 Score fusion of RS and EH 115 4.29 5.09
SF10 Score fusion of FD, PS and AF 39 2.86 7.30
SF11 Score fusion of CL, CS and RS 52 0.00 2.73
SF12 Score fusion of CL, CS and EH 97 0.71 2.12
SF13 Score fusion of CL, RS and EH 127 0.71 2.66
SF14 Score fusion of CS, RS and EH 120 2.86 4.52
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6 Conclusion

In this work, we have presented an experimental study on palm geometry verifica-
tion. The performance of several feature types including Fourier descriptors, power
spectrum coefficients of palm’s contour, area related measurements, and MPEG-7
visual descriptors was investigated. In addition both feature based and score based
fusion was examined. Evaluation was based on 180 palm images obtained by 45
different users. The results indicate that: (1) Score based fusion provides the best
results both in terms of equal error rate (EER) and identification error (IE), (2) both
score based and feature based fusion lead to much better results than single method
approaches, (3) Non-contour features, like the MPEG-7 color layout and edge his-
togram descriptors enhance the performance of the system but their robustness needs
to be re-evaluated on data (hand images) obtained during different time periods, and
(4) the best result is obtained by combining three MPEG-7 descriptors (color layout,
contour shape, region shape) using score based fusion.

Future work includes the evaluation of the proposed score based fusion method
on a larger dataset. We plan to use the data of the Biosecure Network of Excel-
lence [2]. This network has been promoting since 2004 the development of biomet-
ric reference systems and reference databases. In addition decision based fusion and
alternative score based fusion methodologies will be examined.
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Abstract: Component-based software development has matured into standard practice in 
software engineering. Among the advantages of reusing software modules are lower costs, 
faster development, more manageable code, increased productivity, and improved software 
quality. As the number of available software components has grown, so has the need for ef-
fective component search and retrieval. Traditional search approaches, such as keyword 
matching, have proved ineffective when applied to software components. Applying a se-
mantically-enhanced approach to component classification, publication, and discovery can 
greatly increase the efficiency of searching and retrieving software components. This has 
been already applied in the context of Web technologies, and Web services in particular, in 
the frame of Semantic Web Services research. This paper examines the similarities between 
software components and Web services and adapts an existing Semantic Web Service pub-
lication and discovery solution into a software component annotation and discovery tool 
which is implemented as an Eclipse plug-in. 

1. Introduction  

The advent of rapid application development has led to an ever increasing empha-
sis on software reuse. Component-Based Software Development (CBSD) empha-
sises the reuse of existing code from either in-house repositories or 3rd party ven-
dors, and has been shown to result in lower development costs, faster time-to-
market, more effective maintenance and application upgrade, increased program-
mer productivity, and improved overall software quality [4, 18].  

With software components being stored in code repositories, private or public 
ones, these repositories can potentially become extremely large. As they grow in 
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number and in size, so does the need to be able to search them effectively and re-
trieve component information and specifications. To enable this, there needs to be 
a standard way of representing this component-related information, thus facilitat-
ing Computer-Aided Software Engineering (CASE) tools in the discovery and re-
trieval of relevant results.  

A number of search solutions have been proposed, developed and implemented 
for this purpose to date [20, 19], ranging from basic keyword searches to more ad-
vanced methods such as signature and behaviour matching using formal logic-
based techniques. Traditional search approaches, such as keyword matching, are 
effective when searching Web pages and text documents. However, they have 
proven to be very inefficient when applied to software components. One of the 
reasons for this is that it is extremely difficult to convey sufficiently expressive 
domain-related information through a component’s name or description. 

The use of Semantic Web technologies in the annotation of software compo-
nent information has enormous potential in achieving better targeted searches and 
more meaningful and accurate search results [20, 19, 14, 2]. Adding machine-
processable semantic information to components and publishing this information 
in a standard way would make the classification, search and retrieval of compo-
nents more effective, and would thus enable greater utilisation and easier integra-
tion of the vast number of software components currently available.  

This paper presents an integrated approach for the annotation, publication and 
discovery of reusable Java software components through the use of Semantic Web 
technologies. We propose a method for annotating Java source code using domain 
ontologies that have been encoded in OWL-DL [10], and a means to publish and 
subsequently discover the resulting semantic descriptions using a semantic regis-
try which employs Description Logic (DL) reasoning to perform matchmaking 
among software component advertisements and requests. Our approach has been 
validated through the development of a fully functional plug-in for the Eclipse 
IDE that supports all three facets of the approach: Java code annotation, publica-
tion of semantic descriptions, and search of software components. Our approach 
and implementation builds on earlier research work in the area of semantically-
enhanced publication and discovery of Web Services, and relies on an existing 
open source semantic service registry for publication and discovery.   

This paper is organised as follows. In Section 2 we look at various approaches 
for description and discovery of software components, explore similarities be-
tween software components and Web services, and report on a recently developed 
approach for publication and discovery of Web services with a semantically-
enhanced service registry. Section 3 describes how this system can be adapted for 
use with software components and details an Eclipse plug-in developed for this 
purpose. We also provide an overview of the semantic matchmaking process when 
searching for software components, and outline the benefits this approach can 
bring over the use of traditional keyword-based and signature-based retrieval 
methods. Section 4 concludes the paper with a summary of the main points in this 
work.  

AIAI-2009 Workshops Proceedings [169]



2. Background of the Approach and Related Work  

The basis of Component-Based Software Engineering (CBSE), also referred to as 
Component-Based Software Development (CBSD), is that certain functions and 
parts of large software systems appear numerous times within the system; there-
fore they should only be written once and not repeatedly throughout the applica-
tion. Encompassing the required functionality into pluggable components and de-
fining interfaces independent of any domain details allows components to be 
reused.  

2.1  Software Component Retrieval Approaches 

When the idea of software componentisation was first proposed by McIlroy in 
1968 [11], it was recognized that a key requirement would be the indexing and re-
trieval of components. Currently, there is no universal agreement as to what in-
formation is required to describe software components such that they can be effec-
tively retrieved. Existing code repository implementations tend to use proprietary 
or non-standard syntax and semantics for component descriptions and indexing, 
often employing quite elaborate classification schemes [3, 9, 8]. This inevitably 
makes searching in different code repositories even more difficult.  

Mili et al. [12] group the types of search used for software component retrieval 
into four basic categories: simple keyword-based text searches, faceted classifica-
tion and retrieval, signature matching and behaviour matching. Other research has 
classified all or some of these types into similar categories, such as Ostertag et al. 
[15], who also describe methods for free-text keyword searching and faceted index 
searching. 

Keyword-based searching is the simplest approach to implement and is the one 
that the majority of search engines use. The successful retrieval of relevant com-
ponents using this method is highly dependent on the original names given to the 
components and cannot take into account such information as relationships be-
tween components, their execution context and synonymous keywords. A soft-
ware component retrieval scheme based on this approach is described in [13]. 

Faceted classification and retrieval involves extracting keywords from compo-
nent descriptions and documentation and arranging this information into a prede-
fined classification scheme or taxonomy. Although such an approach has been 
shown to be quite effective in the retrieval of relevant search results [15], it is only 
effective if the components fit into the classification scheme being used. Hence, a 
significant effort is required to maintain such classification schemes. 

The signature matching approach, such as that described in [9], is rather de-
tached from the application domain in that it attempts to describe components 
based on input and output parameters, creating a signature based on a mathemati-
cal algorithm. However, components having matching signatures are not guaran-
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teed to be related. Behavioural matching extends signature matching somewhat in 
that it attempts to also describe the particular behaviour of a component. Accord-
ing to Suguraman et al. [19], both these approaches are cumbersome and ineffi-
cient. 

2.2  Software Components vs. Services, and Semantic Retrieval 

The similarities and differences of software components and Web services is regu-
larly discussed throughout much of the literature in the field of CBSE. In [1], 
Breivold and Larsson provide a comparison framework for component-based and 
service-oriented software engineering and discuss the research efforts that have 
been done in combining the strengths of the two.  

Yao et al. [20] suggest that there is little difference between software compo-
nents and Web services, going as far as saying that a reusable component is in fact 
a service, and on this basis, the description and matching technologies employed 
for Semantic Web Services are just as applicable to software component descrip-
tion, classification and retrieval. Korthaus et al. [6] also investigate the use of Se-
mantic Web technologies in the field of CBSE, and argue that CBSE can greatly 
benefit from the use of existing Semantic Web technologies for component classi-
fication, publication and discovery.  

Paar [16] describes a Microsoft Visual Studio add-in developed for annotating 
C# source code with semantic information using ontologies encoded in DAML 
(the precursor of the OWL Web Ontology Language which is now a W3C stan-
dard) and WSDL (Web Service Description Language). The system annotates C# 
source code with references to ontology concepts and then extracts this informa-
tion, converting it into a specially-adapted and semantically-extended form of 
WSDL. This WSDL file can then be used to advertise the component in much the 
same way as one would do for Web services. 

Similarly, Yao et al. [20] describe a semantics-based approach to component 
classification and retrieval where software components are annotated with DAML 
ontologies. The component annotations and user queries are described in a WSDL 
format and then translated into “conceptual graphs”, which are then used in their 
semantic matchmaking process. They also employ a software component reposi-
tory based on the UDDI standard. However, one of the limitations they discuss 
was the lack of semantic support in both WSDL and UDDI. 

2.3  The FUSION Semantic Registry 

The use of Semantic Web technologies to represent Web service properties and 
the introduction of semantic matchmaking functionality in service registries (pri-
marily UDDI) has been the focus of several works in recent years, generally 
within the field of Semantic Web Services (SWS) research. Kourtesis et al. [7] 
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present an approach that is focused at automating the evaluation of Web service 
integrability on the basis of the input and output messages that are defined in the 
service’s interface. The approach has been applied during the development of the 
FUSION Semantic Registry, a semantically-enhanced service registry utilised in 
research project FUSION and released as open source software.  

The aim in integrability-oriented service matchmaking within the FUSION 
Semantic Registry is to detect if interoperability at the level of data can be guaran-
teed among an advertised service and its prospective consumer, such that proper 
data flow and communication can take place. In plain terms, we seek to ensure 
that the data that the consumer is able to provide upon invocation are sufficient 
with regard to the input data that the advertised service expects to receive, and 
conversely, the output data that the advertised service produces are sufficient with 
regard to the data that the consumer expects to receive. This relates directly to the 
notions of covariance and contravariance applied in the context of function sub-
typing and safe substitution, which have been studied in detail within type-theory 
and object-oriented programming research [17].  

In order to represent the functional and non-functional service properties that 
are of interest for matchmaking one needs to create a Functional Profile and de-
fine its key attributes in terms of references to an ontology encoded in OWL-DL. 
A Functional Profile is expressed as an OWL class with three types of object 
properties: hasCategory (representing the service’s functional categorisation), has-
Input (representing the service’s set of input data parameters) and hasOutput (rep-
resenting the service’s set of output data parameters). There must always be one 
category declared, and zero or more inputs and outputs.  

The purpose of describing services as OWL-based functional profiles is to en-
able semantic matchmaking among service advertisements and requests. When a 
service provider publishes a service advertisement, the service’s profile is stored 
in the registry as an Advertisement Functional Profile (AFP). During the discovery 
process the requestor constructs a profile describing the desired service, i.e. a Re-
quest Functional Profile (RFP). Matchmaking among the two is performed 
through subsumption checking with a Description Logics reasoner (Pellet). Details 
on the publication and discovery algorithms are provided in [7].  

3. Semantic Annotation, Publication and Discovery  

In this paper we propose to build on the FUSION Semantic Registry infrastructure 
for classification, publication and retrieval of reusable software components. The 
following subsections detail how this can be realised in the form of an Eclipse 
plug-in for Java source code. Section 3.1 describes how components are described 
through ontology-based annotations. Section 3.2 provides an overview of the 
Eclipse plug-in and the functionality it offers. Finally, section 3.3 looks at the way 
in semantic matchmaking process is carried out within the Semantic Registry.  
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3.1  Semantic Annotations for Java (SA-Java) 

In order to adapt the publication and discovery mechanisms of the FUSION Se-
mantic Registry to cater for software components, we need a method of describing 
components similar to the one used for describing services, i.e. we need software 
component functional profiles. A Software component profile contains all infor-
mation required to semantically describe, publish and search for reusable Java 
code in our approach. The information it holds is outlined in Table 1. 

Table 1. Attributes of Advertisement Software Component Profiles 

Attribute Description 

Identifier 
A name given to the component for readability. It plays no part in semantic publication 

or discovery process but allows the component to be found via keyword-based search. 

Description 
A free-text description of the component. As with the identifier, it plays no part in the 

semantic publication or discovery process. 

Category 
The URI of an OWL concept describing the category to which the user has chosen to 

classify the component. 

Inputs 
The URIs of one or more OWL concepts describing the inputs the component expects. 

If this field is empty, the component does not require inputs. 

Outputs 
The URIs of one or more OWL concepts describing the outputs the component returns. 

If this field is empty, the component does not return any values. 

RepositoryURI 
The location where the component or component source code can be found. This can be 

a local or network file system location, Web URL or CVS/SVN repository location. 

 
Advertisement Software Component Profiles are constructed automatically by 

the registry at the time of publication. Part of the information that is required for 
constructing them (Identifier, Description, and RepositoryURI) is obtained from 
the user, while the rest (Category, Inputs, and Outputs) is obtained by parsing the 
source code and retrieving semantic annotations placed there by the developer.  

The method that we employ for source code annotation makes use of the stan-
dard annotation facility that was introduced by Sun with the release of Java 5.0 
[5]. This allows adding metadata to code elements such as package declarations, 
type declarations, constructors, methods, fields, parameters, and variable declara-
tions. The Java 5.0 platform comes with some predefined annotation types, but 
also allows developers to define their own types.  

For the needs of our approach we have defined three types of annotations. The 
Category annotation is used to classify a Java class or method with regard to an 
ontological concept describing its purpose or application domain. For example, if 
a class contained methods and functions related to cash transactions from ATM 
machines, then the category annotation would provide a reference to an OWL 
concept describing this. Similarly, the Input and Output annotations are used to 
classify the inputs and outputs in terms of domain objects. The code snippet below 
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shows how a Java method annotated in this way could look.  
 
@SAJavaCategory(“http://www.seerc.org/onto.owl#ATM_Services”) 
public  
@SAJavaOutput(“http://www.seerc.org/onto.owl#Loggon_Confirmation”)  
boolean logon (  

@SAJavaInput(“http://www.seerc.org/onto.owl#Card_Number”)  
String userId,  
@SAJavaInput(“http://www.seerc.org/onto.owl#PIN”) 
String password )  

{ 
   // method body 
} 

3.2 SA-Java Eclipse Plug-In 

Our approach comes with a tool that interfaces with the FUSION Semantic Regis-
try and supports Java source code annotation, publication of semantic descriptions, 
and search and retrieval of software components. The tool was developed as a 
plug-in for the popular Eclipse IDE and offers two separate views: annotation of 
source code is provided by the Annotator view, while component publication and 
discovery is provided by the Semantic Registry view. A screenshot of the SA-Java 
plug-in in the Eclipse workbench is shown in Figure 1. 

 

 

Figure 1. The SA-Java Plug-In and its different views 
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In order to annotate a Java source file with semantic information, an OWL file 
is first loaded into a browser in the Annotator view where the classes described in 
the OWL file can be examined. The user then selects the type of annotation re-
quired and, by dragging and dropping the OWL class directly from the browser to 
a point in the source code, the respective annotation is added. 

Publication involves parsing an already annotated source file and creating can-
didate profiles. The plug-in scans a file for annotations and creates candidate pro-
files based on the annotated information that is found. A wizard is presented to the 
user who can examine the generated candidate profiles in turn, and edit or add any 
necessary information. On completion of the wizard, all generated candidate pro-
files are imported into the Semantic Registry view. The user can then select which 
of the candidate profiles should be actually published. 

Component discovery is accomplished by creating Request Software Compo-
nent Profiles. It is the profiles themselves that are used as search parameters rather 
than the traditional keyword text based approach most people are familiar with. 
The Registry view has a Profile Builder for this purpose where users can create 
software profiles which can then be sent to the registry for semantic matching. 
Any component profiles found in the registry that match the one sent as the search 
parameter are returned.   

3.3 Semantic Matchmaking of Components 

To illustrate the semantic matching process employed in the FUSION Semantic 
Registry, we use the examples of three methods whose profiles are detailed below.  
 

Advertised profile of Class A logon method: 
hasCategory: http://www.seerc.org/onto.owl#Catalogue  
hasInput:    http://www.seerc.org/onto.owl#Name  
hasInput:    http://www.seerc.org/onto.owl#Password  
hasOutput:   http://www.seerc.org/onto.owl#Authenticated  

 

Advertised profile of Class B signin method: 
hasCategory: http://www.seerc.org/onto.owl#SparesCatalogue  
hasInput:    http://www.seerc.org/onto.owl#Name  
hasInput:    http://www.seerc.org/onto.owl#Password  
hasOutput:   http://www.seerc.org/onto.owl#Authenticated  

 

Advertised profile of Class C logon method: 
hasCategory: http://www.seerc.org/onto.owl#ShoppingCart  
hasInput:    http://www.seerc.org/onto.owl#Name  
hasInput:    http://www.seerc.org/onto.owl#Password  
hasOutput:   http://www.seerc.org/onto.owl#Authenticated  

 
Note the usage of OWL concepts for describing the different parts of the pro-

files. For instance, the category of the profile for the logon method of Class A has 
the value of Catalogue, which signifies that the profile either models or is related 
to a Catalogue object in the domain. The other two profiles have been categorized 
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as SparesCatalogue and ShoppingCart. For the purpose of this discussion let us 
assume that there exists an OWL-encoded taxonomy hierarchy in which the 
SparesCatalogue concept is defined as a subclass of Catalogue, whereas the 
ShoppingCart concept is a sibling class of Catalogue.  

One thing we can observe in the example profiles is that all three require the 
same basic information as arguments and return the same result, regardless of the 
names they have been given in the method declarations and, perhaps more signifi-
cantly, of the Java data types used for the arguments. Semantic annotation and 
profile generation makes no distinction between the Java data types used for ele-
ments, only what they represent. 

As described earlier, to carry out a search using this approach, a request profile 
must be created that describes the required component. For example, we might be 
interested in finding any component that provides a method which accepts a user-
name and a password as arguments and returns a response whether authentication 
has been successful, as in the following request profile: 

 
Request Profile 1 
hasCategory: http://www.seerc.org/onto.owl#Thing  
hasInput:    http://www.seerc.org/onto.owl#Name  
hasInput:    http://www.seerc.org/onto.owl#Password  
hasOutput:   http://www.seerc.org/onto.owl#Authenticated  

 
Searching using this profile would return all three of the advertised classes. 

This is because all three require two arguments that represent usernames and 
passwords (regardless of the Java data types used) and return a response indicating 
whether authentication has been successful. Also, their categorizations are all sub-
classes of the Thing concept (note that owl:Thing is the top concept in every OWL 
ontology and by definition subsumes every other possible concept). 

We could modify the above profile to search for components that could be 
modelled as Catalogue objects. For this, we would need to replace the hasCate-
gory URI with “http://www.seerc.org/onto.owl#Catalogue”. This time, only 
classes A and B would be returned as matching, as they have been categorized as 
either of type Catalogue, or SparesCatalogue (which is a subclass of Catalogue). 
Class C’s categorization is unrelated and so it would be excluded from the re-
turned results. 

The above example is a simple illustration of the semantic matching process 
based on the category classification of the profiles. The same procedure is applied 
when matching other elements of the profile, that is, the inputs and outputs, with 
even more interesting results. For example, the Name concept would also match 
any concepts that are a subclass of Name. When developers construct request pro-
files, what they are specifying is the number and types of inputs they can provide 
and the number and types of outputs they expect. In other words, they require a 
component that is related to a specific category and can return at least the outputs 
requested given at most the inputs that can be provided. To illustrate this, let us 
examine the following request profile. 
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Request Profile 2 
hasCategory: http://www.seerc.org/onto.owl#SparesCatalogue  
hasInput:    http://www.seerc.org/onto.owl#Name  
hasInput:    http://www.seerc.org/onto.owl#Password  
hasInput:    http://www.seerc.org/onto.owl#EmployeeId  
hasOutput:   http://www.seerc.org/onto.owl#Authenticated  

 
Searching using this profile would still return Class B even though the request 

profile has an extra input. This is because Class B can still provide the required 
output with only two of the three inputs the requestor is able to provide. Class B 
can therefore be utilized, and the extra input, EmployeeId, could be ignored. The 
opposite, however, is not true. Take, for example, the following request profile: 

 
Request Profile 3 
hasCategory: http://www.seerc.org/onto.owl#SparesCatalogue  
hasInput:    http://www.seerc.org/onto.owl#Password  
hasOutput:   http://www.seerc.org/onto.owl#Authenticated  

 
This would return none of the three advertised classes. This is because they all 

require at least two inputs but the requestor here states that only one can be pro-
vided. Therefore, the components would not have enough information with which 
to carry out their tasks. The matching procedure with the outputs is similar but re-
versed. In this case, there is a match if the advertised profile can provide at least 
the outputs required by the requestor – any others can be ignored. 

Hence we can see that applying a semantics-based approach to component 
search and retrieval is far more effective than traditional search approaches. Key-
word-based and signature-based matching approaches cannot distinguish between 
components that display the same name/different functionality or different 
name/same functionality properties. Applying semantics not only goes a long way 
in solving this problem, but can also match components that can fulfil a request 
even if they are not a direct match.  

4. Conclusions  

The work presented has shown how Semantic Web technologies can be applied to 
CBSE, in particular, to the annotation, publication and discovery of software com-
ponents. We proposed a method for annotating Java source code using domain on-
tologies encoded in OWL-DL, and a means to publish and subsequently discover 
the resulting semantic descriptions using a semantic registry which employs DL 
reasoning to perform matchmaking among advertisements and requests. Our ap-
proach is supported by a fully functional plug-in for the Eclipse IDE that supports 
annotation, publication and discovery of components, and is shown to offer sig-
nificant benefits for retrieval of software components over the use of traditional 
approaches such as keyword- or signature-based matching.  

AIAI-2009 Workshops Proceedings [177]



References  

1. Breivold H.P., Larsson M. (2007). Component-Based and Service-Oriented Software En-
gineering: Key Concepts and Principles. Proceedings of the 33rd EUROMICRO Confer-
ence on Software Engineering and Advanced Applications, pp.13-20. 

2. Dong  J.S. (2004). Software Modeling Techniques and the Semantic Web. Proceedings of 
the 26th International Conference on Software Engineering, pp. 724-725. 

3. Graubmann P., Roshchin M. (2006). Semantic Annotation of Software Components. Pro-
ceedings of the 32nd EUROMICRO Conference on Software Engineering and Advanced 
Applications, pp. 46-53. 

4. Haines G., Carney D., Foreman J. (2007). Component-Based Software Development / 
COTS Integration. Carnegie Mellon Software Engineering Institute, Pittsburgh. 

5. JDK 5.0 Documentation. (2004). JDK 5.0 Developer's Guide: Annotations. Sun Microsys-
tems Inc. http://java.sun.com/j2se/1.5.0/docs/guide/language/annotations.html. 

6. Korthaus A., Schwind M., Seedorf S. (2007). Leveraging Semantic Web Technologies for 
Business Component Specification. Journal of Web Semantics: Science, Services and 
Agents on the World Wide Web, vol., no. 2, pp. 130-141.   

7. Kourtesis D., Paraskakis I. (2008). Combining SAWSDL, OWL-DL and UDDI for Se-
mantically Enhanced Web Service Discovery. Proceedings of the 5th European Semantic 
Web Conference, LNCS 5021, pp. 614-628.  

8. Lee J., Kim J., Shin G. (2003). Facilitating Reuse of Software Components using Reposi-
tory Technology. Proceedings of the 10th Asia-Pacific Software Engineering Conference, 
pp. 136-142.  

9. Luqi, Guo J. (1999). Toward Automated Retrieval for a Software Component Repository. 
Proceedings of the 6th Symposium on Engineering of Computer-Based Systems (ECBS 
'99), pp. 99-105. 

10. McGuinness D.L., van Harmelen F. (2004). OWL Web Ontology Language Overview, 
W3C Recommendation 

11. McIlroy D. (1968). Mass-Produced Software Components. Proceedings of the 1st Interna-
tional Conference on Software Engineering, Garmisch Pattenkirchen, Germany, pp. 88-98.  

12. Mili R., Mili A., Mittermeir R.T. (1998). A Survey of Software Storage and Retrieval, An-
nals of Software Engineering, vol. 5, no. 2, pp. 349-414. 

13. Mili A., Mittermeir R. (1994). Storing and Retrieving Software Components: a Refine-
ment Based System. Proceedings of the 16th International Conference on Software Engi-
neering (ICSE-16), pp. 91-100.  

14. Oberle D., Eberhart A., Staab S., Volz R. (2004). Developing and Managing Software 
Components in an Ontology-Based Application Server. Proceedings of the 5th Interna-
tional Middleware Conference, LNCS 3321, pp. 459-477. 

15. Ostertag E., Hendler J., Prieto-Diaz R., Braun C. (1992). Computing Similarity in a Re-
Use Library System - an AI Approach. ACM Transactions on Software Engineering and 
Methodology, vol. 1, no. 3, pp. 205-228. 

16. Paar A. (2003). Semantic Software Engineering Tools. OOPSLA '03, Companion of the 
18th annual ACM SIGPLAN conference on Object-oriented programming, systems, lan-
guages, and applications, pp. 90-91.  

17. Simons A.J.H. (2002). The Theory of Classification, Part 4: Object Types and Subtyping. 
Journal of Object Technology, vol. 1, no. 5. pp. 27-35. 

18. Szyperski C. (1998). Component Software: Beyond Object-Oriented Programming: Addi-
son-Wesley. 

19. Sugumaran V., Storey, V.C.  (2003). A Semantic-Based Approach to Component Re-
trieval. SIGMIS Database, vol. 34, no. 3, pp. 8-24.  

20. Yao H., Etzkorn L. (2004). Towards a Semantic-based Approach for Software Reusable 
Component Classification and Retrieval. Proceedings of the 42nd Annual Southeast Re-
gional Conference, Huntsville, Alabama, pp. 110-115.  

AIAI-2009 Workshops Proceedings [178]

http://java.sun.com/j2se/1.5.0/docs/guide/language/annotations.html�


Quality Classifiers for Open Source Software
Repositories

George Tsatsaronis, Maria Halkidi, and Emmanouel A. Giakoumakis

Abstract Open Source Software (OSS) often relies on large repositories, like
SourceForge, for initial incubation. The OSS repositories offer a large variety of
meta-data providing interesting information about projects and their success. In this
paper we propose a data mining approach for training classifiers on the OSS meta-
data provided by such data repositories. The classifiers learn to predict the success-
ful continuation of an OSS project. The ‘successfulness’ of projects is defined in
terms of the classifier confidence with which it predicts that they could be ported in
popular OSS projects (such as FreeBSD, Gentoo Portage).

1 Introduction

Initial open source software (OSS) projects rely on large repositories for hosting and
distribution until they become independent. A huge amount of project meta-data is
collected and maintained in such software repositories providing useful information
about projects and their success. In this paper we propose a data mining approach
that processes the meta-data contained in such OSS repositories. The proposed ap-
proach aims at the construction of a classifier that is trained on the meta-data of
existing projects and predicts the successful continuation of any given OSS. The
successfulness of a project is defined with regard to the confidence level of the clas-
sifier which predicts that this project will be ported in widely used OSS projects (e.g.
FreeBSD). We argue that the classifier decision, along with its confidence level, can
be incorporated into known models of software success, like the model of DeLone
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and McLean [4], or its reexamination and expansion for OSS software, by Crow-
ston et al. [3]. We have experimentally evaluated the proposed mining approach in
the SourceForge and the FreshMeat OSS project meta-data released from the Floss
project. We also evaluated the importance of the underlying features using Informa-
tion Gain and Chi-Square. The results of this study report high F-Measures for the
classifiers based on the most important FLOSS features.

The proposed approach consists of two main steps: a) data collection and pre-
processing, b) training classifiers. The meta-data in OSS repositories are usually
provided in formats that are not suitable for mining. Thus, one of the most impor-
tant elements in the proposed approach is the pre-processing procedure. Techniques
such as parsing, crawling and feature selection are used to collect data from the
FLOSS project, which contains crawled projects from important OSS repositories,
like SourceForge and FreshMeat. We also discuss methods that can be used to train
classifiers on the stored project data.

The rest of the paper is organized as follows. Section 2 discusses related work in
mining OSS projects and related models for measuring information systems’ suc-
cess. Section 3 presents the data mining approach for extracting knowledge from
OSS repositories. Section 4 provides experimental results and analysis. Section 5
concludes and gives further insight to possible future work.

2 Related Work

Data Mining in Software Engineering. Data mining is widely used for supporting
industrial scale software maintenance, debugging and testing. An approach that ex-
ploits classification methods to analyze logical bugs is proposed in [7]. This work
treats program executions as software behavior graphs and develops a method to
integrate closed graph mining and SVM classification in order to isolate suspicious
regions of non-crashing bugs. A semi-automated strategy for classifying software
failures is presented in [9]. This approach is based on the idea that if m failures
are observed over some period during which the software is executed, it is likely
that these failures are due to a substantially smaller number of distinct defects. A
predictive model for software maintenance using data and text mining techniques is
proposed in [10]. To construct the model, they use data collected from more than
100.000 open source software projects lying in the SourceForge portal. Using SAS
Enterprise Miner and SAS Text Miner, they focused on collecting values for vari-
ables concerning maintenance costs and effort from OSS projects, like Mean Time
to Recover (MTTR) an error. They clustered the remaining projects based on their
descriptions, in order to discover the most important categories of OSS projects ly-
ing in the SourceForge database. Finally, they used the SAS Enterprise Miner to
train classifiers on the MTTR class variable. The reported results highlight inter-
esting correlations between the class variable and the number of downloads, the
use of mail messages and the project age. There is also a number of other works
[12, 1, 5, 9, 7] that use classification methods in software engineering, assisting
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with its main tasks (development, debugging, maintenance, testing).

Models of OSS Success. The most popular model for measuring information sys-
tems’ (IS) success is the one proposed by DeLone and McLean [4]. They actually
introduce six interrelated factors of success: 1) system quality, 2) information qual-
ity, 3) use, 4) user satisfaction, 5) individual impact, and 6) organizational impact.
Based on this approach, Seddon [11] reexamined the factors that can measure suc-
cess and concluded that the related factors are system quality, information quality,
perceived usefulness, user satisfaction and IS use. Based on those approaches, a
number of measures that can be used to assess the success in FLOSS is presented
by Crowston et al. in [3]. These measures are defined based on the results of a
statistical analysis applied to a subject of project data in FLOSS. Specifically the
empirical study was based on a subset of SourceForge projects. In this paper we
propose another such measure, that can be added to the use and the user satisfaction
factors of the proposed models of success.

3 Software Success Classification Approach

We introduce a classification approach that adopts data mining techniques in order
to extract useful information from OSS repositories and further analyze it to predict
softwares’ successful continuation. Based on that, our approach aims at construct-
ing a metric that assesses software success and which can be considered as an im-
plementation of the factors use and user satisfaction to the model of DeLone and
McLean [4] for measuring IS success. An expansion of this model has been pro-
posed by Crowston et al. [3] for OSS software, according to which the data lying
in FLOSS from SourceFourge are mapped to potential measures of OSS success.
The following metric can be incorporated to the System use process phase, as this
is described in [3]. We have developed the proposed metric taking into account the
FLOSS data for both SourceForge and FreshMeat repositories.

3.1 OSS Porting Classification Metric

Without loss of generality we consider that OSS software ported to widely used
open source operating systems is widely accepted as useful and significant by the
majority of users. Then we claim that a project is considered to be successful, from
the point of view of popularity and user satisfaction, if it is selected to be ported
in two of the most popular open source operating systems, namely FreeBSD and
Gentoo. Based on this, we construct classifiers, and we use the confidence of their
classification output as a metric of OSS successfulness. The main modules of our
approach can be summarized as follows: (a) Data collection and pre-processing.
The OSS repositories maintain huge amount of OSS meta-data that provide useful
information about the hosted projects. This module refers to methods used to col-
lect data from OSS repositories and properly pre-process them for data mining.(b)
Software classification. This module provides the methods to train classifiers for
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predicting projects’ course over time, trained on the collected OSS meta-data. The
classifiers are built to predict the successful continuation of an OSS based on a spe-
cific set of project features. Based on the trained classifiers, new project releases (or
unclassified projects) can be classified with regard to their successfulness (as this
has been defined above).

Data Collection and Preprocessing Techniques
A large amount of data are collected and maintained in OSS repositories. These
data contain useful information about projects that we aim to analyze so as to extract
interesting knowledge and make inferences about future course of projects. However
the data are provided in various formats that in most of the cases are not suitable
for data mining. Thus, a pre-processing procedure is needed before data mining is
applied to the available data. Specifically, techniques such as crawling and feature
selection are used to collect project data from various OSS portals and select those
that contain interesting information for further analysis. Crawling usually refers to
the process of browsing the World Wide Web in a methodological and automated
manner. An extensive analysis of a crawling mechanism is provided by Chakrabarti
in Chapter 2 of [2]. We used a smaller crawling mechanism to browse the Web
pages of the two open source operating systems (FreeBSD, Gentoo) and collect
further information about the projects existing in SourceForge and FreshMeat for
later processing. Many of the programming techniques used are described in [8]. For
the processing of the SourceForge and the FreshMeat data, we used the FLOSS data
and index. Feature selection is the technique of selecting a subset of relevant features
for creating robust learning models. In our approach, feature selection techniques
assist in a two-fold manner. Firstly, they assist the mining procedure with further
analyzing the project data crawled. Thus, they provide an image of all the features
being used. Secondly they assist in selecting the features that are more useful with
regards to the final classification, which in our case is to predict whether an OSS
software is successful enough to be ported in FreeBSD and Gentoo Portage. As
feature selection criteria, we have adopted Information Gain (IG) and Chi-Squared
(x2).

According to the IG criterion, the expected reduction of uncertainty in guessing
the class variable, once the feature value is known, needs to be measured. This is
expressed through measuring the expected reduction in entropy, once the feature
value is known, given by equation 3. While for the case of discrete value features
equations 1-2 apply, in the case of the continuous value features, the domain of
each feature variable X is divided into many subintervals of a given equal length
and each Xi is true iff X belongs to the corresponding interval. Let S be the set of s
data objects. Considering a set of m classes Ci, the expected information needed to
classify a given object is defined as follows:

I(s1, . . . ,sm) =−
m

∑
i=1

pilog2(pi) (1)

where si is the number of data objects in S labeled ci and pi is the probability
that an object belongs to class ci, pi = si/s. Let attribute A have v distinct values
{α1,α2, . . . ,αv}. The attribute A can be used to partition S in v subsets {Si}v

i=1,
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where Si contains those objects in S that have value αi for A. The entropy or expected
information based on the partitioning of S into subsets by A is given by:

E(A) =
v

∑
j=1

s1 j + . . .+ sm j

s
−

m

∑
i=1

pi jlog2(pi j), . . . ,sm j) (2)

where si j is the number of data objects of class Ci in a subset S j, and pi j = si j

|S j| is
the probability that an object in S j belongs to class Ci. The encoding information
that would be gained by branching on A is:

Gain(A) = I(s1 j, . . . ,sm j)−E(A) (3)

Chi-squared (x2) is often used to measure the association between two features
in a contingency table. In the case of a binary classification problem it can be used
to measure the association between an input feature and the class variable, as shown
in the following equation:

x2 =
r

∑
i=1

(
(niP−µiP)2

µiP
+

(niN −µiN)2

µiN
) (4)

where r are all the possible values of the examined feature, N and P are the two
classes (Negative and Positive respectively), niP and niN are the number of instances
belonging to class P or N respectively and have the value i of the examined feature,
and µi j = n∗ jni∗

n with n being the number of instances, i = 1, . . . ,r and j = P,N. In
this work we use both IG and chi-square to measure the significance of the stored
features contained in the OSS projects’ meta-data, as crawled by the FLOSS project.

Software Classification
In order to train classifiers that can predict the degree of successfulness of an OSS ly-
ing in FreshMeat or SourceForge, the most important factor is to define the projects
that belong to the classes of successful and unsuccessful projects. This can be the
training set of projects that can be used for training the classifiers. The approach
we adopt is to define as successful the OSS projects that have been ported in both
FreeBSD and Gentoo Portage. This heuristic criterion satisfies part of the System
use process phase of the model of successfulness defined in [3], namely Interest,
Number of Users and User Satisfaction. We concluded to that criterion after having
crawled the FreeBSD, Gentoo Portage and the Debian Popularity Contest, aiming
to find their common set of projects with the considered FLOSS projects. FreeBSD
Ports1 is a package management system for the FreeBSD operating system and it
contains all projects that are ported to FreeBSD. Portage2 is also a package man-
agement system but it contains projects ported to Gentoo Linux. Furthermore, De-
bian Popularity Contest3 is a project which attempts to map the usage of Debian
packages. For the Gentoo Portage, we have used the latest snapshot4 in order to
determine the projects that are ported into it. From the Debian Popularity Contest
we have collected for each package of Debian the number of users who installed

1 http://www.freebsd.org/
2 http://www.gentoo.org/
3 http://popcon.debian.org/
4 http://gd.tuwien.ac.at/opsys/linux/gentoo/snapshots/
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it, the number of users who use it frequently, the number of users who do not use
it frequently, the number of users who upgraded to the latest version of the soft-
ware and the number of users that did not publish enough information. After having
carefully analyzed all these data and examined several criteria that can be used as
determining successful and unsuccessful projects, we concluded that the aforemen-
tioned criterion (porting of an OSS project in both FreeBSD and Gentoo Portage)
expressed better the System Use as discussed earlier, and also provided better exper-
imental results that other criteria examined.

Having determined the successfulness criterion, it is straightforward to construct
classifiers taking into account the features offered by SourceForge and FreshMeat
(an analysis of the features follows in the next section). Classification is a two step
process:

1. Training step. A classification model is built describing a predefined set of classes
(i.e Successful, UnSuccessful). The model is trained by analyzing a set of data
whose classification (class labels) is known (training data set).

2. Classification step. First the predictive accuracy of the trained model (classifier)
is estimated. If it is acceptable the classifier is used to classify project instances
for which the class label is unknown.

Since each repository (FreshMeat, SourceForge) maintains different attributes
for the hosted projects, a classifier per repository must be developed. Based on our
approach any of the widely used classification algorithms can be used to analyze
the training set of projects and construct the software classification model. In our
current work, we have adopted Naive Bayesian, Decision trees and Support Vec-
tor Machines classification methods to train three different classifiers based on the
available set of project data. For each of these classifiers, the successfulness metric
is their confidence level of the classified instance. For the SVM, it is the distance of
the considered project feature vector, from the hyperplane separating negative from
positive instances. For the NB (Naive Bayesian) classifier, it is the probability that
the considered project feature vector belongs to the successful class. Finally, for the
decision trees (i.e. the C4.5 classifier) it is the frequency of occurrence of the train-
ing examples that are in the successful class, following the branch of the tree with
attribute values of the examined instance. The experimental study in section 4 shows
the performance of all three used classifiers for both FreshMeat and SourceForge.

3.2 Features Description

In this work we have used project data that have been collected and are available
from the FLOSSMole project 5. Specifically we work with the releases of Source-
Forge and FreshMeat project data indexed by the FLOSS repository. Below we
present the main attributes (features) of the project data in the FLOSS repository
that are used for the classification process. Also we indicate which portal (Fresh-
Meat - FM or SourceForge - SF) maintains each attribute for the projects it hosts.

5 http://flossmole.sourceforge.net/
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1. Project License (FM and SF): Project’s license type (such as GPL, LGP, BSD
License, Freeware, Shareware etc)

2. Vitality Score (FM) which is defined as VitalityScore = V∗T0
Tn

where V is the number of the project’s versions, T0 is the time elapsed since first
project upload (usually counted in days), and Tn is the time elapsed since latest
version upload.

3. Popularity Score (FM): Represents project’s popularity based on:

• Users’ visits in project’s URL, i.e. URL hits(further referred to as a). They
refer to the visits in project’s original web site, and not at FreshMeat’s site for
the project.

• Users’ visits in FreshMeat’s project site (b).
• Users’ subscriptions (c).

Then, the popularity score is measured as: PopularityScore =
√

(a+b) · (c+1)
4. Rating (FM): Any subscribed user can rate a project. Given 20 or more user

ratings, the project engages a ratings based ranking. Rating is measured as a
means of a weighted ranking (WR), which is computed as follows:

WR = (v(v+m))R+(m(v+m)) ·C (5)

where: R = average (mean) rating for the project from users = (Rating)
v = number of votes for the project = (votes)
m = minimum votes required (currently 20)
C = the mean vote across the whole report

5. Subscriptions (FM): Number of subscribed users in a project.
6. Developers (FM and SF): Number of developers per project and other informa-

tion about them.
7. Target audience / End Users (SF): The target group of the resulting software.
8. Executing operating system (SF): The operating system in which the resulting

project software can execute.
9. DBMS Environment/Technology (SF): For the projects using a DBMS, this is the

used DBMS environment, or technology in general.
10. Programming Language (SF): The programming language in which the project

software is written.
11. Number of downloads (SF).
12. Interface (SF): The interface of the project (Library, Command Line, Web, GUI

etc).
13. Natural language (SF): The natural language of the project (English, France,

etc).
14. Topic (SF): The topic of the project (Databases, Network Administration).
15. Registration Date (FM and SF): The date that the project was inserted into the

portal.
16. Days since Registration Date (FM and SF): Days elapsed since the registration

date.
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17. Project status (SF): The status of the project (such as Beta, Planning, Produc-
tion/Stable, Alpha, Pre-Alpha etc)

18. Number of project donators (SF).
19. Rank (SF): A ranking of the projects produced by SourceForge, considering

downloads and days since registration date.

4 Experimental Evaluation

Experimental Setup. The projects that we considered for our experiments num-
bered 112915 for SourceForge and 41908 for FreshMeat. For both portals, we found
the projects which are available from FreeBSD Ports and Gentoo Portage in order
to label them as successful. For our experiments, we used 10-fold cross validation
on three classifiers (decision trees, Naive Bayes, and SVM). For learning decision
trees, we used the J48 algorithm that is WEKA’s [13] implementation of the C4.5
(an extension of the basic ID3 algorithm) decision tree learner. We also used WEKA
for the Naive Bayesian classifier. For support vector machines (SVMs) we used
Joachim’s SV Mlight[6]. For each of the two data sets (FreshMeat and SourceForge),
we trained all three classifiers on all of the features described. For the features evalu-
ation IG and chi-square was used. For the evaluation of the classifiers, we measured
precision, recall and F-Measure. The goal of this experiment is to prove the value
of the OSS portals’ meta-data, and consequently the value of the proposed success
metric that is based on training classifiers, as an additional factor of OSS success.

Features Analysis. Feature selection requires analysis of all considered features.
We have computed IG and chi-square values of all features using 10-fold cross vali-
dation, based on the used criterion. The measurements for the IG and the chi-square
criteria are shown in Table 1 for the FreshMeat and the SourceForge repositories.
The results are shown in decreasing order of importance based on the IG measure.
From the results obtained we note primarily that the produced feature rankings based

FreshMeat
Information Gain Chi-Square

Popularity 0.324 1793.254
Subscriptions 0.319 1756.487

Vitality 0.238 1781.661
#Rating 0.219 1253.699
Rating 0.189 111.144
Days 0.107 620.316

Developers 0.05 269.701
License 0.033 187.66

SourceForge
Information Gain Chi-Square

Downloads 0.199 759.95
Rank 0.153 595.337
OS 0.145 558.826

Language 0.138 533.17
Days 0.119 469.172
Status 0.095 381.716

Interface 0.078 317.054
Developers 0.075 298.099

Users 0.072 276.279
License 0.03 112.715
DBMS 0.01 5.548
Donors 0 0

Table 1 Information Gain and Chi-Square for the FreshMeat and SourceForge Features.
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on the two measures (IG and chi-square) are exactly the same in the case of Source-
Forge, while in the case of FreshMeat the only discrepancy is that the third fea-
ture according to IG is ranked second according to chi-square. This shows that the
selected criterion of successfulness (porting of an OSS to FreeBSD and Portage)
produces a stable ranking of features for both IG and chi-square. Regarding the fea-
tures’ importance, in the case of the FreshMeat data, the top 5 features proved to
be popularity, subscriptions, vitality, number of ratings and ratings, while in the
case of the SourceForge data, these are downloads, rank, OS, language and days.
The IG drops dramatically for the rest features. At this point we must note that the
top ranked features according to both measures include the features we were ex-
pecting to rank high, based on previously proposed models [3]. The feature ranking
can be used to decrease the classifiers’ model size. In the next section we show that
the learned models can be reduced to only considering the top 5 features for each
repository, without important decrease in performance.
Classifiers Evaluation. In order to measure the classifier’s performance without

introducing subset selection or feature selection bias, we have used 10-fold cross
validation. The results from the 10 folds are averaged to produce a single estimation.
We use F-measure to estimate the quality of each classifier. F-measure is defined as
the harmonic mean between a classifier’s precision and recall. All three measures
were computed as follows:

Recall =
TruePos

TruePos+FalseN
,Precision =

TruePos
TruePos+FalsePos

(6)

F−measure =
2 · precision · recall
precision+ recall

(7)

where TruePos is the number of the actual successful projects classified as success-
ful, FalseN is the number of the actual successful projects classified as unsuccessful
and FalsePos is the number of the actual unsuccessful projects classified as suc-
cessful. Table 2 shows Precision, Recall and F-Measure values for the 10-fold cross
validation execution of the J.48, Naive Bayes and SVM classifiers in the Fresh-
Meat and the SourceForge data sets respectively. SVMs managed overall the top
F-Measure compared to J.48 and the NB classifiers. For the FreshMeat data set, the
classifiers reached an F-Measure of around 75%, with a precision reaching 88% for
the SVMs. For the SourceForge data set, the classifiers reached an F-Measure of
the same level with an overall smaller precision from the FreshMeat data set. In
general, the classifiers performance for the SourceForge data set is smaller than in

FreshMeat SourceForge
Precision Recall F-Measure Precision Recall F-Measure

SVM All Features 0.88 0.57 0.69 0.67 0.75 0.7
SVM Top-5 Features 0.62 0.96 0.75 0.66 0.73 0.69

C4.5 All Features 0.79 0.81 0.79 0.77 0.71 0.73
C4.5 Top-5 Features 0.77 0.78 0.77 0.75 0.7 0.72

NB All Features 0.76 0.83 0.79 0.81 0.78 0.79
NB Top-5 Features 0.74 0.84 0.78 0.79 0.76 0.77

Table 2 Precision (P), Recall (R) and FMeasure (F1) for SVM, C4.5 and NB in the FreshMeat and
SourceForge data sets.
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FreshMeat, depicting that FreshMeat’s features are more descriptive for the used
criterion of porting. This is also verified from the IG and chi-square feature values
in Table 1. Overall, the proposed metric can predict whether a project will be ported
into FreeBSD and Gentoo Portage, with high F-Measure.

5 Conclusions and Future Work

In this paper we propose a new Open Source Software (OSS) successfulness met-
ric, that is based on the development of classifiers which predict the porting of an
OSS into the FreeBSD and Gentoo Portage open source operating systems. We have
evaluated the proposed metric by measuring the performance of Support Vector Ma-
chines (SVM), Decision Trees (C4.5) and Naive Bayes classifiers constructed on
the features contained for all projects in FreshMeat and SourceForge. We also con-
ducted an analysis of the features’ importance and we experimentally show that the
classifiers obtain similar performance if the top-5 features are kept, instead of all,
which also include the most important features according to previous related work.
As a future work we aim at combining heuristic criteria and/or manually annotated
projects to enrich the training procedure with instances of better quality. We also
aim at stacking classifiers for the purpose of boosting the classifier’s performance.
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Abstract Several non probabilistic approaches were proposed in the         
literature to analyze and predict change impact in Object-Oriented (OO) 
systems. Different aspects were considered in these studies and several    
experiments were conducted to check some hypotheses. However, causality 
relation between software internal attributes and change impact still misses 
convincing explanations. In this paper, we propose a probabilistic approach 
using Bayesian networks to answer to this problematic of change impact 
analysis and prediction in OO systems. The built probabilistic model is 
tested on data extracted from a real system. The running of different       
scenarios on the network, globally confirm results already found in previous 
studies. 

1 Introduction 
Systems modification is a difficult task that has an impact on systems becoming 
[24]. Change effects must be considered. A small change can have considerable 
and unexpected effects on the system. Risks incurred during a modification are   
related to the consequence of a given change impact. When modularity is         
adequately used, it limits the effects relating to changes. Nevertheless, change  
impacts are subtle and difficult to discover; designers and maintainers need me-
chanisms to analyze changes and to know how they are propagated in the whole 
system.  

The main motivation of our work is to improve the maintenance of object-
oriented systems, and to intervene more specifically on change impact analysis. 
By identifying the potential impact of a modification, one reduces the risk to deal 
with expensive and unpredictable changes. Consequently, we try to give more   
explanations on real and responsible factors for change impact and its evolution. 
Among several models of representation, Bayesian networks (BNs) constitutes a 
particular quantitative approach which can integrate uncertainty within reasoning 
[20] offering thus explanations that are close to reality. Moreover, with BNs, it is 
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also possible to exploit experts’ judgements to anticipate predictions, in our case, 
on change impact. In addition, BNs have the capacity of incremental training on 
data. This is true as well for parameters training as for structure training,            
facilitating the model evolution. This characteristic will contribute to the           
improvement of Bayesian network structure and parameters, by the acquisition of 
new data.  

In this paper, section 2 presents various works related to change impact    
analysis. Our approach is presented in the third section. We start by presenting the 
principal stages of our approach, followed by a short recall on BNs. Then we      
illustrate gradually how to build the graph (BN) within the framework of our     
experimentation. After that, we explain the parameters assignment (probabilities) 
to network nodes. Section 4 concerns network execution and results discussion. 
Finally, our work perspectives are discussed in the conclusion. 

2 Related works  
Several studies were conducted on change impact. Thus, Han [12] developed an 
approach for computing change impact on design and implementation documents. 
This approach considers the original representation of software artefacts (classes) 
rather than a model of extracted system separately. The artefacts dependencies 
imply inheritance, aggregation and association. Furthermore, impacts are not     
defined in a formal way. On another side, Lindvall [19] identified the most     
common and frequent changes in C++, so that the change models can be specified 
to help developers to envisage the future needs. In [4], Antoniol and al. predicted 
evolving object-oriented systems size starting from the analysis of the classes    
impacted by a change request. They predicted changes size in terms of 
added/modified lines of code. Kung and al [16], interested by regression testing, 
developed a change impact model based on three links: inheritance, association, 
and, aggregation. They also defined formal algorithms to calculate all the          
impacted classes including ripple effects. Lee and Offutt examined in [17] and 
[18] the effects of encapsulation, inheritance, and polymorphism on change       
impact; they also proposed algorithms for calculating the complete impact of 
changes made in a given class. However, some changes, implying for instance   
inheritance and aggregation, were not completely covered by their algorithms. 

In [7], impact analysis was made to reduce the costs and duration of regression 
tests. The study was made starting from a dependence graph. Briand and al. in [5], 
tried to see if coupling measures, capturing all kinds of collaboration between 
classes, can help to analyze change impact. This study, (i) showed that some    
coupling metrics, related to aggregation and invocation, are connected to ripple  
effect, and, (ii), it allows performing dependence analysis and reducing impact 
analysis effort. In [6], [14] and [15], a change impact model was defined at an   
abstract level, to study the changeability of object-oriented systems. The adopted 
approach uses characteristic properties of OO systems design (complexity,        
cohesion, coupling, etc.), measured by metrics, to predict changeability.            
According to a different perspective, Sahraoui and al. studied in [22] the impact of 
refactoring on structure and thus on structural metrics. This study made it possible 
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to determine the refactorings that can improve or deteriorate certain structural 
properties. Recently, in [1], [2], and [3], the authors also showed that coupling, 
measured by some metrics, influences change impact. 

On the other hand, in [9], Fenton and Neil show well the advantages of the 
causal-modelling approach using Bayesian networks compared to the naive        
regression-based approach. In other works [10], [11], and [21], they also prove 
through case studies that Bayesian nets can provide relevant predictions, as well as 
incorporating the inevitable uncertainty, reliance on expert judgement, and         
incomplete information that are pervasive in software engineering. In this work, 
we try to explore this way of research and thus show the advantages of           
probabilistic approach using Bayesian nets compared to the approach adopted in 
our former work [1], [2], and [3].  

In the following section, we present our approach (proposition) by explaining 
its different stages. 

3 Proposition 
The main stages of our approach are the following:  

 
The first two stages are explained in the present section while the two last 

stages are presented in section 4. In order to facilitate the comprehension of used 
concepts in our approach, a recall on the basic concepts of Bayesian networks is 
essential. 

3.1 Recall on Bayesian networks  
BNs are based on the Bayes theorem. This theorem describes the relations which 
exist between simple and conditional probabilities. If A and B are two events and 
if we know the probability of A, of B and B knowing A, the Bayes theorem allows 
to determine the probability of A knowing B:  

)(
)()/()/(

BP
APABPBAP =  

BNs are the result of a merging between graph theory and probability theory 
[20]. A BN is a causal graph where: 
- Nodes represent random variables. A random variable has some states, for      
example “Yes” and “No”, and a distribution probability for these states, where the 
sum of probabilities of all states must be equal to 1. Thus, a BN model is in     
conformity with the standard axioms of probability theory. 

1- Graph structure construction (BN) starting from practical    
     knowledge (empirical studies) 
2- Parameters affectation (node probability table, fuzzy logic). 
3- Bayesian inference (algorithms, tools) 
4- Results 
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- Oriented edges define causal relations between nodes. An edge goes from a    
parent node towards a child node. Parent nodes which affect the same child node 
must be independent variables. Each node is related to a Node Probability Table 
(NPT), which models uncertain relation between the node and its parents. Tables 
of conditional probability related to BN nodes determine the force of the graph 
bonds and are used to calculate the distribution probability of each node in BN. 
This is carried out by specifying the conditional probability of a node knowing all 
its parents: p(X | A, B), X being the child node of A and B. If a node has no     
parent, a probability table would be associated for this node. Usually, NPTs are 
generally created by using a mixture of empirical data with experts judgement. In 
this causal graph, the cause and effect relationships between the variables are not 
deterministic, but probabilistic. Thus, observation of a cause or several causes 
doesn’t involve systematically the effect or effects which depend on them, but 
modifies only the probability of observing them. The particular interest of BNs is 
to hold account as well of experts knowledge (in the graph or its structure) as of 
experiments contained in data (parameters). 

3.2 Graph construction (BN)  
Generally, the BN construction is done in two stages: produce the suitable graph 
because this model is sensitive to the type of applied reasoning, then affect     
probability values to network nodes [20]. The affectation of these values is done 
according to domain experts or starting from empirical studies. At this level, it is 
important to check that the parents nodes which affect the same child node are   
independent variables. Moreover, in order to respect the BNs construction         
formalism, during the introduction of bonds between nodes, it is necessary to 
check the absence of cycles between network nodes. 
 

 
 

Figure 1. Change impact network 

As already stated (in section 2), we checked in [1], [2], and [3], the hypothesis 
claiming that coupling influences change impact in an object-oriented systems. 
However, if we consider at the same time all metrics measuring the various facets 
of coupling between classes, the BN construction is likely to be hard and its   
structure complex. In addition, the results affirm that among the ten selected    
metric (see table 1), measuring this architectural property, five metrics are          
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effectively relevant to change impact. Some of these metrics are regarded as      
design metrics (AMMIC and OMMIC), others are considered as implementation 
metrics (MPC, CBOU, and CBONA). The figure 1 above presents the graph       
expressing this knowledge in the form of a BN. Let us note that in a BN, the       
relation between parents and child nodes are causal (case of Impact node) or   
definitional (case of DesignMetrics node). 
 

Metrics Definition 

RFC Response For a Class: number of methods called 
upon in response to a message. 

MPC Message Passing Coupling: number of messages sent 
by a class in direction of the other classes of the    
system. 

CBOU CBO Using: refers to the classes used by the target 
class. 

CBOIUB CBO Is Used By: refers to the classes using the target 
class. 

CBO Coupling Between Object: number of classes with 
which a class is coupled. 

CBONA CBO No Ancestors: CBO without considering the 
classes ancestors. 

AMMIC Ancestors Method–Method Import Coupling: number 
of parents classes with which a class has an             
interaction of the method-method type and a coupling 
of the type IC. 

OMMIC Others Method–Method Import Coupling: number of 
classes (others that super classes and subclasses) with 
which a class has an interaction of the method-
method type and a coupling of the type IC. 

DMMEC Descendants Method–Method Export Coupling: 
number of subclasses with which a class has an       
interaction of the method-method type and a coupling 
of the type EC. 

OMMEC Others Method–Method Export Coupling: number of 
classes (others that super classes and subclasses) with 
which a class has an interaction of the method-
method type and a coupling of the type EC. 

       Table 1. The selected coupling metrics 

3.3 Parameters affectation 
To affect probabilities to the nodes, it is necessary to distinguish two types of 
variable in BN: entry variables and intermediate variables. The entry nodes    
probabilities are directly deduced from measurements of these variables starting 
from a given test system. In our case, we chose a program analysis toolbox       
system, called BOAP, and, developed at the computer science research center of 
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Montreal (CRIM) [8]. It is a set of integrated software tools, which allow an      
expert to evaluate some software qualities, e.g., conceptual or structural         
weaknesses, too complex instructions, etc. We considered the BOAP system in its 
version 1.1.0; it is written in Java and contains 394 classes. The metric considered 
in this work are extracted from this system. 
Entry nodes.  In our network (figure 1), the entry nodes represent the different 
metrics. All these entry variables are quantitative variables which have measurable 
numerical values. The number of possible values for these variables can be         
infinite. That depends of course on the considered test system. In order to facilitate 
the probabilities definition, these variables are initially transformed into discrete 
variables having a limited number of values. This transformation can be             
accomplished by application of fuzzy logic. Indeed, the fuzzy partitioning process 
replaces the various values of a metric by a set of functions which represent the 
membership degree (or adhesion) of each value to the various fuzzy labels (often 
“small”, “average” and “large”). The fuzzy partitioning generalizes the regrouping 
methods by groups allowing a value to be partially classified in one or more 
groups at the same time. The adhesion or the value membership is distributed in 
all groups. However, empirically, we can determine the optimal number of groups 
with statistics known under the name of Dunn partition coefficient Fk. This        
coefficient indicates us how to gather with a better way a data set in various 
groups [23]. The more the Dunn coefficient is high, the more the fuzzy subsets  
coincide classical logic sets. Therefore, the optimal number of groups is that 
which maximizes Fk. The Dunn partition coefficient is calculated according to the 
formula: 

∑∑
= =

=
N

i

k

g
igk u

N
F

1 1

21
 

N being the full number of observations (data), g the index for a group, k the 
number of groups and uig the value or the membership degree of a given object to 
a group.  

 

Table 2 presents the results of fuzzy partitioning with 2 and 3 groups for the 
AMMIC metric. These results show that with two groups the Dunn coefficient is 
0.8171413 and with three groups it is equal to 0.7768965. Therefore, for this   
metric, the partitioning in two groups is retained. Moreover, it is the same number 
of groups which was retained following the fuzzy partitioning tests for the four 
others metric. We used for that the statistics software S-plus (version 8.0) [13]. 

Table 3 gives an example of NPT for AMMIC node. It is about an example of 
value measured (equal to 25) for the AMMIC metric. To this value correspond two 
membership degrees (0.4349570 and 0.56504302) in the two fuzzy subsets. These 
membership degrees constitute the probabilities which are used to define the NPT 
of AMMIC node. 
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*** Fuzzy Partitioning *** 

 
 
Membership coefficients: 
numeric matrix: 394 rows, 2 
columns.  
        [,1]       [,2]  
 1 0.9873814 0.01261863 
 2 0.9873814 0.01261863 
 3 0.9873814 0.01261863 
 …      …         … 
 
392 0.9873814 0.01261863 
393 0.9873814 0.01261863 
394 0.9873814 0.01261863 
 
Coefficients: 
 dunn_coeff normalized  
  0.8171413  0.6342827 

 
Membership coefficients: 
numeric matrix: 394 rows, 3 columns.  
         [,1]        [,2]        [,3]  
 
 1 0.99358023 0.004435426 0.001984347 
 2 0.99358023 0.004435426 0.001984347 
 3 0.99358023 0.004435426 0.001984347 
 …      …         …           …   
 
392 0.9935802 0.004435427 0.001984347 
393 0.9935802 0.004435427 0.001984347 
394 0.9935802 0.004435427 0.001984347 
 
Coefficients: 
 dunn_coeff normalized  
  0.7768965  0.6653447 

Table 2.  Example of fuzzy partitioning for AMMIC 

 
Small 0.43 
Large 0.57 

Table 3. The NPT of AMMIC entry node 

Intermediate nodes.  The intermediate nodes are not directly measurable. They 
are defined or influenced by their parent nodes. For each intermediate node Cc 
which has possible values {Vc1, … Vck, … Vcn} and has parents {Cp1,… Cpi, … 
Cpm} with possible values {Vci1, … Vcij, … Vcil}, we need to define a table which 
gives the probabilities for all possible combinations of values: 

P (Vck | Vp1j,..., Vpmj) 
These probability values can be adjusted by using machine learning starting 

from the sample data or the treated cases. A parent can influence positively or 
negatively his child nodes. The probability distributions are affected according to 
the importance or the weight of each parent for the child node. At the beginning, 
to derive NPT it is necessary to consider the weight of each parent node in       
definition or influence of its child node. For that, NPTs are initially given starting 
from studies in the field and experts opinions. For instance, the DesignMetrics 
variable is defined by its two parents AMMIC and OMMIC. It is a question of 
finding the conditional probability of DesignMetrics node: p (DesignMetrics| 
AMMIC, OMMIC). However, like the relation between the parent nodes AMMIC 
and OMMIC and their child node DesignMetrics is definitional, the strong      
presence of these metrics also defines the strong presence of DesignMetrics. A 
possible scenario for the DesignMetrics node NPT is presented in table 4: 
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Table 4. The DesignMetrics intermediate node NPT 

A reasoning which can be applied is the following: if the number of classes 
(others that super-classes and subclasses) with which this class has an importation 
interaction of the method-method type is small (AMMIC small), and the number of 
parents classes with which this class has an importation interaction of the   
method-method type is small also (OMMIC small), the design metrics presence 
probability in such a system is weak or small. Therefore, the probability of the 
state “Yes” in the probability table of DesignMetrics node can be 20%.           
Conversely, if AMMIC is large, and OMMIC is large also, the probability of the 
state “Yes” of DesignMetrics node can be 80%. It is important to recall here that 
there are obviously other metrics (other than those considered in this study) and 
which are defined like design metrics or implementation metrics, and               
consequently, can positively or negatively influence change impact. 

4 Bayesian Network execution 
Once the graph structure and all NPTs are defined, we can proceed with the 
Bayesian inference. It results an update of conditional probabilities of all nodes. 
We have used the BNJ (Bayesian Network tools in Java) environment to achieve 
this goal. BNJ is a set of open source software tools intended for research and    
development by using graphic probabilities models. It is written in Java and is 
available on the web1

Let us recall that our experimentation was made on the BOAP test system  
(version 1.1.0) which contains 394 classes, or 394 instances. For the network   
execution, we will randomly choose an instance from which we take the metric 
values corresponding to entry nodes. As soon as the probabilities distributions are 
updated for introduced values, we will have an estimate in the form of probability 
for the various states assignated to the Impact node (figure 2). 

.  

Having affected three states «Weak», «Average», and «Strong» to the Impact 
node, and with the used input data (see figure above), we can conclude that the 
change impact has 43% of probability of being “Strong”. The possibility of    
processing scenarios of the form « what will occur if… ?», that Bayesian networks 
offer, allows to identify potential problems and actions to be undertaken for       
improvement.  

 

1. http://bnj.sourceforge.net/  

AMMIC Small Large 
OMMIC Small Large Small Large 
Oui 0.2 0.4 0.4 0.8 
Non 0.8 0.6 0.6 0.2 
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Figure 2. Change impact network after scenario 1 

The scenario 2 execution shows that by decreasing the metrics values CBONA 
and CBOU, change impact weakens more (its probability of being “Weak” grows 
from 29,5% to 34,8%). Conversely, the scenario 3 execution shows that by         
increasing the CBONA and CBOU metrics values; the change impact becomes   
increasingly strong. The probability of the «Strong» state moves from 37,8% to 
47,4%. Figure 3 illustrates this result. 

 

Figure 3. Change impact network after scenario 3 
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Finally, the last scenario execution shows that by maintaining the values of 
CBONA and CBOU metrics and by increasing the AMMIC one, change impact  
becomes little stronger. The probability of the «Strong» state grows from 37,8% to 
41,5%. 

Discussion 
Results obtained in the second and third scenarios confirm those already found 

in our former work [1], [2], and [3], by using a non probabilistic approach (see   
respectively rule 1 and rule 2 of figure 4). For example, the scenario 3 result     
expressing that CBONA and CBOU metrics influence positively change impact, 
corresponds to the result illustrated by the causality rule 2 [2]:  

Rule 1 : CBONA ≤  3.5  
              CBOU ≤ 0.5  
         → impact: Weak (0.46)   
              

Rule 2 : CBONA > 3.5 
              CBOU > 36.5 
          → impact: Strong (0.48) 
 

Rule 3 : CBONA ≤  3.5 
          CBOU ∈  ]0.5,1.5] 
              AMMIC ≤ 0.5 
         → impact: Weak (0.54) 
 

Rule 4 : CBONA ≤  3.5  
 CBOU ∈  ]0.5,1.5] 
 AMMIC >  0.5  
          → impact: Weak (0.76) 
 

Figure 4.  Causality rules examples  

On the other hand, the scenario 4 result does not confirm one of our results (see 
rules 3 and 4 of figure 4) found before in [1] and [2]. Indeed, by maintaining the 
CBONA and CBOU metrics values small, and by increasing the AMMIC value, 
change impact does not become more weak. Its probability of being “Weak” was 
34,8% then it was reduced to 30,8% whereas in theory, it must increase. In our 
opinion, that could be explained by the fact that change impact can be positively 
or negatively influenced by other metrics, other than those considered in the     
present study, or also, by other factors, like system size, complexity, etc. 

5 Conclusion 
We proposed in this article a probabilistic approach using Bayesian networks to 
analyze and predict change impact in object-oriented systems. A thorough study 
and a general synthesis of various former works dealing with this subject were  
initially essential. To verify our approach, we took again a correlation hypothesis 
between coupling and change impact already verified in former works. The        
experimentation was made on BOAP system. It contains 394 classes. The results 
of our empirical studies ([1], [2] and [3]) were useful for the graph structure     
construction (Bayesian Network). Thereafter, we defined the NPTs of entry and 
intermediate nodes. We used fuzzy logic to derive probabilities values starting 
from a set of measures (variables values or entry nodes). 
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The network execution and the creation of several scenarios enabled us to make 
predictions on change impact. The results of the second and third scenario       
confirmed results already found with other non probabilistic approach. On the 
other hand, the results of the fourth scenario contradict one of our results found 
before [2]. That leads us to search a hypothesis explaining this last result. 

Finally, we are in the process of considering further experiments on other    
systems by including other coupling measurements, other architectural properties, 
or other factors which could supplement or better explain this causality relation. 
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Improving Evolutionary Test Data Generation 
with the Aid of Symbolic Execution 

M. Papadakis1 and N. Malevris1

  

 

 
 
 
 

 
 

Abstract Recently, search based techniques have received great attention as a means of au-
tomating the test data generation activity. On the contrary, more traditional methods that 
automate the test data generation usually employ symbolic execution by incorporating a 
path generation phase and constraint solvers to produce the sought test data. In this paper, 
the benefits of both schools of thought are bridged in an attempt to investigate whether a 
mixed strategy approach could be employed when evaluating a coverage criterion. To this 
effect, a strategy that uses symbolic execution and dynamic domain reduction in order to 
enhance the initial population and approximately prune the search space considered by evo-
lutionary based methods is proposed. This suggestion is also put under a number of tests 
which clearly show a dramatic improvement of its effectiveness. This suggests that the 
combination of evolutionary based and symbolic execution approaches can be beneficial 
toward, automating the generation of test data. 

1. Introduction 

It is a well known fact that the cost of software testing can reach 50% or even 
60% of the total software development cost. In order to reduce the cost overhead, 
a lot of effort has been put by the software engineering community, in an attempt 
to automate the testing activity and thus reduce the overall software development 
cost. The usual way to evaluate the test thoroughness of a piece of software is to 
establish a collection of testing requirements that must be fulfilled when the soft-
ware is executed against test cases, through a number of test coverage criteria that 
guide and evaluate the effectiveness of the test data generated. 

Test data generation techniques based on Genetic Algorithms (GAs) have been 
adopted in the literature [7, 16] and a number of researchers have proposed vari-
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ous algorithms based on both local [2, 16] and global searches [7, 8, 16] with an 
appropriate adaptation of their fitness function according to the coverage criterion 
considered. Evolutionary Algorithms (EA) for test data generation approaches 
have been widely studied in the literature [2, 7, 8, 13, 16] although a number of 
unresolved research issues still remain [7, 13], mainly on the efficiency and effec-
tiveness of these approaches.  

A hybrid approach to test data generation that integrates GAs and symbolic ex-
ecution in a complementary way is proposed. Existing attempts [18, 19] use struc-
tural methods and EAs in an effort to facilitate the testing exercise. The purpose of 
this study is to guide the input domain selection in such a way so as to improve 
and make more efficient the EA. Symbolic execution is used not as a complimen-
tary tool but as a yardstick, towards this purpose. It is used to guide the test data 
selection rather than evaluating a suggested path. In this respect, the proposed me-
thod have no common philosophy with the refs above [13, 18, 19]. Our goal is to 
demonstrate that information from path testing and symbolic execution can be 
used effectively in a combined way, in order to improve the efficiency and effec-
tiveness of the EA. The proposed work stems from suggestions in the literature 
about the reduction of the search space [9, 12] and the observation that candidate 
solutions near the target ones can be efficiently refined through local search algo-
rithms. We argue that the fulfillment of these two directions can be achieved 
through path testing in a systematic and automated way, relying on the ESPM me-
thod (hereafter called “Y&M”) suggested by Yates and Malevris [4]. Through this 
approach a set of linearly independent candidate paths is produced, while all can-
didate paths have a high probability of being feasible. Here, these two attributes of 
the Y&M method are exploited in order to refine the initial population set of the 
EA. In order to reduce the search space when targeting to a particular branch [4], 
the assumption of the Y&M method is utilized which suggests that a feasible path 
has higher probability to be contained in a set of the first k-shortest paths. Based 
on this assumption, which was substantiated in [4], some irrelevant variables are 
pruned away and domain reduction is performed by using the DDR procedure 
proposed in [5], over the common constraints that constitute a subset of the con-
straints derived from the selected path set. The reduced domain space then forms 
the search space of the EA.  

Our approach has been empirically investigated with reference: a) the impact of 
the initial population enhancement; b) the impact of the input domain reduction 
procedure; and c) the overall improvement of the proposed approach, clearly 
showing a dramatic improvement of the evolutionary approaches when guided by 
path testing. 

2 Incorporated methods  

Symbolic Execution: The symbolic evaluation process [1] of a program con-
sists of assigning symbolic values to variables in order to deduce an abstract alge-
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 Input: Program P, Target Coverage, Time_Limit 
 Output: A set of test Inputs 
 Graph ← GenerateGraph(P); 
 Tests ← RandomInputs(); 
 K = 1; 
 repeat 
1     Paths ← GenerateY&M_Paths(Graph, k); 
2     Tests ← Symbolic Execution ( Paths ); 
3     Targs ← GenTargets(Graph, Tests, Targs); 
4     Tests ← EvolutionaryTesting(Targs); 
5     for all ( Targs not covered ) 
           DomainReduction (Targs); 
     K =  K + 1; 
until (Coverage==Target OR Time<Time_Limit) 
return;.  

Fig. 1. Proposed Algorithm 

 

braic representation of the program’s computations and representation. This tech-
nique is based on the selection of paths from its control flow graph and the com-
putation of symbolic states. The symbolic state of a path forms a mapping from 
input variables to symbolic values and a set of constraints called path conditions 
over those symbolic values. Path conditions represent a set of constraints called 
symbolic expressions that form the computations performed over the selected path. 
Solving the path conditions results in test data which if input to the selected path, 
this will be executed. If the path condition has no solution the path is infeasible. 

In this paper, the Y&M method [4] was chosen because of its flexibility and its 
ability to generate likely to be feasible paths. The method can be detailed as: 
Step1: Generate a set of program paths, whose constituent paths each involve a 
minimum number of predicates, and cover the target elements of code unit under 
test. Step2: Symbolically execute the current path set and determine the achieved 
coverage. Step3: Select uncovered elements and generate alternative path sets giv-
ing priority to those containing a lower number of predicates. Steps 3 and 2 are re-
peated k times or until the target coverage is achieved. 

Evolutionary Algorithms: A GA test data generator employs a genetic algo-
rithm as its primary search engine in seeking suitable test data according to a tar-
get test adequacy criterion. The basic steps of a GA are the following [7, 13]: 
Step1. Create an initial population of candidate solutions. Step2. Compute the fit-
ness values of each of these candidates. Step3. Select all the candidates that have 
the fitness values on or above a threshold. Step4. Perturbate each of these selected 
candidates using genetic operators. 

These steps, except the initializa-
tion step, are repeated until the cover-
age goal is met or until the time limit 
has been reached. Before the use of a 
GA we need to define the following: 
Some domain-dependent attributes, a 
representation of the problem solution 
in terms of genetic inputs (chromo-
somes), the fitness function, the can-
didate selection methods (chromo-
somes reproduction) and the genetic 
operators. 

3 Approach Description 

The motivation behind our work is the combination of static and dynamic ap-
proaches namely symbolic execution and evolutionary testing, in order to improve 
their performance. Our framework tries to guide the search along two directions. 
First by enhancing the initial population with results from established testing tech-
niques such as [4] and second, by using the same method to dynamically and ap-
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proximately reduce the input search space. Our approach uses k paths from the 
path set of the Y&M method [4] in order to prune away all the irrelevant input va-
riables and uses the common parts of those paths to define a common set of con-
straints. The algorithm in Figure 1 outlines the proposed test data generation 
scheme. Given a program P, the algorithm iteratively computes sets of inputs 
based on both symbolic execution and evolutionary testing in order to achieve the 
targeting coverage. The algorithm loop as in figure 1 contains three basic steps 
(lines 1-5 of fig. 1). (a) Starts by generating and executing symbolically the cur-
rent set of paths according to the Y&M method. The resulting test data enhance 
the randomly generated initial population of the evolutionary algorithm. (b) The 
test generation process continues with the evolutionary algorithm phase, where 
newly test inputs are constructed. (c) The final step of the loop is the domain re-
duction process according to uncovered branches. The algorithm terminates when 
the time limit is exceeded or the coverage goal is met. 

Symbolic execution: The Symbolic execution process phase is carried out 
based on the Y&M method for a given parameter value k see [4] for details. Here 
we use some approximations in order to overcome, abstract away, unhandled ex-
pressions and generate test data. Note that solutions will be refined from the evo-
lutionary algorithm so we only need to generate solutions close to the target ones. 
Unhandled expressions such as non linear constraints are ignored or replaced with 
new symbolic values. Constructs such as pointer values will be approximated 
through simple expressions containing only (in)equality constraints. The resulting 
path conditions are then passed to the constraint solver for feasibility check. If the 
considered path condition is found infeasible, the path is marked as infeasible. 
Otherwise, test data will be produced which enhance the current population of the 
evolutionary algorithms.  

Evolutionary testing: The evolutionary algorithm phase takes the instru-
mented version of the program under test, the program’s CFG and evolutionary 
parameters, and produces tests according to the evolutionary method used. In the 
present study we use the SGA&D2

Standard GA (approach 1) setup: Representation: A chromosome as a bit 
string representing test cases. Evaluation function: Each chromosome is eva-
luated simply by using the program’s CFG and accounting the number of deci-
sions covered. Selection: A new population is formed by selecting the best chro-
mosomes in terms of coverage and Recombination: Performing mutation and 
crossover operations. 

 as used in [7, 16]. In our study we evaluate, 
based on symbolic execution, the improvement made over these two algorithms by 
considering two approaches (approach 1, 2) and a third which combines previous 
two (approach 3). 

Differential GA (approach 2) setup: Representation: A chromosome as a bit 
string representing test cases. Evaluation function: Each chromosome is eva-
luated according to its percentage coverage contribution. Selection: New popula-
tion is formed by selecting the best chromosomes in terms of coverage and Re-

2 Standard Genetic Algorithm and Differential 
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combination: For each test case A={a1, a2, … an} the algorithm selects randomly 
two different mates B={b1, b2, … bn} and C={c1, c2, … cn} from the population. 
Then according to probability (Change Factor) it selects input values (ai) for alte-
ration. For all selected values (ai) the algorithm calculates new ones based on the 
formula: ai΄=ai + α (bi-ci) according to α (Factor). If the resulting A΄={ a1΄, a2΄, … 
an΄} solution performs better based on the objective function, the solution A is re-
placed by A΄.  

Hybrid approach of Standard and Differential GA (approach 3) setup: 
This algorithm forms the combination of the two preceding ones by applying the 
standard one first and then the differential one by using the final population of the 
standard algorithm as the initial population to the differential one.  

Domain reduction

Our approach reduces the search space using binary search on input domain 
space based on the concerned constraints. For each constraint in the set, the algo-
rithm reduces appropriately the domain space based on the variables, their com-
parison use in the constraint set and their assigned domain space. The domains of 
input variables are split in half (binary search) based on the constraint compari-
son.  

: The goal of the proposed approach is to guide the search 
by reducing the search space and thus improve its application as stated in [9]. The 
main idea behind the reduction algorithm is to use the set of paths of Y&M me-
thod in order to dynamically define a domain approximation of the targeting 
branch. Through our research in path testing we have observed that many paths 
that covering particular branch share many parts. This observation helps as to re-
duce the search space by using domain reduction approaches as in [5] only for the 
common parts of the Y&M path set. We are interested about the common parts of 
the paths and so we eliminate all non common conditions. Additionally we detect 
irrelevant variables as those not used in any path condition of our set. The com-
mon set of constraints forms the targeting reduced domain approximated by using 
a similar to the Dynamic Domain Reduction method [5], alternative to the con-
straint propagation as used in [14]. The main assumption behind the approach is 
the same with the Y&M method: at least one feasible path is contained in a set of 
selected k-shortest paths and so reducing the search space based on them directs 
the search to the contained feasible paths.  

4 Empirical Setup and Results 

In order to evaluate the proposed approach we have implemented a semi auto-
mated prototype tool. Our tool consists of the symbolic execution module, the do-
main reduction module and the evolutionary testing module.  

Test Subjects. We used a set of thirteen java and C programs for our experi-
ment. This set of test objectives contains some common programs used in test data 
generation studies [5, 7, 16] such as the Triangle classification, the Quadratic for-
mula, the Euclidian algorithm, Binary Search, Bubble sort and the Calendar. The  
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other programs were taken from study [10].  Table 1 shows details of the pro 
grams.  

Evaluation Procedure. The 
equipment and standards used in our 
experiments include: 

1. Adopt the GA parameters for: 
Approach 1: (Standard GA) infi-
nite MaxGens, MaxTime 30 Sec 
and MaxPopulation  = 1000. Ap-
proach 2: (Differential GA) Infi-
nite MaxGens, MaxTime 30 Sec 
and MaxPopulation  = 1000, fac-
tor="0.5" changefactor="0.5". 
Approach 3: (Both Standard and 
Differential GA) same setting 
with MaxTime 20 Sec for each of 
the two approaches. 

2. Run the prototype tool on a Core 
2 Duo 1.66GHz with 2 GB Ram 
computer running the Windows 
Vista operating system.   

 

3. For every approach and in order to avoid any form of bias from random effects 
we introduced 3 experimental cases under which we ran every experiment 10 
times and compared their average values. For case 1: First run the EA in isola-
tion and then the algorithm for parameter k = 1 (i.e. include steps 1, 2, 3, 4 of 
the proposed algorithm, fig. 1).For case 2: First run the EA in isolation and 
then the domain reduction procedure followed by the evolutionary algorithm 
(i.e. include steps 4, 5 of the proposed algorithm fig. 1). For case 3: Run the 
proposed algorithm for k = 60 and for MaxTime = 30s. (i.e. include all algo-
rithm steps from 1-5, fig. 1) 

Case 1

Table 2 records the average coverage achieved within the same time limit for 
both the original evolutionary algorithm (Before) and the proposed approach (Af-
ter) which uses randomly generated initial population (Before) and the proposed 
approach which enhance the initial population (After). The results of this experi-
ment show that, for the programs used, the initial population enhancement im-
proved the evolutionary algorithm effectiveness by on average 9.82% for Standard 
GA, 8.49% for Differential and 7.83% for their combination. 

. In the current case we tried to examine the impact of population initia-
lization through path testing on evolutionary based test data generation. In order to 
simulate and observe the behavior of GAs through the guidance from the symbolic 
execution process we initialized the population using random testing and symbolic 
execution based only on the basic path set produced from the use of the Y&M me-
thod (parameter value k=1).  

Table 1. Subject programs 

Test Object Lines of Code 
No. of 

Branches 

Triangle 40 46 

Quadratic 12 6 

Triangle2 38 35 

Euclidian 9 10 

Binary search 20 17 

Bubble sort 14 11 

Calendar 22 12 

Insert 26 20 

Dbll 86 78 

C prog One 45 23 

C prog Two 32 17 

C prog Three 64 31 

C prog Four 28 30 
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Table 2: Branch Coverage achievement before and after initial population enhancement. 

Test 

Object 

Cov. Before/After 

(Approach1) 

Cov. Before/After 

(Approach2) 

Cov. Before/After 

(Approach3) 

Triangle 61.06% / 82.33% 57.87% / 86.59% 62.55%/ 87.74% 

Quadratic 100% /100% 100% /100% 100% /100% 

Triangle2 63.06%  / 97.22% 60.83% / 98.89% 65.56 / 97.78% 

Euclidian 100% /100% 100% /100% 100% /100% 

Binary search 71.655% /100% 98.647%/100% 98.647%/100% 

Bubble sort 100% /100% 100% /100% 100% /100% 

Calendar 100% /100% 100% /100% 100% /100% 

Insert 100% /100% 100% /100% 100% /100% 

Dbll 79.23% / 81.54% 84.74 % / 88.52% 88.52% / 96% 

C prog One 72.17% / 73.91% 70.87% / 73.91% 73.91%/ 73.91% 

C prog Two 52.94% / 88.24% 52.94% / 86.47% 52.94%/ 85.29% 

C prog Three 84.52% / 89.03% 90.32% / 92.26% 89.03%/ 92.26% 

C prog Four 76.67% / 76.67% 76.67% / 76.67% 76.67%/ 76.67% 

Average 
81.64%/91.46% 

(+9.82%) 

84.07%/92.56% 

(+8.49%) 

85.22%/93.05% 

(+7.83%) 

 
 
Case 2. 

Table 3: Branch Coverage improvement achieved through domain reduction. 

In the current case we tried to examine the impact of domain reduction 
on the performance of GA by considering the domain reduction process described 
in section 3. We used k-value: 60 (number of selected paths). In order to simulate 
and observe the behavior of GAs through the guidance of the reduced domain we 
concentrated only on those branches that were left uncovered from the evolutio-
nary algorithm on the initial search space. Table 3 records the average coverage 
improvement in the same time limit over the initial approach. 

Test Object Cov. Improvement (Ap-
proach1) 

Cov. Improvement 

(Approach2) 

Cov. Improvement 

(Approach3) 

Triangle 4.3% 11.2% 12.1% 

Triangle2 1.2% 5.2% 5.6% 

Binary search 0% 0% 0% 

Dbll 0% 0% 0% 

C prog One 1.8% 2.9% 0% 

C prog Two 1.4% 2.3% 2.3% 

C prog Three 3.2% -1.2% 1.7% 

C prog Four 5.2% 6.8% 5.8% 

Average 1.55% 2.47% 2.50% 
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The results of this experiment show that, the domain reduction procedure im-
proves the evolutionary algorithm effectiveness by on average 1.55% for Standard 
GA, 2.47% for Differential and 2.50% for their combination. 

Case 3

Table 4: Branch Coverage achievement within the same time limit. 

. In the current case we tried to examine the overall improvement in 
terms of coverage of the proposed approach (proposed algorithm figure 1) over the 
evolutionary testing. The experiments where conducted within the same time limit 
(30s) for all approaches. Table 4 records the average coverage achieved in the 
same time limit for the evolutionary methods (Approaches 1, 2 and 3). Based on 
the positive findings of cases 1 and 2, case 3 incorporates these results as they are 
reflected by the algorithm in Figure 1.  

Test Object 
Cov. GA/proposed 

(Approach1) 

Cov. GA/ proposed 

(Approach2) 
Cov. GA/ proposed 

(Approach3) 

Triangle 61.06% / 100% 57.87% / 100% 62.55% / 100% 

Quadratic 100% /100% 100% /100% 100% /100% 

Triangle2 63.06%  / 100% 60.83% / 100% 65.56 / 100% 

Euclidian 100% /100% 100% /100% 100% /100% 

Binary search 71.655% /100% 98.647%/100% 98.647%/100% 

Bubble sort 100% /100% 100% /100% 100% /100% 

Calendar 100% /100% 100% /100% 100% /100% 

Insert 100% /100% 100% /100% 100% /100% 

Dbll 79.23% / 100% 84.74 % / 100% 88.52% / 100% 

C prog One 72.17%/76.27% 70.87%/76.27% 73.91%/76.27% 

C prog Two 52.94% / 100% 52.94% / 100% 52.94% / 100% 

C prog Three 84.52% / 100% 90.32% / 100% 89.03% / 100% 

C prog Four 76.67% / 97% 76.67% / 97% 76.67% / 97% 

Average 
81.64%/98%  

(+16.36%) 

84.07%/98%  

(+13.93%) 

85.22%/98% 

(+12.78%) 

 
The results of this experiment show that, for the test programs considered, the 

proposed algorithm in figure 1 outperforms the EA by on average 16.36% for 
Standard GA, 13.93% for Differential and 12.78% for their combination. 

5 Related Work 

Generally there has been a considerable amount of work in the area of automat-
ic test generation based on both symbolic execution [1, 3, 5] and evolutionary 
techniques [2, 7, 8, 11, 13, 15, 16, 17]. Closest to our research is the work by Xie 
[6] where two automated tools, one for evolutionary testing and one for symbolic 
execution have been integrated in order to improve the structural testing of object-
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oriented programs. They propose a framework that attempts to improve the cover-
age by targeting to sequences of method calls through evolutionary testing and to 
their coverage improvement by symbolic execution. The integration is based only 
on static input initialization from one tool to the other and not by simultaneously 
and dynamically completing one another as in our approach. In [12], another simi-
lar to [6] approach that combines static analysis and search based methods is pro-
posed. The main objective of this work is a theoretical and empirical evaluation of 
the effects of domain reduction through irrelevant variable removal. In their em-
pirical study the authors used static analysis based on program slicing in order to 
identify and discard the irrelevant variables. In [2] a search reduction was made 
considering the path coverage criterion. Each input variable was ranked according 
to influence graph constructed using dynamic data flow information. The variable 
value would remain unchanged if it was likely to impact segments that were cur-
rently being traversed correctly or if it did not affect the path. In [16], a framework 
that utilizes two optimization algorithms, the Batch-Optimistic and the Close-Up 
is proposed. This approach uses a domain control mechanism witch starts with 
small domain spaces and modifies its boundaries to larger ones at subsequent 
phases. Nevertheless, they did not guide the domain reduction through symbolic 
execution. In [11] Andreou et al, propose a specially designed genetic algorithm 
for data flow criteria which relies on the data flow graph. 

6 Conclusions and Future work  

This paper presented a test data generation technique that integrates symbolic 
execution and GAs in an effective and complementary way. The motivation be-
hind our proposal is to combine both static and dynamic analysis techniques in or-
der to complement each other and result in an improved generation process. This 
technique tries to guide the search of EA through symbolic execution and domain 
reduction, via two main directions. First by using symbolic execution on a limited 
set of paths and second by identifying common constraints that form a reduced 
domain. We also described the results obtained for evaluating the effectiveness of 
our approach, by using both guidance directions in isolation and in combination.  

Here, the attempt has been to investigate whether symbolic evaluation can as-
sist an existing genetic algorithmic approach rather than to be compared against it. 
Under such circumstances the feeling of the authors is that the amelioration in the 
results presented here will hold with different GAs. The choice of the most effec-
tive genetic algorithm to be used as a basis in the enhancement process, is howev-
er a matter of future research.  

In all three experiments with a set of programs, three different GAs were used 
(basically two as the third is a combination of the other two). In all experiments, 
the support offered by symbolic execution via path generation, improved the cov-
erage ability on two counts. First by increasing the achieved coverage by 8.7% on 
average as in case 1, while for cases 2 and 3 the improvement was on average 
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again 2.17 and 14.4%  respectively and second by improving on the run time as it 
provided a reduction in the domain from which sample values ought to be gener-
ated. These two activities do highlight the strength of the proposed method i.e. of 
combining symbolic execution with the employment of a search based technique 
in an attempt to evaluate a coverage criterion when structurally testing a piece of 
software. Future work is directed towards conducting more experiments in order 
to statistically validate the claims of the present findings. Series of experiments 
are also planned to determine the optimal use of symbolic execution and the do-
main reduction process.  
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Reliable Confidence Intervals for Software
Effort Estimation

Harris Papadopoulos, Efi Papatheocharous and Andreas S. Andreou

Abstract This paper deals with the problem of software effort estimation
through the use of a new machine learning technique for producing reliable
confidence measures in predictions. More specifically, we propose the use
of Conformal Predictors (CPs), a novel type of prediction algorithms, as a
means for providing effort estimations for software projects in the form of
predictive intervals according to a specified confidence level. Our approach
is based on the well-known Ridge Regression technique, but instead of the
simple effort estimates produced by the original method, it produces predic-
tive intervals that satisfy a given confidence level. The results obtained using
the proposed algorithm on the COCOMO, Desharnais and ISBSG datasets
suggest a quite successful performance obtaining reliable predictive intervals
which are narrow enough to be useful in practice.

1 Introduction

Accurate software cost estimation has always been a challenging subject im-
pelling intensive research from the software engineering community for many
years now [11]. Especially over the last 50 years researchers have been work-
ing to improve the estimation accuracy of the methods proposed and provide
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a competitive edge for software companies and managers. An accurate esti-
mate, especially from the early stages of the software project life-cycle, could
provide more efficient management over the whole software project resources
and processes. Such estimates, even for well-planned projects, are hard to
make and thus it may prove helpful to handle the uncertainty of the esti-
mates through an effort prediction interval. Nevertheless, the difficulty to
produce intervals for effort estimation reflecting a new project remains due
to the high level of complexity and uniqueness of the software process. Es-
timating robust confidence intervals of the required software costs, as well
as selecting and assessing the most suitable cost drivers for describing the
escalating behavior of effort, both remain difficult issues to tackle and are
constantly at the forefront right from the initiation of a project and until the
system is delivered.

In this work, we aspire to tackle the uncertainty of the software process
and the volatility of leading cost factors in the development environment
by producing confidence intervals for software effort. Most cost models and
techniques proposed in literature provide a single estimate for effort and usu-
ally have poor generalization ability [8]. Our approach attempts to promote
reliable confidence intervals to reach better solutions in such approximation
problems so as to alleviate the deficiencies of the techniques proposed so far
and to address the problem in a possibly more effective and practical manner.

The present paper proposes the use of a novel machine learning technique,
called Conformal Prediction (CP) [24], which can be used to produce predic-
tive intervals, or regions, that satisfy a required level of confidence. Conformal
Predictors (CPs) are based on conventional machine learning algorithms and
transform the output of these algorithms from point to confidence interval
predictions. The most important property of CPs is that they are well cali-
brated, meaning that in the long run the predictive intervals they produce for
some confidence level 1− δ will not contain the true label of an example with
a relative frequency of at most δ [16]. Furthermore, this is achieved without
assuming anything more than that the data are distributed independently by
the same probability distribution (i.i.d.), which is the typical assumption of
most of the machine learning methods. In this paper we use the Ridge Re-
gression Conformal Predictor (RRCP), which, as its name suggests, is based
on the well known Ridge Regression (RR) algorithm. We applied RRCP to
three empirical cost datasets, namely the COCOMO, the Desharnais and the
ISBSG, each including a set of different cost factors measured over a series
of completed software projects in the past.

The rest of this paper is organised as follows: Section 2 presents a brief lit-
erature overview of data driven cost estimation and outlines similar machine
learning attempts reported in literature. Section 3 presents the background
theory behind RR and CP, while section 4 provides a description of the exper-
iments and associated results produced using the aforementioned datasets.
Finally, section 5 summarises the findings of the paper and suggests future
research steps.
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2 Brief Literature Overview

Recently, many machine learning approaches have been investigated in the
field of software effort estimation, such as neural networks [20], neuro-fuzzy
approaches [9], support vector regression [17], genetic algorithms [1] and rule
induction algorithms [14] with quite satisfactory results. Machine learning
techniques use empirical data from past projects to build a model that can
then be employed to predict the effort of a new project. Although such data-
driven cost estimation methods employed in empirical software engineering
studies report quite encouraging results, all these techniques suffer from lack
of uncertainty value consideration. Most existing methods for software effort
estimation only provide a single value as their estimation for the effort of
a given project, without any associated information about how “good” this
estimation may be. Yet, the provision of an interval which will include the
effort of a project at a given level of confidence would have been much more
informative [8]. For this reason, recent studies such as [2, 8, 12, 13], employed
different techniques for producing predictive intervals.

A relatively new development in the area of Machine Learning is the in-
troduction of a novel technique, called Conformal Prediction [24], that can
be used for complementing the predictions of traditional algorithms with
provably valid measures of confidence. Therefore, this technique is ideal for
dealing with the problem of confidence interval prediction for software cost
estimation. What we call in this paper CP was first proposed in [6] and then
greatly improved in [23]. In both [6] and [23] the base algorithm used was
support vector machine. Slightly later CP was applied to other algorithms
such as Ridge Regression [15] and k-nearest neighbours for both classifica-
tion [21] and regression [19]. At the same time, in an effort to improve the
computational efficiency of CPs, a modification of the original approach was
developed, called Inductive Conformal Prediction [18]. Since then CP has
been applied successfully to problems such as the early detection of ovarian
cancer [7] and the classification of leukaemia subtypes [3].

3 Ridge Regression Conformal Predictor

We first briefly describe the Conformal Prediction (CP) framework and
then focus on its application to the dual form Ridge Regression (RR) al-
gorithm [22]. RR is an improvement of the classical Least Squares technique
and its one of the most widely used regression algorithms. The main reason
we chose the dual form RR method is that it uses kernel functions to allow the
construction of non-linear regressions without having to carry out expensive
computations in a high dimensional feature space.

We are interested in making a prediction for the label of an example xl,
based on a set of training examples {(x1, y1), . . . , (xl−1, yl−1)}; where each
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xi ∈ IRd is the vector of attributes for example i and yi ∈ IR is the label of
that example. Our only assumption is that all (xi, yi), i = 1, 2, . . . , are i.i.d.
CP considers every possible label ỹ of the new example xl and assigns a value
αi to each pair (xi, yi) of the extended set

{(x1, y1), . . . , (xl, ỹ)} (1)

that indicates how strange, or non-conforming, that pair is for the rest of
the examples in the same set. This value, called the non-conformity score of
the pair (xi, yi), is calculated using a traditional machine learning algorithm,
called the underlying algorithm of the corresponding CP. More specifically,
the non-conformity score of a pair (xi, yi) is the degree of disagreement be-
tween the actual label yi and the prediction ŷi of the underlying algorithm,
after being trained on (1). The function used for measuring this degree of
disagreement is called the non-conformity measure of the CP.

The non-conformity score αl is then compared to the non-conformity scores
of all other examples to find out how unusual (xl, ỹ) is according to the non-
conformity measure used. This is achieved with the function

p((x1, y1), . . . , (xl, ỹ)) =
#{i = 1, . . . , l : αi ≥ αl}

l
, (2)

the output of which is called the p-value of ỹ, also denoted as p(ỹ), since
this is the only unknown value in (1). An important property of (2) is that
∀δ ∈ [0, 1] and for all probability distributions P on Z,

P l{((x1, y1), . . . , (xl, yl)) : p(yl) ≤ δ} ≤ δ; (3)

a proof can be found in [16]. This makes it a valid test of randomness with
respect to the i.i.d. model. According to this property, if p(ỹ) is under some
very low threshold, say 0.05, this means that ỹ is highly unlikely as the
probability of such an event is at most 5% if (1) is i.i.d. Assuming it were
possible to calculate the p-value of every possible label following the above
procedure, then we could exclude all labels with a p-value under some very
low threshold, or significance level, δ and have at most δ chance of being
wrong. Consequently, given a confidence level 1− δ a regression CP outputs
the set

{ỹ : p(ỹ) > δ}, (4)

in other words the set of all labels that have a p-value greater than δ. Of
course it is impossible to explicitly consider every possible label ỹ ∈ IR, so the
RRCP follows a different approach which allows it to compute (4) efficiently.
This approach, proposed in [15], is described in the next few paragraphs.

To approximate a set of examples the well known Ridge Regression pro-
cedure recommends finding the w which minimizes the function

AIAI-2009 Workshops Proceedings [214]



a‖w‖2 +
l∑

i=1

(yi − w · xi)2, (5)

where a is a positive constant, called the ridge parameter. Notice that RR
includes Least Squares as a special case (by setting a = 0). The RR prediction
ŷt for an example xt is then ŷt = w · xt.

According to [22], the dual form RR formula for predicting the label yt of
a new input vector xt is

Y (K + aI)−1k, (6)

where Y = (y1, . . . , yl) is the vector consisting of the labels of the examples
in the training set, K is the l× l matrix of dot products of the input vectors
x1, . . . , xl of those examples,

Kj,i = K(xj , xi), j = 1, . . . , l, i = 1, . . . , l, (7)

k is the vector of dot products of xt and the input vectors of the training
examples,

ki := K(xi, xt), i = 1, . . . , l, (8)

and K(x, x′) is the kernel function, which returns the dot product of the
vectors x and x′ in some feature space.

The non-conformity measure used by RRCP is

αi = |yi − ŷi|, (9)

where ŷi is the prediction of the RR procedure for xi based on the examples
in (1). Using (6) the vector of all non-conformity scores (α1, . . . , αl) of the
examples in (1) can be written in matrix form as

|Y − Y (K + aI)−1K| = |Y (I − (K + aI)−1K)|. (10)

Furthermore Y = (y1, . . . , yl−1, 0) + (0, . . . , 0, ỹ) and so the vector of non-
conformity scores can be represented as |A + Bỹ| where

A = (y1, . . . , yl−1, 0)(I − (K + aI)−1K) (11)

and
B = (0, . . . , 0, ỹ)(I − (K + aI)−1K). (12)

Notice that now each αi = αi(ỹ) varies piecewise-linearly as we change ỹ.
Therefore the p-value p(ỹ) (defined by (2)) corresponding to ỹ can only change
at the points where αi(ỹ)−αl(ỹ) changes sign for some i = 1, . . . , l− 1. This
means that instead of having to calculate the p-value of every possible ỹ, we
can calculate the set of points ỹ on the real line that have a p-value p(ỹ)
greater than the given significance level δ, leading to a feasible prediction
algorithm. A detailed description of this algorithm is given in [15], while a
more efficient version can be found in [24].
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4 Experiments and Results

We applied the Ridge Regression CP algorithm to three popular software
effort estimation datasets the COCOMO 81 (COCOMO) the Desharnais and
the ISBSG. The COCOMO [4] dataset contains information about 63 soft-
ware projects from different applications. Each project is described by 17 cost
attributes. The second dataset, Desharnais [5], includes observations for more
than 80 systems developed by a Canadian Software Development House at
the end of 1980. The third dataset, ISBSG [10] was obtained from the Inter-
national Software Benchmarking Standards Group (ISBSG, Repository Data
Release 9) and contains an analysis of software project costs for a group of
projects. The projects come from a broad cross section of industry and range
in size, effort, platform, language and development technique data. The re-
lease of the dataset used contains 100 characteristics and 3024 project data
grouped in categories. Of those only 16 attributes (cost factors) were consid-
ered in our experiments, in which the dependent variable was the Full-Cycle
Work Effort. In order to select these 16 attributes we performed several steps
to clean, homogenize and codify the dataset. Firstly, we omitted columns
describing attributes that may not be measured early in the development life
cycle (i.e. are not available until the project concludes). Secondly, we removed
those columns that had more than 40% of the total number of records filled
with blank or unknown values. Thirdly, we kept only “qualitative” projects
assessed as A, or B by the ISBSG reviewers and consistently reporting unique
and easy to interpret information. Furthermore, all the numerical columns
were cleaned from null values (row filtering), while we defined new cate-
gories to describe different but logically similar sample values of categorical
columns, thus merging and homogenizing similar pieces of information into
new categories (e.g. Oracle v7, Oracle 8.0 into Oracle). Finally, in order to
be used with RR, every categorical (including multi-valued) attribute was
replaced with n binary attributes, one for each category indicating whether
the attribute belongs to that category or not. The final ISBSG dataset after
this processing contained 467 records.

Before conducting our experiments the numerical attributes of all datasets
were transformed to their natural logarithm values and then normalised to a
minimum value of 0 and a maximum value of 1 so that all attributes lie in
the same range and thus have the same impact. The effort values supplied
to the algorithm were also log transformed, but the outputs produced were
transformed back to the original effort scale before being compared with the
actual values. Therefore all results reported here are on the original scale of
efforts.

Our experiments followed a 10 fold cross-validation process. Each data
set was split randomly into 10 parts of almost equal size and our tests were
repeated 10 times, each time using one of the 10 parts as the testing set and
the remaining 9 as the training set. This procedure was repeated 100 times
for each dataset and the results reported here are over all runs. The kernel
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used for computing the matrix K in (7) and the vector k in (8) was the RBF
kernel, which is defined as

K(xj , xi) = exp(−‖xj − xi‖2
2γ2

). (13)

The parameter γ of the RBF kernel as well as the ridge parameter a in (6) are
typically determined by trial and error. Thus for γ we tried the values 2 to 7
with increments of 0.5 and for a the values {0.5, 0.1, 0.05, 0.01, 0.005, 0.001}.

We first applied the original RR approach to each dataset in order to check
its performance on the data in question. The performance of the method was
evaluated using the Mean Magnitude of Relative Error (MMRE), which
is one of the most widely used metrics for evaluating the accuracy of cost
estimation models. The Magnitude of Relative Error for a test project i was
calculated as

MREi =
∣∣∣∣
yi − ŷi

yi

∣∣∣∣ , (14)

where yi is the actual effort for project i and ŷi is the predicted effort pro-
duced by (6) with xi as the new input vector. The MRE of all projects in each
of the 10 parts of every dataset was calculated using only the projects in the
remaining 9 parts as training examples. This process resulted in one MRE
value for each project, and since it was repeated 100 times, the MMRE for
each dataset was calculated as the mean of all 100N MREs where N is the
number of projects in that dataset. Table 1 reports the best results obtained
together with the γ value and the ridge parameter a that were used. The re-
sults of this table suggest that a considerable accuracy in predicting software
effort values has been achieved by the base method, which is comparable to
what the international literature has to offer using similar techniques up until
today.

After the encouraging results obtained with the original Ridge Regression
method we applied the RRCP to the three datasets. More specifically, RRCP
was applied for the 95%, 90% and 80% confidence levels to every project in
each of the 10 parts of the dataset, using as training set the projects in the
remaining 9 parts. This process resulted in three predictive intervals for every
project, one for each of the three confidence levels. Again the same process
was repreated 100 times and thus resulted in 100N predictive intervals for

Dataset γ a MMRE

COCOMO 5.5 0.001 0.4221
Desharnais 5 0.05 0.3454
ISBSG 3.5 0.1 0.5969

Table 1 The best results of the original Ridge Regression method and the parameters
used.
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Median Percentage
Data Set Median Width Relative Width of Errors (%)

80% 90% 95% 80% 90% 95% 80% 90% 95%
COCOMO 170.8 278.8 383.4 1.3593 2.2075 3.1105 19.11 8.68 3.68
Desharnais 4549 5579 6396 1.2588 1.5462 1.7698 19.03 9.06 4.38
ISBSG 4451 6571 9126 1.6821 2.4639 3.3747 20.01 10.02 5.01

Table 2 The tightness and reliability results of the Ridge Regression CP on the three
data sets.

each confidence measure, where N is the number of projects in the dataset
in question. The parameters used for these experiments are the same as the
ones used for the original RR method, given in table 1.

Table 2 reports the results of the RRCP in terms of the tightness and
reliability of the produced predictive intervals. The first part of the table
reports the median widths of the intervals for each of the three confidence
levels (95%, 90% and 80%). In addition to the width of each predictive in-
terval, we also calculated its Relative Width (RW) as RWi = wi/yi where
wi is the width of the predictive interval produced for the example xi and
yi is its actual effort value. The median values of the relative widths can be
found in the second part of the table. We chose to report the median values
of both the widths and the relative widths instead of the means so as to avoid
the strong impact of a few extremely large or extremely small intervals. In
the third and final part of table 2 we check the reliability of the obtained
predictive intervals. This is performed by reporting the percentage of exam-
ples for which the true effort value is not inside the interval output by the
RRCP. In effect this checks empirically the validity of the predictive intervals
produced. The percentages reported here are either below or almost equal to
the required significance level.

The enhancement of the original method with CP offers a much more
informative scenery for a project manager to decide how to distribute ef-
fort as he/she is provided with lower and upper estimation limits instead of
single effort prediction values, something that enables him/her to plan ac-
cording to worst and best case scenarios. It is worth to note that the median
widths of the predictive intervals reported in Table 2 for the 95% confidence
level correspond to 3.36%, 27.34% and 6.09% of the whole range of efforts of
the COCOMO, Desharnais and ISBSG datasets respectively. This provides a
strong indication that the intervals produced are narrow enough to be useful
in practice.

5 Conclusions

We have proposed the use of the Ridge Regression Conformal Predictor for
obtaining reliable software effort confidence intervals. Confidence intervals
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make an estimate much more informative than point predictions since they
indicate the level of uncertainty of the estimate; the bigger the interval for
a given project the higher the uncertainty of the estimate. This allows for
different treatment of estimates, so that the uncertain estimates are given
further thought or more careful planning. The main advantages of CPs over
other techniques that produce confidence intervals are that (a) the confidence
intervals produced by CPs are provably valid, (b) they do not require any
extra assumptions other than i.i.d. and (c) they produce a different confidence
interval for each individual project, the size of which reflects how difficult the
effort of the project is to estimate.

The RRCP was applied on three empirical cost datasets each including a
set of cost factors measured over a series of completed software projects. The
results obtained by the proposed approach demonstrate that it can produce
predictive intervals that are well-calibrated and narrow enough to be useful
to project managers. Our plans for future work include utilising Conformal
Prediction to produce confidence intervals for specific project cost descrip-
tive variables, such as size, complexity and duration and by using historical
data samples to attempt to associate these variables with effort. Furthermore,
the approach followed in this paper may also be applied in conjunction with
other algorithms reported in literature to perform well in predicting effort,
such as neural networks and genetic algorithms. In this case the Ridge Re-
gression part will be substituted by other predictive models to form the basis
for Conformal Prediction. Finally, genetic algorithms can be utilized for the
selection of the most appropriate subset of cost factors to be used as inputs
to the CP so as to improve even further the results reported here.
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Abstract 

The importance of Software Cost Estimation at the early stages of the develop-
ment life cycle is clearly portrayed by the utilization of several algorithmic and ar-
tificial intelligence models and methods, appeared so far in the literature. Despite 
the several comparison studies, there seems to be a discrepancy in choosing the 
best prediction technique between them. Additionally, the large variation of accu-
racy measures used in the comparison procedure constitutes an inhibitory factor 
which complicates the decision-making. In this paper, we further extend the utili-
zation of Regression Error Characteristic analysis, a powerful visualization tool 
with interesting geometrical properties in order to obtain Confidence Intervals for 
the entire distribution of error functions. As there are certain limitations due to the 
small-sized and heavily skewed datasets and error functions, we utilize a simula-
tion technique, namely the bootstrap method in order to evaluate the standard error 
and bias of the accuracy measures, whereas bootstrap confidence intervals are 
constructed for the Regression Error Characteristic curves. The tool can be applied 
to any cost estimation situation in order to study the behavior of comparative sta-
tistical or artificial intelligence methods and test the significance of difference be-
tween models.     

1 Introduction 

A crucial issue and an open problem which attracts the interest of researchers in 
software engineering is the ability to build accurate prediction models in order to 
estimate the cost of a forthcoming project. Due to this fact, a large amount of stu-
dies is towards this direction evaluating the performance of different Software 
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Cost Estimation (SCE) methods and models [1]. Although there is an obligation 
for a project manager to select the “best” prediction technique, there seems to be 
no global answer for all kinds of data. Furthermore, the wide variety of the pro-
posed approaches that diversifies from expert judgment techniques to algorithmic 
and machine learning models renders the task of the selection extremely difficult. 
According to [2],  the main reason for the contradictory results is the lack of stan-
dardization in software research methodology which leads to heterogeneous sam-
pling, measurement and reporting techniques and the appropriateness of the pre-
diction techniques on the available data. 

The situation becomes much more complicated when we consider the divergent 
opinions about which accuracy measures are most appropriate in order to compare 
the predictions obtained by alternative models. Although a lot of accuracy indica-
tors have been proposed in the literature and used in practice so far [3], there is a 
confusion of what different statistics really measure [4].  

From all of the aforementioned, it is clear that the validation of prediction me-
thods and the selection of the most appropriate model is a critical and non-trivial 
procedure. As we remarked in [5], a single error measure is just a statistic, i.e. a 
value computed from a sample (mean, median or percentage) and as such contains 
significant variability. Hence, when we compare models based solely on a single 
value we take the risk to consider as significant a difference which in fact may be 
not so significant. For these reasons, the determination of the “best” prediction 
technique has to be based on a more formal comparison procedure through infe-
rential statistical approaches. On the other hand, in some circumstances, tradi-
tional methods might lead to erroneous inference when the dataset is considerably 
small and skewed or when the parametric assumptions do not hold. Thus, the utili-
zation of resampling techniques is proposed for the selection of the best prediction 
technique.   

In this paper, we extend our previous study [6] in which we presented the Re-
gression Error Characteristic (REC) curves and the benefits from using them for 
the visual comparison of prediction models. Specifically, we propose a bootstrap 
method for the construction of Confidence Intervals (CIs) for REC curves, so as to 
test graphically the significance of the difference between two prediction tech-
niques. The bootstrap method is the most appropriate, as the sample of errors is 
non-normally distributed, heavily skewed and usually of small size. By utilizing 
bootstrap, we illustrate how the selection of the best model can be accomplished 
with graphical means. Moreover, by providing bootstrap estimates, such as stan-
dard error and bias, we show how indicators of accuracy can be affected by the 
small software samples.  

The rest of the paper is organized as follows: In Section 2, we present the boot-
strap method. In Section 3, we describe the methodology followed for the con-
struction of bootstrap REC curves. In Section 4, we present the experimental re-
sults obtained by the application of bootstrap REC curves on a real dataset. 
Finally, in Section 5, we conclude by discussing the results and by providing some 
directions for future research.    
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2 The bootstrap method 

The comparison of prediction models is usually based on a validation procedure 
where various functions of errors are evaluated from the actual AY  and the esti-

mated EY  cost. This results in a “point estimation” for the unknown accuracy i.e. 

a single value, which is computed from a particular sample coming from an prac-
tically infinite and unknown population.  

Bootstrap is a simulation technique that can be used in order to extract and ex-
plore the sample distribution of a statistic [7]. We use here the most known ver-
sion, the non-parametric bootstrap, which is based entirely on the empirical distri-
bution of the dataset, without any assumption on the population. In general, the 
technique is to use a random sample ( )nxx ,...,1=x  from which we draw a large 

number (say B) of bootstrap samples by sampling with replacement in order to 
make statistical inference about an unknown population parameter θ  (mean, me-

dian, percentage, etc.). The sample statistic θ̂  is a point estimator of the parameter 
θ  (for details on the method see [5]).  

The approximate distribution obtained by bootstrap can be used for computing 
the standard error, the bias and the CIs for the population parameter θ . In our case 
the random sample consists of the prediction errors obtained by a certain method. 
The goal is to utilize the bootstrap distributions in order to construct CI for REC 
curves and test whether a prediction technique provides better results than a com-
parative model for a certain accuracy estimator. 

The simplest way to construct a ( ) %1001 ×−α CI is the bootstrap empirical 

percentile method. First, from the empirical distribution containing all the i*θ  
values ( Bi ,...,2,1= ) obtained from the bootstrap samples, we compute the values 

*
2/aθ  and *

2/1 a−θ  corresponding to the )2/(100 a -th and the )2/1(100 a− -th 

percentiles. Then, the bootstrap percentile CI is simply given by  

]   ,[ *
2/1

*
2/ aa −θθ   (1) 

Two typical measures of accuracy for θ̂  is the standard error (SE) (Eq. 2) and 
the bias (Eq. 3) of the estimator that can be also estimated by the bootstrap sam-
ples by 
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Suppose now that we wish to evaluate the prediction performance of a model 
(ModelA) on a specific SCE dataset. Suppose also that we obtain predictions us-
ing the well-known method of jackknife (or hold-one-out), i.e. we estimate the 
cost of each one of the projects in the dataset using a model constructed by all the 
other projects. After applying the model on the dataset, we obtain by the jackknife 
method one sample of error expressions which are values of continuous variables. 
Based on these samples, we have to draw conclusions concerning their means, 
medians, percentages or certain percentiles of their distributions, so they can be 
utilized as the basis for the extraction of bootstrap replicates in order to evaluate 
the CI, SE and bias of the prediction model.  

3 Bootstrapping Regression Error Characteristic curves 

REC curves were introduced for comparison purposes of SCE models in [6], 
where it was pointed out that their utilization can be proved quite beneficial since 
they reinforce the knowledge of project managers obtained either by single accu-
racy indicators or by comparisons through formal statistical comparisons. Their 
most important feature is their ability to present easily accuracy results to non-
experts and support the decision-making. 

More precisely, a REC curve is a two-dimensional plot where the x -axis repre-
sents the error tolerance (i.e. all possible values of) of a predefined error measure 
and the y -axis represents the accuracy of a prediction model. Accuracy is defined 

as the percentage of projects that are predicted within the error tolerance e . An 
important feature is that REC curves are very informative since they take into ac-
count the whole error distribution, and not just a single statistic of the errors, pro-
viding information about extreme points, bias and other characteristics.  

REC curves have interesting geometrical characteristics. The most significant 
one is that commonly used measures of the distribution such as the median or cer-
tain percentiles of errors can be estimated by exploiting the shape of a REC curve. 
In Fig. 1 (a), we see the REC curve of a hypothetical prediction model. The hori-
zontal reference line from 0.5 intersects the REC curve in a point which corres-
ponds to 32.0=e  (vertical reference line). This means that 50% of projects have 
an error smaller than 0.32 which is the median of errors. Similarly, we can eva-
luate other measures, as for example the well-known pred25. 

Based on the bootstrap distributions of error functions, we can easily construct 
a 95% CI using the bootstrap empirical percentile method in order to draw conclu-
sions regarding the predictive performance of a model. For example, in Fig. 1 (b), 
we can see the 95% CI of the hypothetical model for the entire distribution of er-
rors. Suppose now that one wishes to know how confident should feel about the 
accuracy of the constructed model which results in a median error 0.32, that is to 
estimate a lower and upper bound for this median. Utilizing the bootstrap REC 
curves, the practitioner should be 95% confident that the unknown parameter for 
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the median population error varies within the interval [0.22, 0.43]. The same pro-
cedure can be followed in order to graphically compare alternative prediction 
models by constructing the REC 95% CI curves for each model. When the 95% 
CIs of models do not have an overlapping point, this means that there is a statisti-
cally significant different between the predictive performance of the two compara-
tive models. Hence, REC curves provide an easily interpretable visualization tech-
nique for the complicated task of the selection of the “best” prediction model on a 
specific dataset.     
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Fig. 1 (a) REC curve example for the evaluation of median error (b) 95% CI of error distribution   

4 Experimentation 

As the scope of this study is the investigation of bootstrap approach for the con-
struction of REC 95% CIs, we have to choose the prediction techniques to deal 
with. There are two approaches that have attracted the research interest and have 
been extensively studied [2], namely the Regression Analysis and the Estimation 
by Analogy (EbA). The predictive accuracy of the models is usually based on two 
measures of “local” errors. More specifically, we use the Magnitude of Relative 
Error ( effort /actual|effort estimated-effort actual|=MRE ) and the Absolute Er-

ror ( |effort estimated-effort actual|=AE ) obtained by the jackknife validation of 

each model. These samples of errors can be utilized for the evaluation of the over-
all predictive accuracy of each model through well-known statistics (such as the 
mean and the median) [5]. Furthermore, the sample of errors constitutes the basis 
for the construction of REC curves and the extraction of bootstrap replicates of the 
proposed bootstrap method. 

The dataset used for experimentation contains 63 projects from a commercial 
Finnish bank [8]. In order to fit the Regression model, we had to follow all the 
preliminary analysis for the dataset concerning the transformations and the conca-
tenation of the variables [9]. A Stepwise Regression procedure was then applied to 
determine the variables having a significant impact on the response variable. 
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As EbA is free of assumptions, we used all the original variables for building 
the model, whereas the analogue projects were found through a special dissimilari-
ty coefficient suggested by [10] that takes into account the mixed-type variables. 
The statistic for the combination of the efforts of neighbor projects was the arith-
metic mean, whereas the number of analogies was decided by a calibration proce-
dure, was three.  

The REC curves for each of the local accuracy measures obtained by the two 
comparative models are presented in Fig. 2 (a) and (b). As the REC curves (MRE 
and AE) for the LS model are always above the corresponding REC curves of 
EbA, we can infer that LS dominates. Generally, a prediction model performs well 
if the REC curve climbs rapidly towards the upper left corner. REC curves can al-
so identify extreme errors. When these outliers are present, the top of the REC 
curve is flat and does not reach 1 until the error tolerance is high. In our plots, we 
limit the range of the x -axis not to include the extremely high error values for 
better illustration of the figures. For example, in Figure 2, we can see that both the 
MRE and AE REC curves for EbA do not reach 1. This fact is a consequence of 
the presence of few projects producing extremely high values of errors. 
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Fig. 2 (a) MRE and (b) AE REC curves for the comparative models 

 
Method LS EbA 
Measure MMRE (%) MdMRE (%) MMRE (%) MdMRE (%) 
Actual 45.37 29.38 99.41 56.98 
Estimateboot 45.41 29.47 98.73 58.88 
SEboot 6.09 5.26 12.70 5.79 
Biasboot 0.04 0.09 -0.68 1.90 
95% CI [34.46, 57.93] [19.98, 42.56] [75.65, 124.08] [50.28, 67.95] 
Measure MAE  MdAE MAE  MdAE 
Actual 2624.16 1373.77 5410.47 2834.33 
Estimateboot 2624.73 1454.91 5424.04 2952.89 
SEboot 430.22 345.81 1006.20 444.48 
Biasboot 0.57 81.14 13.57 118.56 
95% CI [1908.07, 3558.92] [922.69, 2150.84] [3759.62, 7592.91] [2462, 4193.67] 
Table 1 Accuracy measures for the comparative models  
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The vertical line that crosses the x -axis at 0.25 can be used for the estimation 
of the pred25 accuracy measures that are based on the MREs of a model (Fig. 2a). 
More precisely, the pred25 is defined as the percentage of projects with 

25.0≤MRE . The aforementioned accuracy measure can be easily evaluated by 
getting the accuracy of a model at 0.25 error tolerance. It is clear that LS also do-
minates in terms of pred25 since its value is very close to 0.44 (or 44%), whereas 
the corresponding value for EbA model is not higher than 0.12 (or 12%).     

The general results of the predictive accuracy of the two comparative models 
are presented in Table 1. It is obvious that LS outperforms EbA in terms of all the 
accuracy measures. Hence, the conclusions derived from the inspection of REC 
curves are verified by the accuracy measures that evaluate the prediction perfor-
mance of the comparative models through certain statistics. 

At this point from the bootstrap replicates of MREs (or AEs), we can construct 
a lower and upper bound (dash line) for each point of the REC 95% CIs (Fig. 3). 
Moreover, we also report the SE and bias evaluated through the bootstrap tech-
nique for each of the comparative models (Table 1). For example, we can observe 
that the mean (or Estimateboot) for all the MMRE (Mean MRE) replicates is 
45.41%, which is a value very close to the estimated MMRE through the jackknife 
procedure on the initial dataset and for this reason the bias can be considered low 
(0.04%). Another interesting issue arisen from the evaluation of the bootstrap ac-
curacy measures is that MMRE and MAE (Mean AE) for EbA present extremely 
high values of SE compared to the corresponding estimates of the other indicators 
of error.  

Although the REC 95% CIs are very informative, since we can assess a confi-
dence zone for each percentile of the distribution of errors, we cannot draw con-
clusions for the predictive performance of the alternative models because they do 
not have one common basis for the comparison procedure. Indeed, the x -axis for 
the LS model (Fig. 3a) varies from 0 to 1.5, whereas EbA seems to have extremely 
higher values of error with the maximum value to be higher than 3 (Fig. 3b). This 
fact is also verified by the inspection of the initial REC curves (Fig. 2), where the 
LS model climbs more rapidly on the left corner of the graph meaning lower val-
ues of errors. The findings are also similar for the case of AEs (Fig. 3c and 3d).  

In order to compare the overall predictive performance of the alternative mod-
els, we can use the Wilcoxon signed rank test, which constitutes a non-parametric 
procedure testing whether there is a significant difference between the medians of 
two paired samples. Alternatively, we propose the utilization of bootstrap REC 
curves for the identification of significant differences between the medians of the 
models. Having in mind that we wish to compare the medians of LS and EbA 
models, we can easily exploit the geometry of REC 95% CIs for 0.50 accuracy 
value.   

As we can observe from Fig. 4a, the 95% CI for the MdMRE (Median MRE) of 
LS varies within the interval [19.98%, 42.56%], whereas for EbA (dash line) the 
corresponding interval diversifies within the interval [50.28%, 67.95%]. More im-
portantly, it is obvious from the inspection of the geometry that the two CIs do not 
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have an overlapping point which means that there is a statistically significant dif-
ference between the alternative models. This is also the case regarding the com-
parison of MdAE (Median AE) (Fig. 4b). More specifically, the 95% CI for LS 
constructed through the bootstrap replicates of MdAE varies within the interval 
[922.69, 2150.84], whereas for EbA model within the interval [2462, 4193.67], 
indicating a statistical significant difference. In order to verify the effectiveness of 
bootstrap REC curves to graphically detect the differences between the compara-
tive models, we also make use of the Wilcoxon sign rank test for matched pairs. 
All pair-wise tests have p-values smaller than 0.05 revealing that the differences 
observed in Fig. 4 are in fact statistically significant. 
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Fig. 3 (a-c) LS and (b-d) EbA REC 95% CI curves for the comparative models 
 
The bootstrap REC curves can also be utilized for the construction of CIs for 

the pred25 accuracy measure, whereas a hypothesis test can also be conducted for 
the comparison purposes. Contrary to the MdAE, the pred25 CIs are evaluated by 
drawing a reference vertical line from 0.25 and from the intersecting points of the 
REC curve’s lower and upper bound, a horizontal line to meet the accuracy axis. 
Hence, the graphical tool for performing statistical tests for the pred-measures that 
are essentially percentages and have not been considered yet in formal compari-
sons, constitutes an easily interpretable manner to assess the predictive power of 
different models. In Fig. 5, we can notice that the 95% CI for LS varies within the 
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interval [30.65%, 56.45%] and does not present an overlapping point compared to 
the EbA model that diversifies within the interval [4.84%, 19.35%], so there is a 
statistically significant difference between the alternative models regarding the 
pred25 accuracy measure.   
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Fig. 4 (a) MdMRE and (b) MdAE comparison for the comparative models 
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Fig. 5 pred25 comparison for the comparative models  

5 Conclusions 

In this paper, we deal with the critical task of the selection of the “best” model for 
a specific Software Cost Estimation dataset with completed projects. More specif-
ically, we extend the utilization of Regression Error Characteristic curves that 
constitutes an easily interpretable tool, by the construction of bootstrap Confi-
dence Intervals for different error functions. 

As the plethora of comparative studies concerning the selection of the “best” 
model reveals contradictory results, the goal of this paper is to further extend the 
research on this area. Our intention is not to determine the superiority of either 
Regression analysis or Estimation by Analogy methods, but rather to facilitate the 
project managers with a visualization tool that contributes to the systematic com-
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parisons of any kind of prediction methods either statistical or artificial intelli-
gence. Moreover, the most important problem that a practitioner has to be faced 
with is the small-sized and heavily skewed samples of projects and the unavail-
ability of new data in Software Cost Estimation area. This limitation can be re-
solved by the utilization of bootstrap resampling techniques. 

Summarizing our findings, we can conclude that the REC curves for all the ex-
pressions of error we studied show for this specific dataset that LS outperforms 
EbA and is the most plausible choice for predicting the effort of a forth-coming 
project. The most important here is that the conclusions obtained by a simple visu-
al comparison through REC curves constructed by the jackknife samples of errors. 
In addition, the most essential advantage provided by this study, is that we en-
hance the comparison procedure through the construction of bootstrap CIs for the 
entire distributions of error functions. In this way, a practitioner is able to assess 
the benefits for each of the comparative models through the examination of certain 
percentiles of errors. Furthermore, we also provide a graphical tool to test the sta-
tistical significance of the differences between the comparative models for com-
mon accuracy measures, like MRE, pred25 and AE through geometrical characte-
ristics and properties of the bootstrap REC curves. Finally, as shown in our 
experiments, the statistical tests comparing the samples of errors, confirm the vis-
ual results, in the sense that each time the difference between two prediction error 
samples is significant, this is clearly shown by the bootstrap 95% CIs of REC 
curves. 
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Abstract    

A new software cost estimation approach is proposed in this paper, which at-
tempts to cluster empirical, non-homogenous project data samples via an entro-
py-based fuzzy k-modes clustering algorithm. The target is to identify groups 
of projects sharing similar characteristics in terms of cost attributes or descrip-
tors, and utilise this grouping information to provide estimations of the effort 
needed for a new project that is classified in a certain group. The effort esti-
mates produced address the uncertainty and fuzziness of the clustering process 
by yielding interval predictions based on the mean and standard deviation of 
the samples having strong membership within a cluster. Empirical validation of 
the proposed methodology was conducted using a filtered version of the ISBSG 
dataset and yielded encouraging results both in terms of practical usage of the 
clustered groups and of approximating effectively project costs. 

1. Introduction 

Software cost estimation involves the process to foresee the total costs spent 
during the development of a software product based on several factors, called 
‘cost drivers’, and mostly relate with the product to be developed, the engineer-
ing process followed and the people engaged in the process. During the last few 
decades the main cost driver attracting most of the research interest is devel-
opment effort (typically measured in person-months) [11]. Various attempts 
have been made over the years to model the correlation between cost drivers 
essentially utilising project size and duration, and the actual and predicted ef-
fort for a project, without a comprehensive solution, as development effort es-
timation is also affected by project-specific factors, which cannot be easily in-
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cluded in a cost model [1]. The generation of a cost model usually faces serious 
difficulties due to lack of accurate definitions of the factors involved [9], the 
nature of the collected data, the non-deterministic range of possible values for 
the categorical data and the rich number of missing values observed for many 
projects [1]. 
The aim of this work is to approximate the issue of software effort estimation 
by performing a certain type of homogenization and clustering on historical 
project cost samples. To this end, the ISBSG R9 dataset [8] was employed, 
which contains an adequate number of past project recordings, but at the same 
time it suffers from non-homogeneity in terms of recording methods used, 
counting approaches and interpretation of key project characteristics. Our goal 
is to identify clusters of similar projects that are sufficiently close to each other 
so as to use their descriptive characteristics (i.e. cost attributes) for classifying a 
new project in a certain cluster. The latter is performed according to how close 
the new project is to the centre of the cluster using a similarity distance. Once 
this is done the attempt focuses on exploiting the transformation of the effort of 
the projects participating in the cluster for providing an estimate for the new 
project. Clustering in our case is performed by a simple and quite promising al-
gorithm, namely the Entropy-Based Fuzzy k-Modes Clustering Algorithm, 
while the transformation of the participating effort sample in a cluster follows a 
nearest-neighbors approach. The closely-related clustered projects are utilised 
to provide effort prediction intervals of minimum width, related to the mean 
and standard deviation values of the respective effort.  Our results thus far sug-
gest that the proposed approach may be considered successful enough as it is 
able to provide estimations with an accuracy of around 77% on average, while 
homogenization of data via clustering seems to lead to significantly improved 
estimations compared to using the dataset as it is. 
The rest of this paper is organised as follows: Section 2 presents a brief litera-
ture overview, while section 3 outlines the algorithm used to extract the project 
clusters. Section 4 presents the experimental process followed and provides a 
description of the dataset, along with some preprocessing activities performed. 
Section 5 discusses the experimental results obtained and finally, section 6, 
summarises the findings of the paper and suggests future research steps. 

2. Literature Overview 

Estimation methods reported in the software engineering literature of the last 
30 years may be classified into the following categories: Expert judgment, Al-
gorithmic and Machine Learning. The latest developments in Machine Learn-
ing techniques mostly combine concepts and notions from the area of Soft 
Computing to form cost estimators or predictors, while a large part of ongoing 
research concerns data-driven techniques. Data-driven cost estimation is a 
widely used class of estimation techniques that rely on past project data values 
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related to factors affecting costs that are combined in some way attempting to 
estimate the actual effort level. Researchers suggest that data-driven techniques 
applied in conjunction with a multiple set of techniques on different subsets of 
data may produce a range of estimated values instead of crisp values and re-
duce the inaccuracy degree involved in the estimation [10, 13]. Consequently, 
the notion of prediction interval, as reported in [4], is a minimum-maximum 
range of values for the effort estimates, attached with a confidence level with 
which the actual value of the effort is included in the range. 
Analogy-based estimation is a widely adopted method in software cost estima-
tion that identifies analogous projects to the one under estimation and uses their 
data to derive an estimate [10]. The similarity measures between pairs of 
projects are critical for identifying the most appropriate historical data from 
which the estimation will be generated. Usually the similarity measures are se-
lected empirically using jackknife-like procedures. Typically, the measures that 
identify the most similar projects in the majority of the cases are considered as 
the appropriate ones to use and are applied in every new estimation procedure. 
However, there are situations where default similarity measures may not be the 
most appropriate ones.  
Clustering in general seeks to organise data samples into several subsets by 
employing a variety of techniques. There are several types of clustering me-
thods, and in particular for software cost estimation fuzzy clustering techniques 
were examined yielding better figures of adjustment than their crisp equivalents 
[2]. Various tools and models have been developed proposing that data mining 
and computational intelligent techniques may be utilised to assist automatic 
clustering algorithms in finding distinct subsets of highly related concepts in a 
more efficient manner. In this study, we aim to combine such notions from da-
ta-driven, analogy and fuzzy clustering techniques, to deal with the lack of ho-
mogeneity present in historical data and introduce improved cost estimates ly-
ing within ranges of values. In addition, this study aims to investigate the effect 
of a set of contributing factors to effort (including numerical and categorical in 
nature) for clustering, while the proposed approach is utilised to determine 
suitable groups of software projects for building effort estimation models. In 
[7] the authors emphasize the importance of establishing homogeneity of the 
data in an effort estimation model and investigate the effect of clustering in the 
ISBSG repository. The empirical experiments conducted showed that the esti-
mation accuracy obtained using clustered data is not significantly different 
compared to that of the ordinary least squares method or using the original data 
without clustering. 

3. Entropy-based Fuzzy k-modes Clustering Algorithm 

Entropy-based clustering [14] essentially groups similar data samples into clus-
ters based on their entropy values. The goal is to determine the number of clus-
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ters present in the set and identify their centres by traversing the dataset only 
once. Data samples with many surrounding samples have total entropy values 
lower than the rest and may be considered as candidates for representing their 
clusters. A new cluster is initially formed with the sample defined as the cluster 
centre and then is allocated data samples that have a similarity value higher than 
parameter β which represents the similarity threshold [14]. The k-modes algo-
rithm was introduced in [6] and was extended to include fuzzy elements to ac-
count for uncertainty data samples [5], where the dissimilarity function is al-
tered to a simple matching of the attributes describing the samples in the dataset 
and thus is not based on the Euclidean distance. In addition, in the fuzzy version 
of the algorithm the cluster centres are defined by the modal value of each at-
tribute instead of the mean value and their computation relies on the assignment 
of the most frequent category of each attribute as the representative of the clus-
ter.  
Let X1 = [x11, x12,…, x1m] and X2 = [x21, x22,…,x2m] be two data samples of a data-
set described by m attributes. The dissimilarity between the two samples, d(X1, 
X2), is given by: 
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j j
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The dissimilarity function in equation (1) is then used to (re)assign a data sam-
ple to a cluster. Accordingly, in the case of the hard k-modes algorithm, if ob-
ject Xi yields the shortest distance with centre Zl in a given iteration, this is 
represented by setting the value at the nearest cluster to 1 and the values at the 
rest of the clusters to 0 in the partition matrix W. Formally, for α = 1: 
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In the case of the fuzzy k-modes algorithm, for α > 1, the partition matrix W is 
given by: 
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for 1 ≤ l ≤ k, 1 ≤ i ≤ n. This means that if a data sample has exactly the 
same attribute values with a particular cluster centre, then it will be assigned 
fully to that cluster and not at all to the rest. Otherwise, the data sample will be 
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characterised by a membership degree for each cluster denoting its partial 
membership in the cluster [12]. 

4. Experimental Approach 

This section describes the proposed methodology for effort estimation which 
involves the following five-steps: (i) data preparation, (ii) entropy-based clus-
tering, (iii) fuzzy k-modes clustering, (iv) selection of groups of suitable 
projects, and (v) investigation of effort prediction within the retrieved software 
projects. The selection of the main attributes to experiment with was based on a 
step-wise attempt to clean, homogenize and obtain a satisfactory portion of the 
ISBSG dataset described by both numerical and categorical attributes. A hold-
out sample technique was used in each experiment repetition with 75% of the 
project samples used for performing the clustering of the data (i.e. training set) 
and 25% being utilised during the evaluation (i.e. testing set). 

4.1. Dataset description, cleaning and fuzzification 

The dataset utilised in the experiments is obtained from the International Soft-
ware Benchmarking Standards Group (ISBSG R9) [8]. This dataset contains an 
analysis of multi-organisational, multi-application domain and multi-
environment software project cost data. The initial release of the dataset used 
contains 100 characteristics and 3024 project data grouped in categories de-
scribing data quality, project size, effort, productivity, schedule, software quali-
ty, architecture, documents and techniques, project and product attributes.  
The dataset is rich in samples but may be considered biased and fairly hetero-
geneous, having many inconsistent or null project values. To alleviate this 
problem a large part of data was removed, especially in cases where the data 
reported was considered irrelevant to cost prediction, or where the values or 
technique used to gather or report the values were found inadequate according 
to directions issued by the ISBSG. Secondly, the dataset went through a series 
of preprocessing steps for selecting attributes according to some data pruning 
principles which led to a clean, consistent, categorical dataset, as all numerical 
attributes underwent a fuzzy transformation [15] to host linguistic values. 
The fuzzy transformation of the numerical attributes was performed by deter-
mining the degree to which they belong to each of the appropriate fuzzy sets 
via membership functions [15]. For each numerical cost attribute variables mi, 
ni, ai and bi were calculated (1≤i≤n, and n is the number of linguistic terms in 
the classification table being analyzed) according to equations (5)-(8) and after 
following the fuzzification illustrated in Figure 1 [3]. 
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Fig. 1. Fuzzification values of numerical attributes  

The filtered ISBSG dataset that was finally utilised in the experiments com-
prised 50 columns and 424 rows with the following project attributes: Count 
Approach, Adjusted Function Points, Project Elapsed Time, Implementation 
Year (a new column extracted from the column previously named Implementa-
tion Date in the original ISBSG dataset), Development Type, Organization 
Type, Development Technique, Functional Sizing Technique, Development 
Platform, Language Type, Primary Programming Language, Database System, 
Recording Method, Resource Level, Max Team Size and Average Team Size. 
The dependent variable was the Full-Cycle Work Effort which was also a new-
ly formed column from the original ISBSG dataset, containing only the sum-
mary work effort values accounted for all the development phases and not ad-
justed to include parts of the effort values from phases that were not measured.   

4.2. Fuzzy k-modes clustering and effort estimation 

Clustering was performed using the training set of data samples and the Entro-
py-based algorithm that defined the cluster centres as suggested by [12] and 
was briefly described in the previous sections. The algorithm computes the 
number of clusters k with their respective initial cluster centres that will be used 
by the fuzzy k-modes algorithm. Finally, the fuzziness exponent α defines the 
level of fuzziness that will be adopted by the clustering process. 
At the validation step, we aimed to isolate smaller areas within each cluster 
which conform to the new project in question. The attributes of the new project 
are matched against the final cluster centres produced as a result of the previous 
clustering procedure isolating the nearest centre using the partition matrix W as 
explained before. Thus, we retrieve the most similar projects from the reposito-
ry by calculating the membership degree of each project in the cluster for 
which its centre is closer to the new project. Then, a cut-off limit is used to re-
duce the selected set of projects that should respond to a similarity measure, 
called φ, applied for the surrounding projects, which represents a value for level 
of confidence. The cut-off limit is constructed by defining an upper and lower 
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bound based on the value of the new project’s membership degree to the closest 
cluster centre. For experimentation purposes, this was set to ±10% meaning 
that, for instance, if a new project was assigned a membership degree of 60% in 
the search cluster, then the projects retrieved would have membership degrees 
between 50%-70%. The confidence level, which ensures that only the closest 
projects falling between the +10% and -10% radius distance  from the new 
project are selected, was set to the minimum values of 75% and  85% similarity 
threshold degree (φ) respectively.  
The final step of the methodology is to relate the derived fuzzy clusters of spe-
cific degrees with effort predictions and overall assess the areas selected within 
the clusters produced. The membership and similarity parameters mentioned 
above essentially filter out the dissimilar and irrelevant projects to the new one; 
the mean effort value and standard deviation of the actual effort values of the 
projects kept is then computed. The predicted effort value of the new project is 
estimated to lie within the range [mean effort value (mean) ± standard devia-
tion (std)]. One exception to the aforementioned range is the case where the 
standard deviation is greater than the mean, in which we take the lower bound 
of the interval to be equal to zero. In general, our aim is to offer bounded esti-
mation intervals of the minimum possible width, rather than single point value 
predictions, yielding more general estimates on one hand, but of a more infor-
mative nature on the other, and somehow with encapsulation of the inherent es-
timation uncertainty. Additionally, we attempt to assess the relative accuracy of 
estimation intervals by using the validation set of data mentioned earlier (test-
ing) and measure the percentage of the projects in this set that have their esti-
mated effort values lying within the range [mean−std, mean+std]. We call this 
the Hit Ratio (HR) of the corresponding estimation process and we report it in 
the results section that follows. Additionally, we try to evaluate the reliability 
of our approach by comparing in percentage terms the interval size calculated 
(reported as width) with the Overall Size (OS) and the Cluster Size (CS) com-
puted using the actual minimum and maximum effort values contained in the 
overall training and the clustered samples respectively. These two supplemen-
tary metrics essentially measure how much shrinking of the effort estimation 
interval the method has achieved relatively to the “worst” case, which is the 
width of the initial available set of projects and to the intermediate stage where 
projects are filtered via clustering and therefore their range of values to use for 
estimations is narrowed. This OS and CS metrics assist in evaluating how good 
our estimation intervals really are. 

5. Experiments and Results 

The results of applying the entropy-based and fuzzy k-modes algorithm on the 
preprocessed data, as previously described, are presented in this section. 
Firstly, we experimented with the entropy algorithm to locate the cluster cen-
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tres (k) and subsequently we implemented hard clustering. Secondly, we ap-
plied the fuzzy k-modes algorithm, produced the fuzzy clustering results and 
studied the influence of the dataset to the parameters. Experiments were carried 
out with variations of the ISBSG dataset as follows: Experimental dataset 
EDS1 included all available project characteristics plus the effort; all project 
characteristics excluding effort constituted EDS2; removing the outliers from 
EDS1 and EDS2 based on the box plots of the effort sample values resulted da-
tasets EDS3 and EDS4 respectively; finally, using EDS3 and adjusting the 
weight of the effort variable to reach the dominant significance level of 51% in 
the clustering process compared to the rest of the attributes, produced dataset 
EDS5. Similarity parameter β and fuzzy exponent α were varied, taking values 
from the sets {0.3, 0.4, 0.5, 0.55, 0.6, 0.7, 0.8, 0.9} and {1.1, 1.2, 1.3, 1.4, 1.5, 
1.6, 1.7, 1.8} respectively. Table 1 summarizes the best results obtained with 
respect to the width of the estimation (or prediction) interval and the hit ratio.  

Table 1. Results obtained with the fuzzy k-modes algorithm using various experimental data-
sets (EDS) 

EDS β α k φ OS (%) CS (%) HR (%) mean effort std effort width 

1 0.55 1.5 42 0.75 7.80 49.09 38.68 12727.77 5843.59 11687.19 

2 0.7 1.2 95 0.75 10.16 49.39 50.94 7885.80 7614.47 15228.94 

3 0.4 1.4 6 0.85 2.26 67.68 36.17 1711.81 1695.34 3390.68 

4 0.3 1.8 3 0.85 2.39 67.45 28.72 1931.39 1788.68 3577.36 

5 0.8 1.7 25 0.75 1.60 37.92 76.60 2030.93 1198.76 2397.53 

 
The results reported indicate relatively large prediction intervals in most of the 
cases, except EDS1 and EDS5, with standard deviations being lower than the 
means in all cases.  Moreover, a mediocre hit ratio performance is observed, 
which amounts to approximately 30-40% hits for EDS1, EDS3 and EDS4 and 
slightly over 50% hits for the EDS2. The accuracy of the predicted effort values 
is significantly improved in the EDS5 case;  the hit ratio is quite high suggesting 
that estimations produced lay within the calculated width in nearly 77% of the 
cases. It is worth noticing that when the effort attribute participates in a dataset 
performance is improved (cases EDS1 and EDS3 in comparison with EDS2 and 
EDS4 respectively). This outcome suggests that the effect of previous values for 
the attribute being estimated leads to forming better clusters. One may argue 
that the participation of effort samples in the clustering process may bias re-
sults, but this is not true; past effort values are treated by the algorithm as de-
scriptors of the behavior of effort in relation with the rest of the participating 
factors. Hence, what effort samples offer is essentially a way to map cost fac-
tors onto the effort attribute and form knowledge about how effort evolves. Ad-
ditionally, the narrower widths obtained with EDS3 and EDS4 confirm that 
when extreme values are removed from the datasets the estimation performance 
is again improved. Overall, EDS5 yielded the most promising results and was 
thus further analyzed through additional experimentation reported in Table 2.  
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The results reported in Table 2 indicate that the std of the effort values is con-
sistently lower than the mean value reported, while the prediction intervals 
yielded are quite low and thus more useful to project managers. Furthermore, 
independently to the fuzzy k-modes parameters tested, the overall diversity of 
the results throughout the dataset is small. Recalling that EDS5 involves all 
available attributes including the effort variable, the latter acting both as a filter 
for outliers and at the same time playing a decisive role in the clustering process 
as the most significant attribute, it is obvious and to a large extent logical, that  
practically this variable improves clustering results in terms of projects homo-
genization. The dataset indicates a significantly better picture with relatively 
narrower widths, while the best results achieved a spread of approximately 2398 
man-hours (mh), with a mean effort value of 2031mh and a corresponding stan-
dard deviation of 1199mh. The HR degree in relation to both OS and CS de-
grees reported suggest that clustering data in small segments has been achieved: 
The derived interval in the best case is 17% of the initial and 38% of the clus-
tered one. Another observation worthy of mentioning is that the best results 
consistently suggest k=25 as the “optimal” number of clusters, while parameters 
β and α assume the values of 0.8 and 1.7 respectively.  

Table 2. Further results obtained after experimentation with EDS5 (φ=0.75) 

β α k OS (%) CS (%) HR(%) mean effort std effort width 

0.8 1.7 25 1,60 37.92 76.60 2030.93 1198.76 2397.53 

0.8 1.5 25 1,88 39.69 76.60 2294.23 1406.38 2812.76 

0.8 1.8 25 1,92 38.74 45.74 2206.57 1433.75 2867.49 

0.9 1.7 104 1,93 50.20 62.77 2625.31 1440.06 2880.12 

0.9 1.5 104 1,94 77.48 62.77 2647.77 1452.07 2904.14 

 
At this point we should mention that we attempted to compare our findings 
with the results of a simple k-nearest-neighbors (k-nn) algorithm. Preliminary 
k-nn results exhibited larger intervals (widths), which may be considered infe-
rior to those of our approach, with better HR values as expected. Due to space 
limitations, though, these results will not be presented here. 
The basic assumption under investigation in the present paper was that homo-
genizing samples in distinct clusters that share common values for certain cost 
factors contributes to achieving successful effort estimations. The results above 
lead us to infer that this assumption is partly supported; one has to be cautious, 
though, as regards generalization of this argument as this was not the case for 
all datasets used, at least to the extent to which small estimation intervals were 
produced. This, of course, may be the result of a number of causes which 
should be further investigated as part of our future work, examining the effect 
each cause may have on clustering, and hence the associated effort estimation 
processes. For example, one possible cause may be the fact that resemblance of 
a project with a cluster centre used to assign the former as a member of that 
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cluster with degree r is measured only in terms of how many factors are iden-
tical, not which exact factors are matched. Thus, this should be further analyzed 
and assessed so as to contribute to improving the estimation process. 

6. Conclusions 

A new methodology has been presented in this paper which attempted to im-
prove the means for selecting clusters of project data from a large repository to 
address the problem of software cost estimation. Specifically, the proposed me-
thodology employed entropy-based and fuzzy k-modes clustering to suggest an 
innovative project clustering for the ISBSG R9 repository and obtain effort es-
timation (prediction) intervals for new projects based on the similarity of cost 
attributes. The methodology identifies clusters of similar projects and then clas-
sifies a new project in a certain cluster according to its resemblance with the 
cluster centre. Projects in this cluster which are closely-related within a speci-
fied degree of resemblance to the new project are isolated and then their effort 
values are utilised to provide an estimation interval for the effort of the new 
project. 
Our ultimate goal was to apply an already successful clustering algorithm and 
reduce the heterogeneous nature of our data repository, something which was 
performed successfully. The clustering of the projects in homogeneous groups 
according to their specific characteristics may be considered a small novel step 
forward in the area of software cost estimation where the attribute space is mul-
ti-dimensional. Even though it would be extremely useful to exploit such in-
formation provided by the clusters formed and achieve improved effort predic-
tions, as targeted by this paper, we may not claim that the results obtained are 
optimal. After performing and evaluating a preliminary set of experiments con-
ducted it became evident that there is ample room to improve the results of the 
algorithm possibly using better encoding and parameter set-up. Finally, as re-
gards the clustered projects achieved by the method, they could be proven more 
valuable in estimating effort if they were utilised by other techniques and be 
employed as an intermediate input to other cost models performing point esti-
mations. Examples of such techniques that could possibly work better when 
provided with clustered data rather than the original ones are regression, induc-
tive learners, decision trees etc. Thus, such approximations could capture more 
efficiently correlations among various parameters of the project other than ef-
fort, such as productivity, schedule, team size etc. Our future research plans 
will address the above and consider examining how processed and clustered da-
tasets may be studied in a homogeneous setting allowing dependencies between 
cost factors to be brought to light. To this end, hybrid forms of cost models may 
be employed, having the clustering module as the feeding platform of the input 
values satisfying certain cost attribute characteristics and a cost model for refin-
ing the estimation intervals by applying further processing either in a data-
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driven, quantitative form (e.g. prediction with artificial neural networks), or in a 
qualitative manner (e.g. fuzzy cognitive maps or influence diagrams).  
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AIAEP Introduction 
 
We are glad to introduce the IFIP AIAI 2009 Workshop on Artificial 
Intelligence Applications in Environmental Protection (AIAEP’2009). 
This is the first edition of this scientific forum under the IFIP 
framework.  
 
The evolution of the climatic changes from the recent years has raised 
new challenges for the researchers in the environmental sciences that 
has to find new solutions to the environmental problems. Artificial 
intelligence can provide efficient tools for most environmental problems 
of monitoring, analysis, interpretation, forecasting, management, and 
control. The development of interdisciplinary research groups between 
specialists from environmental sciences and artificial intelligence can 
lead to new ideas and innovative applications in the area of 
environmental protection systems. We hope that AIAEP’2009 will be a 
good opportunity for the researchers to exchange ideas and to initiate 
new collaborations in this interdiciplinary area, as both, Artificial 
intelligence and Environmental protection are domains of strategic 
interest. 
 
For this first edition, we received 12 papers and after a reviewing 
process, 9 papers were selected based on the judgement of two referees 
from the organising committee. The technical issues addressed by the 
selected papers for this workshop come from all environmental fields: 
water resources management, environmental accounting, wastewater 
treatment, maritime pollution, oil spill pollution, soil erosion risk 
assessment, air pollution dispersion assessment, detection and 
classification of waste on irregular terrains, residential fire detection, 
biological foaming in anaerobic digestion simulation and estimation of 
permeability of granular soil. 
 
The artificial intelligence tools and techniques that were applied range 
from data mining, abductive reasoning, decision support systems, 
knowledge-based systems, expert systems, planning, autonomous 
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inspection robots, semantic techniques, fuzzy logic to artificial neural 
networks and neuro-fuzzy systems. 
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Artificial Intelligence Applications in the 
Atmospheric Environment:  
Status and Future Trends 
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Extended Abstract 

The problem of assessing, managing and forecasting air pollution (AP) has been in 
the top of the environmental agenda for decades, and contemporary urban life has 
made this problem more intense and severe in terms of quality of life degradation. 
A number of computational methods have been employed in an effort to model 
and simulate air quality (AQ). Air pollution is related to various substances, is af-
fected by physical and chemical mechanisms of various spatial and temporal 
scales, and is regulated in terms of target values that are different to each other. 
Thus, AP requires for computational and knowledge management tools that are 
able to deal with its complex (and exiting from the scientific point of view) nature. 
Moreover, such methods should be able to deal with missing observation data, da-
ta of mixed nature (be it nominal, categorical, binary or other), and imitate the be-
havior and the "intelligence" of the phenomena that need to be modeled and simu-
lated. This means that deterministic modeling, employing fluid mechanics, 
atmospheric chemistry and physics (the "traditional way for modeling AQ") are 
not able to "catch" all the aspects of the AP problem. Other methods should be 
employed, that are able to deal with knowledge extraction and management, and 
are able to map knowledge into the "intelligence" of the algorithms that they ap-
ply. On this basis, Artificial Intelligence should be used. This is a thesis recog-
nized already from the 90ties, where the first sets of scientific publications in areas 
like neural networks and fussy logic have appeared with applications in AQ. 

In the first era of AI applications to AP problems, a variety of methods was tested, 
with the aim to investigate existing observation data (available in the form of time 
series), and forecast parameters of interest (i.e. concentrations). Such methods in-
cluded Artificial Neural Networks, Decision Trees, and Fuzzy Logic algorithms 
(to name some of the most representative ones). Then, the effort was also to ex-
tract knowledge and thus reveal interrelationships between parameters of interest 
(i.e. meteorological dependencies of concentrations, relations between pollutants, 
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etc). On this basis, methods like principal component analysis were also applied. 
In a step to further investigate relationships, understand mechanisms of pollution 
and forecast the behavior of pollutants, additional (supervised and unsupervised) 
algorithms of AI were employed. These included methods like Self Organizing 
Maps and Clustering. In parallel, there was an effort to formerly represent the 
knowledge that is being made available (or is being extracted) from the AQ field. 
This is where AI communicated to software engineering methods like Ontologies 
and Semantic Web languages. 

Future trends involve the automation of the processes of knowledge extraction and 
representation, in order to deal with data being available sporadically and dynami-
cally, as in the case of a mobile user. In addition, contemporary, personalized elec-
tronic information services, call for methods that may support environment related 
decision on the basis of "negotiations" made on the fly (by applying AI methods 
like agents). Moreover, research work is undertaken on the methods applied for 
feature selection in order to "feed" the AI algorithms. This selection is now based 
on the usage of various methods that screen all available (or the most promising) 
feature combinations, with the aid of genetic algorithms, information gain criteria 
and multiple regression schemes (to name just some of the existing or emerging 
methods in this area). In this presentation, issues related to the past, present and 
future of AI applications in the AQ field are going to be addressed. 
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Abstract: This paper aims in the construction of an Artificial Neural Network 
model that performs successful estimation of the Maximum Water Supply (m3 

/sec) and of the Special Water Flow (m3/sec*Km2) using several topographic, me-
teorological and morphometric parameters as independent variables. Support Vec-
tor Machines applying specific Kernel algorithms [9] are used to determine the Er-
ror or Loss of the Neural Network model and to enhance its ability to generalize. 
Data come from the Greek island of Thasos, which is located in the North-Eastern 
part of the Aegean sea. As a matter of fact, this manuscript can be considered as a 
specific case study, but its modeling design principles and its Error minimization 
methods can be applied in a wide range of research studies and applications 
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1.  Introduction 
Effective water resources management is one of the most crucial environmental 
challenges of our times. Extreme flood incidents happen more and more often all 
over the world and they cause immense damages in infrastructure and in human 
lives.  
This research effort has two distinct orientations of equal importance. First it deals 
with the development of Artificial Neural Network (ANN) modeling of both aver-
age annual maximum water supply (m3/sec) (AAMWS) and special water flow 
(SWF) (m3/sec*Km2)  for the torrential watersheds of a wide mountainous area. It 
also deals with the supportive role of Soft Computing methods like e-Regression 
Support Vector Machines towards the evaluation of neural network models.  From 
this point of view this specific contribution can be considered as having an inno-
vative role towards ANN development and evaluation.  
Another key aspect is the fact that it is performed by using structural data (remain-
ing unchanged over-time) and only few actual real time measurements. Under this 
perspective this modeling effort can be considered cost and time effective and it 
can provide invaluable assistance towards the design of flood protection and pre-
vention policy. Existing methods like the one of Gavrilovic [6] [23] concentrate 
mostly in the load of sediments and secondly in the influence of various structural 
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and dynamic factors. The equation of Gavrilovic is very useful and widely used 
but it cannot respond to sudden changes in the morphometric background of a tor-
rential stream. For example if the percentage of forest cover is suddenly reduced 
dramatically due to a major forest fire, the Gavrilovic equation absorbs this 
change during the first years and it requires a longer period of time to show a sig-
nificant difference.  
 
1.1. Literature Review 
Estimation of both AAMWS and SWF is a very important process, as it can serve 
for the rough calculation of existing water supplies and for the evaluation of the 
potential Torrential Risk for each mountainous watershed.  
ANN have been used effectively in various research projects concerning water 
protection and water management in Europe, in USA and in many other countries. 
An ANN using Fuzzy Logic has been developed in the Netherlands for the control 
of water levels in polder areas [14]. Another ANN that performs river flow fore-
casting has been developed also in the Netherlands [3]. Also in USA (US Depart-
ment of Energy) and in Europe, ANN have been developed for the prediction of 
stream-water quality [1],[15]or towards water-management in general. Wastewa-
ter and water management and protection models using ANN have also been de-
veloped recently [7],[20]. UNESCO has also funded several research projects us-
ing ANN and fuzzy logic for urban water management and flood risk evaluation 
[25][10]. Finally neural networks have been used for the prediction and forecast-
ing of water resources variables [15].  

 
2. The Environmental Problem of floods 
 
2.1. Data and research area 
Actual data corresponding to the eight input parameters described above were ga-
thered from the twenty most important mountainous streams of the Thasos island. 
The average annual rain height corresponds to a period of thirty years. Thus, thir-
ty data records were structured for each torrential stream, raising the total number 
of existing data vectors to six hundred. Except of the rain height and forest cover, 
the rest of the input parameters are structural and they do not change significantly 
overtime.  A small sample of the available data that were used in this research is 
presented in the following table 1.  
In the case of water resources modeling the input data are points in a space Rn and 
the output represents points in the well-known plain Rk where k =2 in this case, 
since the output parameters are two.  
According to [18] there are eight main parameters that influence the AAMWS and 
the SWF and for which there are available data in the Greek repositories. So the 
input space can be considered as vectors of the R8 space. The eight input data are 
the average altitude, the average slope, the average annual rain height, the per-
centage of forest cover, the percentage of compact geological forms, the area, the 
total number of pipes and the total length of the pipes of the torrential watersheds 
of Thasos island. 
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Table 1: A small sample of the selected data records 

Torrential  
  Stream 

Aver-
age Wa-
tershed 
Altitude 

Av-
erage 
Wa-

tershed 
Slope 

Average 
watershed 

annual 
rain-height 

Percen-
tage of for-
est cover of 
watershed 

Percen-
tage of wa-

tershed 
compact 

geological 
forms 

m % Mm % % 
Thasos 433.21 35.61 1059.40 81.47 87.81 
Panagia 261.14 28.50 919.03 56.68 78.97 
Potamia 574.74 49.93 1151.40 88.83 84.89 
Skala Po-
tamias 535.44 53.31 1126.10 56.14 76.55 

Mavrou 
Lakou 378.19 50.84 1023.20 88.08 85.15 

Kleisidiou 330.64 35.67 975.11 36.49 100.02 

Thimonias 325.41 35.10 971.88 93.74 96.83 
 
The two output parameters of the model are the AAMWS and the corresponding 
SWF which is estimated [13] by the following formula 1 where F is the area of the 
mountainous watershed in Km2 and a is a parameter determined by water man-
agement specialists. The parameter a takes values in the closed interval [0.6,1]. 
SWF is a normalized version (per km2) of the mean water supply (MWS). 

qmax = a
F+5.0

32  (1) 

 
3. Theoretical Background 
 
3.1. ANN 
Modern ANNs are rooted in many disciplines, like neurosciences, mathematics, 
statistics, physics and engineering. They find many successful applications in such 
diverse fields as modeling, time series analysis, pattern recognition and signal 
processing, due to their ability to learn from input data with or without a teacher.  
Their computing power is achieved through their massively parallel distributed 
structure and their ability to learn and therefore generalize [8]. Generalization re-
fers to their ability to produce reasonable output for inputs not encountered during 
the training process [8]. ANN consist of units called neurons whose computing 
ability is typically restricted to a rule for combining input signals and an activation 
rule that takes the combined input to calculate the output signal [2].  
The proper design of ANN requires the development of various topologies using 
numerous optimization algorithms and transfer functions, before determining the 
optimal one. We have experimented thoroughly towards this direction. Sixty per-
cent of the actual data records corresponding to the eight independent parameters, 
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have been used as input in the training phase and the other 40% were used as in-
put in the testing phase of the ANN in order to evaluate the generalization ability.  
 
3.2. Support Vector Machines 
The support vector machines (SVM) or optimal margin classifiers are new type of 
learning algorithms based on statistical learning theory proposed by Vapnick [27]. 
SVM are used not only for classification but for regression (functional approxima-
tion) problems as well [4],[28]. When used for classification, a SVM algorithm 
creates a Hyperplane that separates the data into two classes. Given training 
examples labeled either "yes" or "no", a maximum-margin hyperplane is identified 
which splits the "yes" from the "no" training examples, such that the distance 
between the hyperplane and the closest examples (the margin) is maximized. It is 
a fact that SVM can handle multiple continuous and categorical variables. To con-
struct an optimal hyperplane, SVM employees an iterative training algorithm, 
which is used to minimize an error function. According to the form of the error 
function, SVM models can be classified into various distinct groups:  

• Classification SVM Type 1 (also known as C-SVM classification)  
• Classification SVM Type 2 (also known as nu-SVM classification)  
• Regression SVM  (also known as epsilon-SVM regression)  

In this project, an epsilon-regression SVM (ERSVM) was applied. In an ERSVM 
one has to estimate the functional dependence of the dependent variable y on a set 
of independent variables x. Here an ε-tube is constructed that determines the loss 
degree of the regression. It assumes, like other regression problems, that the rela-
tionship between the independent and dependent variables is given by a determi-
nistic function f plus the addition of some additive noise: y = f(x) + noise (2) 
The task is then to find a functional form for f that can correctly predict new cases 
that the SVM has not been presented with before. This can be achieved by training 
the SVM model on a sample set. In our case the ANN plays the role of the predict-
ing function. In fact the learning machine is given l training data from which it at-
tempts to learn the input-output relationship (which may have the form of depen-
dency, mapping or function) f(x). In this case the training data set has the form D 
= {(Xi,Yi)∈Rn×R | i∈{1,…,l}}which means that it contains one pair of values 
(Xi,Yi). It should be specified that the inputs X are n-dimensional Vectors that be-
long to Rn and the output Y of the system are continuous values [12]. The SVM 

uses approximating functions of the form )(),(
1

xwwxf i

N

i
iφ∑

=

= (3) where the 

functions φi(x) are called features [12]. In regression problems like the one we are 
facing in this study, typically some measures of error approximation are used.  
 
3.3. Applications of RSVM to ANN evaluation 
Let’s suppose that we have an ANN with an input vector X, a bias weight vector 
b, a hidden layer weights matrix V, and an output weight vector wT.  More specif-
ically:  X=[X1,X2,X3,……,Xn]

T (4) b=[b1,b2,b3,……,bj]
T (5)   

w=[w1,w2,w3,……,wj,wj+1]
T  (6) 
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The output layer neurons may have linear activation functions (for regression 
problems) or sigmoid for classification or pattern recognition tasks. The approxi-
mation scheme for such an ANN is shown in formula 8 [12]: 

)(),,,(),,,(
1

j
T
jj

J

j
j bxvwbwVXFbwVXo +== ∑

=

σ     (8) 

The construction of a SVM algorithm for regression is actually a problem of mi-

nimizing the empirical risk 
e
empR and 2W at the same time. Actually the prob-

lem is the estimation of a linear regression hyperplane f(x,w) =WTx+b. This can 
be achieved by minimizing the quantity R given by formula 9 [12]: 

( ) 
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i
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1

2 ,
2
1 (9) Here Vapnick’s φ-

insensitivity loss function replaces squared error and C ~1/φ.  
In fact Vapnick introduced a general type of error (loss) function the linear loss 
function with φ-insensitivity zone which is given by the following formula 10 [12]. 

( ) { ( )
( ) otherwisewxfy

wxfyif
wxfy
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,
ε

ε
ε −−

≤−
=− (10) 

According to this algorithm the loss equals to 0 if the difference between the pre-
dicted by the ANN value f(x,w) and the measured value is less than φ.  In this way 
function 10 defines a φ-tube. In the cases with the ANN predicted value within the 
tube, the loss (or error) is zero. In all other cases the loss equals to the magnitude 
of the difference between the ANN output value and the radius φ of the tube. If φ 
and φ* are given by the following formulas 11 and 12, then formula 13 presents the 
final value of risk R that has to be minimized [27],[12]. 

The following equations 11 and 12 ( ) ξε =−− wxfy , (11) 

( ) *, ξε =−− wxfy  (12) are valid for all of the data that are located 

above the tube.  
For all of the data that are located below the tube equation 13 is 

true 
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(13)                                                                           

In the above formula 13 the following constrains should stand. 

ξε +≤−− bxwy i
T

i (14) *ξε +≤−+ ii
T ybxw    (14)                                                                                                      
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0≥ξ li ,1=  (15) 0* ≥ξ li ,1=   (16)                                                                                                                       

The following figure 1 clearly shows the case of an φ-tube and the parameters in-
volved.  

 
Figure 1: The parameters used in one dimensional ERSVM 

In the previous formulae the φ and φ* are slack variables for measurements “above” 
and “below” an φ-tube. Both slack variables are positive values. Finally it should 
be clarified that the constant C which influences a trade-off between an approxi-

mation error and the weights vector norm W is a design parameter whose val-

ue is chosen by the user. Also the norm 22
1 ... nwwW ++= where W is the 

weight vector. An increase in C penalizes larger errors (large φ and φ*) and so it 
leads to a decrease in approximation error [12]. 
 
4. Hydrological Neural Model 
Training is the process of ANN development, where the connection weights are 
adapted or modified in response to stimuli being presented at the input buffer and 
optionally to the output buffer. The hidden layer is the place where the data is be-
ing processed and it may consist of one or two sub-layers.  
The feed forward network structure with input, output and HSL varying from 1 to 
2, applying various optimization algorithms were tried in the training phase. We 
have experimented with the back propagation (BP) optimization algorithm (intro-
duced by Rummelhart et al.) [21],[22][24][26], the general regression ANN archi-
tecture, the modular ANN topology [5] and the radial basis function (RBF) model. 
Our experimentations included the employment of various transfer functions.  
Modular ANNs were proposed by Jacobs, Jordan, Nowlan and Hinton [19]. They 
consist of a group of BP networks referred to as “local experts” competing to learn 
different aspects of a problem. A “gating network” controls the competition and 
learns to assign different parts of the data space to different networks. When only 
one ANN is appropriate for a given problem, the gating network tends to favor it 
[19]. RBF are ANN having an internal representation of hidden neurons which are 
“radially symmetric”. For a neuron to be radially symmetric it needs to have the 
following three constituents: a) A center which is a vector in the input space that is 
typically stored in the weight vector from the input layer to the pattern unit. b) A 
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distance measure to determine how far an input vector stands from the center. In 
this case standard Euclidean distance is used. c) A transfer function (using a single 
variable) which determines the output of the Neuron by mapping the output of the 
distance function.  
The “root mean square error” (RMS Error) and the Confusion Matrix (CM) were 
used to check the validity of the ANN. The CM is roughly a kin to a scatter dia-
gram, with the x-axis representing the desired output and the y-axis representing 
the actual output. The main difference from a scatter diagram is that the CM 
breaks the diagram into a grid. Each grid square is called a bin. Each output from 
the probe point produces a count within one of the bins [19]. For example if the 
probe point produces an output of 0.6 and the desired output was 0.5 then the bin 
around the intersection of 0.6 from the y-axis and 0.5 from the x-axis receives a 
count. These counts are displayed by a bar within the bin and the bar grows as 
counts are received. The bin receiving the most counts is shown at full height, 
while all of the other bins are scaled in relation to it [19]. The network with the 
optimal configuration must have the bins (the cells in each matrix) on the diagonal 
from the lower left to the upper right. Also more sophisticated Soft Computing 
tools were also applied to examine and determine the validity of the optimal ANN. 
An important aspect of the CM is that the value of the vertical axis of the pro-
duced histogram is the common mean correlation (CMC) coefficient of the desired 
(d) and the predicted output (y) across the Epoch. The CMC is calculated by the 
following formula (2): 
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(17)   
It should be clarified that i ranges from 1 to n (the number of cases in the data 
training set) and E is the Epoch size which is the number of sets of training data 
presented to the ANN learning cycles between weight updates. 

 
5. Experimental Results 
The first and the most important thing that had to be determined was the topology 
of the ANN and its optimization and transfer functions. Thus various experimenta-
tions were performed using various numbers of hidden sub-layers with various 
numbers of neurons used in each sub-layer.  
The six hundred data records were divided in two subsets, the training and the 
testing one. The division was performed in a totally random manner. The training 
set included the 60% of the data and the testing the rest 40%. Training has shown 
that the optimal Artificial Neural Network (OANN) was the one that used BP op-
timization algorithm with the “tangent hyperbolic” activation function (mapping 
into the range –1.0 to 1.0) and with the “extended delta bar delta” (ExtDBD) 
training rule [11], [17] as the transfer function. It consisted of eight neurons in the 
input layer, only one hidden sub-layer with nine neurons and two neurons in the 
output layer. The RMS Error in the training phase was 0.0045 and the R2 =0.9997. 
It should be clarified here that the ExtDBD is a heuristic technique that has been 
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successful in a number of application areas and it uses termed momentum. A term 
is added to the standard weight change, which is proportional to the previous 
weight change. In this way good general trends are reinforced and oscillations are 
damped [19]. The random number seed was kept constant before each training 
round and the learning coefficient ratio was kept at 1. The following figure 2, 
shows the architecture of the OANN. 

 
Figure 2: Architecture of the optimal ANN 

 
Every time an ANN model is developed we need to ensure that the data are com-
patible to the learning algorithms and to the transfer functions applied. When a 
value coming into a processing element (PE) is beyond the PEs transfer function 
range, that PE is said to be saturated and of course the function produces dummy 
values [19]. The tangent hyperbolic function that is used in this specific research is 
mapping into the range –1.0 to 1.0 but it accepts values only between -3 and +3. 
Saturation occurs when a PE’s summation value (the sum of the inputs times the 
weights) exceeds this range. So the input data were normalized by dividing them 
properly (by 1000) so that they will not exceed the acceptable range. This pro-
vided a good performance of the transfer function. 
After the determination of the ANN structure and topology, the testing process 
was performed to prove the potential ability of the ANN to generalize with first 
time seen data. The results of the testing phase are the following. The RMS Error 
was 0.1404 and the R2 =0.9763. Two confusion matrices were developed for the 
two output parameters. Both confusion matrices had all of their cells located very 
close to the diagonal from the lower left to the upper right. The CMC in the case 
of the maximum water flow was equal to 0.9654 whereas in the case of the Special 
Water flow it was equal to 0.9872. The following figure 3 shows the two confu-
sion matrices corresponding to the two output parameters. It is clear that the ANN 
shows a good performance with unseen data and also it retains a good and simple 
structure which is also very important. 
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Figure 3: The Confusion Matrices in the Testing Phase 

A complicated ANN with many hidden sub-layers or with a large number of hid-
den neurons does not guarantee good level of generalization capacity. The specific 
ANN that was developed here has a simple architecture and this is an important 
benefit. Though the generalization ability of the ANN has been demonstrated an 
ERSVM kernel was used to determine the risk of the ANN model. 

 
5.1. Using the SVM to determine the ANN with the minimum Loss 
The output of the ANN (with first time seen data) and the actual experimental val-
ues (coming from direct measurements in the most important torrential streams of 
the island) were used as input to the RSVM. Also the weights of the output Layer 
of the BP ANN were input to the SVM to determine the actual risk according to 
formula 13, [27],[29]. 
In both cases the actual measured values were subtracted from the ANN output 
ones in order to estimate the maximum value. For the case of AAMWS ε was de-
fined to be equal to 4.5 almost equal to the maximum difference between the pre-
dicted and the measured values. This value of φ defines the width of a specific 
tube. Based on formulae 11 and 12 and on the values of the weight vector W of the 

developed ANN, ∑
=

l

i 1

ξ = 4.6608 whereas *
1
∑
=

l

i
ξ = 4.924 where constant C was 

defined to have a low value of. 0.1. 
Based on these values and using formula 13, the final estimation for the value of 
risk R for AAMWS was equal to 0.204.  
The following estimations were performed for the SWF. According to formulae 11 
and 12 and using the values of the weight vector W of the developed ANN, the 

∑
=

l

i 1
ξ = 3.289 whereas *

1
∑
=

l

i
ξ = 0.935 where C=0.1 and ε was defined to be 

equal to 1.4 almost equal to the maximum difference between the predicted and 
the measured values.  
Finally the risk R for the Special Water Flow was estimated using formula 13 to 
have a value of 0.1998. In both of the cases the risk was quite low showing that 
the ANN prediction values include quite low risk. This means that the degree of 
loss is quite low for the ANN predicted values, compared to the actual ones. 
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Table 2: The BP ANN output compared to actual measurements in Testing 

Special Water Flow 
Average Annual Maximum Water 

Supply 

Actual Ex-
perimental 

Measurements 
y 

ANN 
Output 

f(X,w) for 
SWF  

Tube 
width 
value φ 

for 
SWF 

Actual Ex-
perimental  

Measurements 
y 

ANN 
Output 

f(X,w) for 
AAMWS 

Tube 
width 
value φ 

for 
AAMWS 

4.97 3.754 1.4 180.94 196.01 4.5 
11.07 11.562  81.69 80.84  
5.11 4.11  176.36 191.628  
9.11 10.588  98.84 94.279  
4.64 3.355  190.77 205.605  

10.45 11.745  86.44 83.275  
14.28 13.206  63.28 66.413  

7 6.349  128.9 140.593  
11.27 11.117  80.07 80.146  
6.59 5.458  136.54 154.573  

 
6. Conclusion 

 
The developed OANN for the case of Thasos island, has proven its ability to esti-
mate the AAMWS and the SWF successfully and reliably and most of all its abili-
ty to generalize with first time seen data. This has been proven not only by the in-
struments used in the Training and Testing phases but also from the low risk 
estimation that was done by an ERSVM. Water management experts should con-
sider the estimations of the ANN for each watershed in order to design specific 
measures and the proper actions towards an orthological management of the exist-
ing water supplies in the mountainous watersheds. In this way the Torrential Risk 
and the Risk of water lack can be reduced. 
Thus not only a useful and reliable tool has been developed for the water man-
agement of Thasos but also the potential use of ANN on a wider scale has been 
proven. More similar applications can be developed for other areas with available 
data. The modeling methodology is innovative and it uses a lot of modern instru-
ments and algorithms that evaluate its performance from various perspectives.  
Of course we can not claim that this model has covered all of the parameters de-
termining the AAMWS and its corresponding SWF. With this volume of data 
(twenty torrential streams concerning a period of thirty years) using the eight men-
tioned input parameters this study can be considered as a successful preliminary 
one. The results of this research effort have a limited scope for the area of Thasos, 
but the modeling methodology can be applied in any place. However it can only 
be considered a preliminary one. A future effort with more data series concerning 
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perhaps more variables, will determine beyond any doubt the final structures of 
the proper ANN.  
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Abstract: This paper presents a data mining system being capable of automatically 
estimating and updating a large-size matrix for environmental accounting. Envi-
ronmental accounting addresses how to correctly measure greenhouse gas emis-
sion of an organization. Among the various environmental accounting methods, 
the Economic Input-Output Life Cycle Assessment (EIO-LCA) method uses in-
formation about industry transactions-purchases of materials by one industry from 
other industries, and the information about direct environmental emissions of in-
dustries, to estimate the total emissions throughout the whole supply chain. The 
core engine of the EIO-LCA is the input-output model which is in the format of a 
matrix. This system aims to estimate the large-size input-output model and con-
sists of a series of components with the purposes of data retrieval, data integration, 
data mining, and model presentation. This unique system is able to interpret and 
follow users’ XML-based scripts, retrieve data from various sources and integrate 
them for the following data mining components. The data mining component is 
based on a unique mining algorithm which constructs the matrix from the histori-
cal data and the local data simultaneously. This unique data mining algorithm runs 
over the parallel computer to enable the system to estimate a matrix of the size up 
to 3700-by-3700. The result demonstrates the acceptable accuracy by comparing a 
part of the multipliers with the multipliers calculated by the matrix constructed by 
the surveys. The accuracy of the estimation directly impacts the quality of envi-
ronmental accounting.  

1. Introduction 

Environmental protection has caught more and more attention, while the climate is 
becoming more unpredictable. Instead of a particular protection technique such as 
water cleaning, environmental accounting brings environmental costs to the atten-
tion of corporate stakeholders who may be able and motivated to identify ways of 
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reducing or avoiding those costs while at the same time improving environmental 
quality. 

In order to report the environmental cost of the activity of an organization, envi-
ronmental accounting requires proper methodologies to correctly measure the en-
vironmental impact such as greenhouse gas emission [1]. There are several ac-
counting approaches of measuring emission, such as auditing and triple bottom 
line methods (TBL) [2]. The TBL method captures an expanded spectrum of val-
ues and criteria for measuring organizational (and societal) success: economic, 
ecological and social. With the ratification of the United Nations TBL standard 
for urban and community accounting in early 2007, this became the dominant ap-
proach to public sector full cost accounting [3]. The traditional accounting method 
only measures success regarding the economic, but ignore other two. A life cycle 
assessment (LCA) is the investigation and valuation of the environmental impacts 
of a given product or service caused or necessitated by its existence, and an evalu-
ation of the environmental impacts of a product or process over its entire life 
cycle. Environmental life cycle assessment is often thought of as "cradle to grave" 
and therefore as the most complete accounting of the environmental costs and 
benefits of a product or service [4]. Among the various LCA methods, the Eco-
nomic Input-Output Life Cycle Assessment (EIO-LCA) method uses information 
about industry transactions - purchases of materials by one industry from other in-
dustries, and the information about direct environmental emissions of industries, 
to estimate the total emissions throughout the supply chain [4]. In the EIO-LCA 
method, the input-output model is the key engine. The input-output model simply 
uses a matrix representing the intra-industry flows and the flow between industrial 
sections and consumption or the flow between the value-added section and the in-
dustrial section. Because the economic constantly evolves, the input-output model 
needs to be updated at least annually to reflect the new circumstance. Unfortunate-
ly, in most countries such as Australia, the input-output model is only constructed 
every 3-4 years, because the large amount of monetary and human cost is in-
volved. The Centre for Integrated Sustainability Analysis (ISA), University of 
Sydney, is developing a data mining system to estimate and update the input-
output model at different level on a regular basis. 

The past decades have seen the booming supply of data from various sources, and 
large amounts of data regarding the environment and economic can be accessed. 
Unavoidably, data from various sources has various structures and ways of 
represent their underlying meaning. It is a time-consuming process to restructure 
the various types of data into a single structure and estimate the matrix. In many 
cases, this kind of integration and matrix estimation operation becomes a daily 
routing task in order to keep the information up to date. The proposed system aims 
to automate the whole process and reduces the manual intervention and much hu-
man’s involvement.  
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2. System Design 

The whole system consists of functional components: data retrieval, data integra-
tion, data mining and model presentation. The row data is retrieved from various 
data sources, and restructured and integrated into a data mining model. Then the 
data mining model is fed into the data mining algorithm and consequently solved 
by the optimization engine. The result from the data mining algorithm is the final 
result that is an estimated matrix.  
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Structure of the System 

The data retrieval component acts as interfaces to all types of datasets including 
greenhouse gas emission measurement, macro and micro economic data that are 
stored in various formats such as Excel files, databases etc. The data integration 
component unifies these heterogeneous datasets to a single format, integrates and 
restructures the data retrieved by the previous component and presents the result 
for data mining. The data mining component is the core of the whole system. In 
this component, a unique data mining algorithm is designed to estimate the matrix. 

3. Data Integration 

The data integration component includes two main sub-modules: the structure 
builder and the model constructor. The structure builder constructs the tree struc-
ture that we will discuss in detail later, and the model constructor constructs the 
mining model for the following data mining component. Within the model con-
structor, there are two processes to restructure the data: 1) require the interfaces to 
retrieval data from various sources and integrate them, and 2) restructure and as-
sign the meaning to the data according to the previous tree structure and users’ 
specification and populate the mining model.   
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Fig 2. Data Integration Component  

The first step is to construct the tree structure. The tree structure is pre-required 
for restructuring data collected from various sources. An example of the tree struc-
ture (See Fig 3) is a three-level tree representing the Australian Economic, one 
branch of which represents the sheep industry section within the New South 
Wales, a state of Australia. If the numerical indices are employed instead of their 
names, the sheep industry section within the New South Wales, a state of Austral-
ia can be written in [1,1,1] which means the first leaf in the first branch of the first 
tree. 

 

 

 

 

Fig 3, An Example of Tree Structure 

The row and column of the matrix is defined by this tree structures, thereby the 
matrix is defined by the tree structures.  The tree structure is unnecessarily with 
three levels. For example, a matrix (see Figure 4) can be organized by one three-
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level tree at the row side and one two-level tree at the column side. The coordinate 
of one entry, say 1X , can be defined as by [1,1,1] at the row side and [1,1] at the 

column side. That means the entry, 1X , defined by a three-level tree structure and 

a two-level tree structure at the column side. The tree structure is crucial to assign 
the meaning to the data retrieved from various sources, since the coordinates of 
entries are completely determined by it. 

 China (1) 

Shoe (1) Retail (2) 

Australia 
(1) 

NSW (1) Sheep (1) 23.01 =X  2X  

Oil (2) 3X  4X  

VIC (2) Sheep (1) 5X  6X  

Oil (2) 7X  8X  

Fig 4, An Example of the Matrix Defined by the 3-level Tree and the 2-level Tree 

Considering the difference between applications, a dynamical structure of resul-
tant matrix provides the flexibility to expand this software system to different ap-
plication. On the other hand, the flexibility of the structure makes the system to be 
available to various level of implementation. For example, there is huge difference 
between the structures of resultant matrix at the national and at the corporate level, 
as the operations within a corporate are much simpler than those of a nation in the 
most cases. The dynamic of the structure is introduced by a multi-tree structure 
like Figure 3.  

Considering the complexity of the model, a Meta language is introduced to pro-
vide users’ an easy way to organize their data. The Meta language must be com-
pact and accurate to make the description to be readable and useful. It is unrealis-
tic to write hundred thousands of code to describe a single model at a daily base. 
The meta language we create is based on the coordinate of the valuable in the re-
sultant matrix. For example, the coordinates of one entry is written as [1, 1, 1 -> 1, 
1]. The value of this entry 1X  is indicated as the (0.23) [1, 1, 1 -> 1, 1] (See Fig-

ure 4). The system will fill the 0.23 in the cell with the coordinate [1, 1, 1] at the 
row side and [1, 1] at the column side. Consequently, this script indicates that 
0.23m dollar worth of sheep products are transferred to the shoe industry in China. 
Some other notations are also included in order to improve the flexibility and effi-
ciency of the Meta language. Therefore, users’ specification is a set of XML-based 
files including some scripts written in the meta language. This kind of XML-based 
file indicates the system where to find the data source, how to retrieval the desired 
information from these sources and where to allocate the data into the optimiza-
tion model.  
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4. Temporal-Spatial Mining with Conflict Information 

The data mining component is the core engine of the whole system. In this com-
ponent, a unique data mining algorithm is designed to estimate the matrix. This 
mining algorithm utilizes two types of information: the historical information 
which contains the temporal patterns between matrices of previous years, and the 
local information within the current year. For example, this local information can 
be the total output of the given industry within the current year, or the total green-
house emission of the given industry. The simplified version of the mining algo-
rithm can be written in the format of an optimization model as below:  

])([
1

2

1
∑

+
+

−

i

ieXXdisMin
εε

, subject to: CEGX =+  (1) 

where:  
X  is the target matrix to be estimated , X  is the matrix of the previous year, E  

is a vector of the error components T
iee ],...,[ 1  

dis is a distance metric which quantifies the difference between two matrices.  
G  is the coefficient matrix for the local constraints 
C  is the right-hand side value for the local constraints.  
As the dis metric has many variety, the one used in this paper is the 

2)(∑ − ii XX .  

The idea here is to minimize the difference between the target matrix and the ma-
trix of the previous year, while the target matrix satisfies with the local regional 
information to some degree. For example, if the total export of the sheep industry 
from Australia to China is known as 1c , then CEGX =+  can be 
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ce  . The reason why it 

is introduced is to solve the conflicting information. Very often the data collected 
from different sources is inconsistent between each other, and even conflicting. 
For example, the number of export of Australian Sheep industry reported by the 
Australian government may be not consistent with the number of import from 
Australian Sheep by the Chinese government. Here ie  is introduced to balance 

the influence between the conflicting information, and reaches a tradeoff between 
the conflicting information.  
This mining algorithm assumes the temporal stability, which assumes the industry 
structure of a certain region keeps constant or has very few changes within the 
given time period. This assumption is often required to be verified for long time 
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period. Within the short time periods, dramatic change of the industry structure is 
relatively rare.   
Traditional data mining only employs the single data mining techniques, such as 
the temporal model or spatial model.  But two-dimensional data mining algorithm 
can integrate two types of the data mining models, thereby maximally utilize the 
available information. In our case, )( XXdis −   models the temporal information 

of the input-output models between years, and CEGX =+  models the spatial or 
other type of regional information of the input-output model within the current 
year.  
The reason why the temporal-spatial mining algorithm is suitable to this system is 
due to the unique characteristics of the datasets that the system aims to process. 
The datasets often contain the temporal patterns between years, such as the trend 
of the carbon emission of certain industry sections, and also much spatial informa-
tion regarding the total emission within a certain region such as national total 
emission and state total emission. On the other hand, it is very common that either 
of datasets is not comprehensive and imperfect and even the conflicts between the 
datasets exist. Thereby, the mining algorithm is required to consolidate the con-
flicted datasets to uncover underlying models.  

5. Experimental Results 

The direct evaluation of a large-size matrix is a rather difficult task. A thousand-
by-thousand matrix contains up to ten million numbers. Simple measurements 
such as the sum do not make too much sense, as the important deviation is sub-
merged by the total deviation which normally is far larger than the individual 
ones. The key criterion here is the distribution or the interrelationship between the 
entries iX  within the matrix: whether the matrix reflects the true underlying in-

dustry structure, not necessary the exactly right value, at least the right ratios. Dur-
ing the experiment, the coefficient 1ε  in the equation (1) is tuned to fit the data 

properly. Here three examples are presented to demonstrate the effects of the tun-
ing.  
Darker the color is, the smaller the value of the entry will be. From three pictures 
(See Figure 5), while 1ε  is set smaller, the mining algorithm pushes the model 

toward the first part of the equation (1).  
Often, we estimate the result of experiments by two methods: direct comparison 
and indirect comparison between the multipliers of the matrices. The comparison 
between a part of the resulting input-output table and the available survey data ex-
amines the quality of the result of the experiment under the microscope, but it 
hardly gives the overall quality.  
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with the coefficient 11 =ε  

Figure 5: Three pictures by the turning the coefficient 1ε  

The multipliers in the input-output framework reflect the aggregated impacts of 
the final demand changes on the upstream industries [5]. The information con-
tained by the multipliers is very similar to the sensitivity analysis in general statis-
tics. The general formula of constructing the multipliers is:  

1)( −−= AIDM  

where M is the multiplier, I is the identity matrix, D is the change in the final de-
mand, and A is the technique coefficients matrix, each entry of which is 

∑
=

n

i
ii XX

1
/ . Here, iX  is a value from the matrix estimated by the equation (1). 

More detailed explanation is available at [5]. This multiplier counts the impact of 
the change on the whole upstream industries, and not only the direct supply of the 
final demand. Any deviation occurring in the upstream industries from the under-
lying true structure will be amplified and reflected on the multipliers. Thereby, the 
multipliers send an indirect warning signal to imply the deviation occurring on the 
upstream.  
Here a part of the multipliers are used to measure the quality of the resulting ma-
trix. This matrix aims to calculate the total water usage of the different industries 
in Australia. A part of the data is collected from the Water Account reports pro-
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duced by the Australian Bureau of Statistics [6]. In the following tables, the direct 
intensity indicates the direct usage of the water by the industry, and total multip-
liers aggregate the whole upstream water usage of the industry.  

Industry 
Water Usage 

(ML) 
Final De-

mand (K$) Direct Intensity 
Total Multip-

lier 
Sheep and 
lambs 385360 2198275 0.175306192 0.229353737 
Wheat 795403 4442246 0.179059807 0.27047284 
Barley 193433 1080896 0.178962619 0.235765397 
Beef cattle 1557332 8872487 0.175528219 0.265691956 
Untreated milk 
& Dairy cattle 2275602 3687201 1.233958 1.46699422 
Pigs 150566 847785 0.177604301 0.273531332 
Poultry & 
Eggs 

312984 
 

1811428 
 

0.288054 
 

0.47927187 
 

Sugar cane 1269012 346329 3.664307556 3.720540595 
Vegetables & 
Fruit 862027 3747712 0.262444 0.3157365 
Ginned cotton 2120 2534832 0.000836372 0.297221617 
Softwoods 141702 809463 0.175060473 0.236982027 
Hardwoods 53954 307576 0.175416808 0.239130312 
Forestry 150577 860234 0.175046587 0.229861225 
Black coal 159409 18603943 0.008572854 0.10262849 

Table 1: Estimated Multipliers 
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Figure 6: Comparison between two series of multipliers 

From the above plot (see Figure 6) comparing the two series of the multipliers, 
two series basically follow the same pattern, which indicate the industry structure 
is estimated properly. However the estimated multipliers are more volatile than the 
true underlying multipliers. This phenomenon indicates the estimated multipliers 
amplify the errors introduced to the upstream industries.   
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6. Conclusion 

To the best of our knowledge, this system is the first data mining system for esti-
mating the input-output tables for environmental accounting. The unique characte-
ristics of the data for environmental accounting determine the data mining system 
must be capable of dealing the temporal and spatial data simultaneously. At the 
same time, the large size of the estimated matrix makes it a difficult task to check 
the quality of the matrix. This paper presents a completed data mining system 
starting from data collection to data mining and presentation. According to the re-
sult of the experiments, the system successfully produces the input-output tables 
for the triple bottom line methods (TBL) in environmental accounting. This sys-
tem makes environmental accounting a rather easy task without a huge amount of 
work to collect and update both data and model. Before this system, this kind of 
collection and updating work costs months of work, but now it takes only a few 
days with the consistent quality.   
There are still many places to be further investigated. For example, the mining al-
gorithm can incorporate more historical data by including the data of a few pre-
vious years instead of the data of the immediate previous year in the current mod-
el. It requires much larger computational ability, and we are investigating the 
algorithms over the parallel computing which will bring enormous power to 
process extremely large datasets.  
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Abductive Reasoning in Environmental Decision
Support Systems

Franz Wotawa, Ignasi Rodriguez-Roda, and Joaquim Comas

Abstract Decision trees and rule-based system including variants based on propo-
sitional and fuzzy logic have been the method of choice in many applications of
environmental decision support systems. Reasons are the ease of use, the capabil-
ity of representing uncertainty, and the fast computation of results at runtime when
using decision trees or other similar means for knowledge representation. Unfor-
tunately there are drawbacks related with these modeling paradigms. For example,
the cause-effect relationships between quantities are not captured correctly. The re-
sulting model is well appropriated for a certain purpose but can hardly be re-used.
Moreover, maintaining the knowledge base can be an intricate task. In this paper we
focus on the problems related with decision trees in the context of environmental
decision support systems using an example from the domain. We further present ab-
ductive reasoning as an alternative for modeling and show how these technique can
be easily implemented using existing techniques.
Keywords: environmental decision support systems, abductive reasoning, modelling

1 Introduction

Decision support systems gain importance. This holds especially in the environmen-
tal domain where decisions have to be drawn but where knowledge is not commonly
accessible and not easy to obtain. In most cases environmental decision support sys-
tems like [1, 2] are based on decision trees, rule-based systems, case-based systems,
or fuzzy logic. Although, these methodologies have been successfully used in prac-
tical applications, e.g., [16], they have some drawbacks. One drawback is that the
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models used are different from the models used in physics or chemistry. Hence, it
is necessary to rewrite the model in order to fit the purpose. On the other hand there
is the advantage that decisions can be easily obtained from the models and thus
explaining the reasons behind a decision is easy.

In order to make modeling straightforward without loosing the capabilities of
providing a decision and the reasons behind in an easy way, model-based reasoning
has been developed. In model-based reasoning a model is directly used to provide
solutions for a problem like diagnosis. The model itself should be as close as pos-
sible to the original model. Model-based reasoning has been successfully applied to
diagnosis [17]. There are applications also in the environmental domain. See for ex-
ample the work by Struss and colleagues [12, 13, 18, 14]. All described applications
are based on consistency-based diagnosis where models of the correct behavior have
to be available. However, there is another methodology for model-based reasoning
which relies on abductive reasoning. In abductive reasoning models of the faulty
behavior have to be formalized in order to get an explanation for a given problem.
In the environmental domain the faulty behavior is usually known as well as their
consequences. Hence, abductive reasoning seems to provide a good foundation for
environmental decision support systems.

In this paper, we discuss the problems behind decision trees and other similar
methods used for modeling in detail by means of using a knowledge-based model
to detect the risk of microbiology-related solids separation problems, which is one
of the main critical perturbation in the biological treatment of wastewater. After-
wards we introduce abductive reasoning and present an algorithm that allows for
computing minimal explanations. Finally, we give a brief presentation of our imple-
mentation and a conclusion.

2 Problem description

In this section we discuss modeling using decision trees in detail. We use Comas et
al. [2] decision tree model that is used to predict the risk of bulking, foaming, and
rising sludge, microbiology-related operational problems when simulating biologi-
cal wastewater treatment. Beside the decision trees for the different types of risks the
authors give a verbal explanation and tables where the involved parameters and their
corresponding risks are related to each other. In order to be more comprehensive we
focus on only one simplified phenomenon, i.e., the risk of foaming. According to
Comas et al. [2] the risk of foaming is influenced by the food-to-microorganism ra-
tio (F/M fed), the sludge residence time (SRT), the dissolved oxygen concentration
(DO), and the ratio between readily biodegradable substrate concentration (Ss) and
the slowly biodegradable substrate concentration (Xs). The verbally given explana-
tions relate these parameters to the growth of certain microorganism, i.e., Nocar-
dioforms and Microthrix parvecilla, which cause two different types of foaming.
The given explanation is modeled using decision trees. Figure 1 depicts the given
decision tree. Moreover, the authors also specify the behavior by means of a table.
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SRT

DO

F/M_fed

Low or
significant 
oscillations

High

Low

Very High

Risk of FOAMING due to
low F/M ratio

SRTF/M_fed

Very High

High

Ss/Xs

Risk of FOAMING due to high readily 
biodegradable organic matter fraction

Very Low

Fig. 1 Decision tree for evaluating the risk of foaming taken from [2]

In the given table each entry specifies a qualitative value for the risk of foam-
ing given a qualitative value for a parameter. In order to be self contained the table
representing the knowledge stored in the left decision tree of Figure 1 is given in
Table 1 ignoring the DO parameter. Beside the fact that the DO parameter is not
represented it is interesting to note that the authors use a qualitative representation
for the parameters and the risk assessment. To obtain a qualitative representation of
a parameter value requires an additional step. In the case of Comas et al. [2] a fuzzi-
fication step is used. After obtaining a qualitative value for the risk defuzzification
can be used to finally receive a quantitative risk value.

Table 1 Table representing the knowledge behind foaming due to low F/M

F/M fed
SRT Low Normal High Very High
Very Low Low Low Low Low
Low Low Low Low Low
Normal Moderate Low Low Low
High High Moderate Low Low
Very High High Moderate Low Low

Given the table and the decision trees it becomes obvious that the original de-
cision tree does not represent the cases where the risk assessment is at the level
moderate or low. Moreover, the decision trees from Figure 1 should be put together
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in order to represent the whole knowledge at once. Both of these weaknesses of the
original decision tree model from [2] can be easily incorporated in a decision tree
by introducing new leaf nodes for the different sort of risk assessments and new
connections. However, there are other issues which hardly can be tackled in such a
simple way.

Consider the SRT values given in Table 1. If SRT is known to be low the foaming
risk is low and there is no need to know any value for F/M anymore. Hence, the size
of the decision tree, which corresponds to the number of decisions, depends on the
ordering of the decision. Algorithms for decision tree induction take care of the size
of the decision tree by selecting the optimal ordering of decisions to be taken. But
even in the case of optimal orderings a decision tree requires to answer decisions
that need not to be answered always. Hence, decision trees cannot adapt to certain
situations. We term this problem as poor flexibility problem.

Another drawback of decision trees is that the absence of knowledge cannot be
handled appropriately. In particular it is hardly possible to conclude any default
knowledge. For example, it might be useful to assume that there is a low risk of
foaming in case we have no knowledge at all. Such reasoning can only be repre-
sented if adding a new decision asking whether there is knowledge available or not.
However, in this case the knowledge that no knowledge is there is now explicit
available, which is not the same in default reasoning where something can be con-
clude unless it contradicts given knowledge. Therefore, decision trees lack handling
default reasoning in case of unavailable knowledge.

Since decision trees are constructed in a way that supports a certain task, they
usually do not represent the whole knowledge available. For example, in the waste
water treatment plant domain there is knowledge regarding the growth of certain
microorganisms as function of parameters. In the decision tree this knowledge is
not represented. Instead only decisions regarding parameter values are represented.
Decision trees represent a sequence of questions to be answered by the user in order
to distinguish final conclusions. Hence, it is not necessary to represent all cause-
effect relationships, which do not support this task. The fact that decision trees are
not complete representations of models for a domain is a problem for extracting
knowledge to be generally used.

Because of the mentioned problem of decision trees, i.e. the:

• the poor flexibility,
• the absence of default reasoning capabilities, and
• the incompleteness

they are usually hard to maintain. In many cases small changes of the underlying
theory causes huge changes of the decision tree. This might not be a problem in
cases where either the domain knowledge is small or not very much elaborated, or
where the decision tree is automatically extracted from a set of data. In the latter
case the decision trees help to extract useful information regarding relationships of
certain parameters.

Modeling in the domain of natural sciences is a difficult and time consuming
task. In many cases especially when explanations are important the models repre-

AIAI-2009 Workshops Proceedings [273]



sent cause-effects relationships because effects can be explained in terms of their
causes. In most cases decision trees do not capture cause-effect relationships. In-
stead decisions are based on effects whereas the leaf nodes represent the causes.
Hence, reasoning is applied from effects to causes and not vice versa. Note that in
our example application, i.e., the risk assessment, someone can argue that the deci-
sion trees indeed represent the reasoning from causes to effects although, the used
causes are not necessarily the root causes from which all explanations start. A more
typical example of the successful use of decision trees for modeling is discussed in
[1] where cause-effect reasoning is not handled correctly.

Given the fact that decision trees are very successfully used in practice a question
arises. Is cause-effect modeling essential in practice? No, this is not the case, and
even from a more philosophical perspective, causality is not the only way of express-
ing explanations in science (see for example [15]). However, as already mentioned
causality-based models are usually available when it comes to explanations. Hence,
when using a modeling paradigm like decision trees, which is not able to represent
causality in all cases, we have to convert the cause-effect models into models allow-
ing for reasoning from effects to causes. This conversion is a tedious task because
it requires the elimination of multiple explanations. We always are able to eliminate
multiple explanations. For this purpose distinguishing observations, i.e., decisions,
have to be introduced. In summary, we can say that it is not inevitable for success-
ful practical use to represent cause-effect reasoning in the model but this requires
additional effort in order to eliminate ambiguities in explanation.

In the next section, we discuss an alternative reasoning schema, i.e., abductive
reasoning, which allows using models representing cause-effect relationship directly
and thus avoiding the mentioned problems.

3 Abductive reasoning

Given the problems regarding modeling using decision trees or rule-based systems,
which we discussed in the previous section, we now focus on a different modeling
paradigm. In abductive reasoning the causes are inferred from a logical model rep-
resenting cause-effect relationships. Therefore, the logical model is most closely to
models available. Note that for example in medicine the available model describe
causes, i.e., diseases, and their effects, i.e. symptoms but the medical doctors have
to conclude the disease from the available symptoms. Hence, medical doctors al-
ways use abductive diagnosis. The formalization of this process including therapy
is discussed in [11]. Wotawa [19] describes the application of abductive reasoning
in the environmental domain and focuses on effects. In particular [19] introduces an
algorithm for computing the next optimal observation necessary to reduce possible
explanations. The underlying ideas came from work on consistency-based diagno-
sis, i.e., [17, 8, 9]. The difference between consistency-based diagnosis and abduc-
tive diagnosis is that the former uses the correct behavior only whereas the latter has
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knowledge regarding the behavior in case of faults. Console et al. [4, 3] formally
prove the relationship between abductive and consistency-based diagnosis.

In this section, we focus on the implementation of abductive reasoning. The idea
is to rely on well-known algorithms. In particular we show how assumption-based
truth maintenance systems [5, 6] can be used for computing abductive explanations
for given effects. Before introducing the algorithm we briefly give the basic defini-
tions. For a more detailed explanation we refer the interested reader to [19]. We start
with the definition of knowledge base.

Definition 1 (Knowledge base (KB)). A knowledge base (KB) is a tuple (A,Hyp,T h)
where A denotes the set of propositional variables, Hyp ⊆ A the set of hypothesis,
and T h the set of horn clause sentences over A.

In the definition of KB hypotheses corresponds directly to causes such that for
every cause there is a propositional variable that allows to hypothesis about the
truth value of the cause. Hence, we use the terms hypotheses and causes in an inter-
changeable way. Having knowledge about a system and some observations we are
interested in finding explanations. This leads naturally to the definition of abduction.

Definition 2 (PHCAP). Given a knowledge base (A,Hyp,T h) and a set of obser-
vations Obs⊆ A then the tuple (A,Hyp,T h,Obs) forms a propositional horn clause
abduction problem (PHCAP).

Given a PHCAP we are interested in a solution. Hence, similarly to [11] we
define solutions as follows:

Definition 3 (Diagnosis; Solution of a PHCAP). Given a PHCAP (A,Hyp,T h,Obs).
A set ∆ ⊆Hyp is a solution if and only if ∆ ∪T h |= Obs and ∆ ∪T h 6|=⊥. A solution
∆ is parsimonious or minimal if and only if no set ∆ ′ ⊂ ∆ is a solution.

In this definition diagnoses need not to be minimal or parsimonious. In most
practical cases only minimal diagnoses or minimal explanations for given effects are
of interest. Hence, from here on we assume that all diagnoses are minimal diagnoses
if not specified explicitly.

Example 1. We use the rightmost decision tree from Figure 1 and model the knowl-
edge represented there as KB. We use fm fed, srt, do to represent the involved
variables. foaming risk is used to represent risk of foaming. The values of the
variables are given in parantheses. The horn clauses for representing the knowledge
can be formulated as follows:
fm fed(low) ∧ srt(high) → foaming risk(high)

fm fed(low) ∧ srt(very high) ∧ do(low) → foaming risk(high)

This model is not complete because there are currently no hypothesis specified,
which are of interest to explain a certain observation. In this example we are in-
terested in explaining the assessment of risk. Hence, we introduce the hypotheses
FM fed L, SRT H, SRT VH, DO L that represents certain values of the involved
variables. Extending the KB with information regarding hypothesis requires to add
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the following rules:
FM fed L → fm fed(low)

SRT H → srt(high)

SRT VH → srt(very high)

DO L → do(low)

Moreover, from Table 1 we might conclude that a SRT value that is low or very
low always leads to a low risk. This holds also for F/M fed in case of being high
or very high. Such knowledge can also be introduced in a similar way: FM fed H →
fm fed(high)

FM fed VH → fm fed(very high)

SRT L → srt(low)

SRT VL → srt(very low)

fm fed(high) → foaming risk(low)

fm fed(very high) → foaming risk(low)

srt(low) → foaming risk(low)

srt(very low) → foaming risk(low)

What is missing to complete the KB is information regarding inconsistencies.
Obviously it can never be the case that a variable has different values assigned
at the same time. Hence, we introduce rules like foaming risk(high) ∧
foaming risk(low) → ⊥ to KB where ⊥ represents the contradiction, i.e.,
an always wrong proposition.

¿From the KB we can abductively conclude the following explanations, i.e., di-
agnoses, from the observation foaming risk(high): { FM fed H, SRT H },
{ FM fed H, SRT VH, DO L }. Both diagnoses are parsimonious. { FM fed H,
SRT H, DO L } is also an explanation but not minimal. { FM fed H, SRT H, SRT L
} is not a diagnosis because it leads to an inconsistency.

Abductive reasoning, i.e., providing a parsimonious explanations for observa-
tions given a KB, can be implemented by checking all subsets of the hypotheses
whether they allow inferring the observations in a consistent way. This unfortunately
is not effective in practice. Another way is to rely on available systems and algorithm
for reasoning based on explanations. Assumption-based truth maintenance systems
(ATMS) [5, 6] can be used for this purpose. An algorithm implementing the ATMS
has been provided by de Kleer [7]. Many improvements for computing solutions
based on ATMS has been suggested including [10]. An ATMS also works on KB
defined in this paper when using the word assumptions instead of hypothesis. The
ATMS works on a graph representation of KB. Assumptions, propositions, and the
contradiction are represented as nodes. The contradiction is named NoGood in terms
of the AMTS. The rules are represented as set of connections between nodes. Ev-
ery node in an ATMS has a label. The label comprises all sets of assumptions from
which the corresponding proposition can be derived.

Example 2. The hypothesis FM fed H is represented by a node. The label of this
node is a set comprising the hypothesis because this node is only true if the hy-
pothesis, i.e., the assumption, is assumed to be true. The label of the proposi-
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tion fm fed(high) comprises the set FM fed H because of rule FM fed H →
fm fed(high).

The task of the ATMS is to ensure consistency. This is done by changing the
label of nodes. Each node has a label, i.e., a set of sets of assumptions from which
the node can be inferred and from which the contradicting node cannot be inferred.
The latter requirement causes an ATMS algorithm to remove elements from the
label that also lead to the NoGood. Hence, an abductive explanation for a single
proposition is an element of the label of the corresponding node. Because of the
ATMS these elements provide a consistent explanation and fulfill the definition of
abductive diagnosis. The only thing that remains now is the extension to the case
where we have a set of observations to be explained. This extension can be easily
done by adding a rule where the left side is the conjunction of all observations and
the right side is a new proposition explanation not used in the KB. Hence, the
label of explanation provides all abductive diagnoses for the given PHCAP. The
following algorithm for computing all parsimonious abductive explanations relies
on this generalization.
Algorithm abductiveExplanations
Input: A PHCAP (A,Hyp,T h,Obs)
Output: All minimal diagnoses

1. Store T h in an ATMS
2. Add the rule

∧
o∈Obs o → explain to the ATMS where explain is not an

element of A.
3. Return the label of explain as result.

4 Implementation

We have implemented an abductive reasoning system based on an ATMS using the
programming language Java. Figure 2 depicts the main window of our implementa-
tion where the user can edit, save, or load a KB. Instead of ∧ ,→, and⊥ a comma ’,’
’->’, and ’false’ are used. To distinguish hypothesis from ordinary propositions the
former start with a capitalized character. Moreover, every rule has to be ended with
a period ’.’. The KB given in Figure 2 is the one discussed in Example 1. Figure
3 shows the window where the results are presented to the user. The label of the
NoGood as well as the label of the node foaming risk(high) are given. For
the latter we obtain the result also given in Example 1. The labels of the other nodes
can be obtained by expanding the nodes.

Beside the given small abductive theory we tested out implementation on other
KBs having from 10 to about 50 rules and from about 4 to 12 hypotheses. For all
examples, the running time was less than 10 ms on a standard notebook. Because
of the fact that the computational complexity of the underlying problem is expo-
nential, we do not expect to be able to handle larger systems comprising hundreds
of hypotheses. However, in the environmental domain the number of hypotheses
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Fig. 2 The main GUI of our implementation Fig. 3 The GUI providing the obtained
results

is expected not to be too high. It is worth noting that the current implementation
does neither use the most well elaborated ATMS algorithm nor is itself optimized.
Hence, for the desired domain and given today’s computational power, the proposed
methodology seems to be appropriated.

5 Conclusion

The purpose of this paper is twofold. First, it discusses problems related to currently
used techniques for environmental decision support systems, which often rely on de-
cision trees, rule-bases, or fuzzy logic. Problems are the missing flexibility, failing
to model default reasoning, and incompleteness. These problems may not impact
a certain application. However, they prevent the models to be adapted and used in
other applications. Moreover, in most cases creating and maintaining such models
is not as easy than expected. Second, the paper provides a solution to the men-
tioned problem. In particular we propose the use of abductive reasoning as basis for
environmental decision support systems. In abductive reasoning models based on
cause-effect relationships can be directly used. Moreover, default reasoning is also
possible.

¿From a practical view the use of abductive reasoning for applications has been
limited because of the unavailability of tools that can be used by people who are not
expert in logical-based modeling. Currently, there is an implementation available
but the development of models might still not be that easy. In the future we want
to focus on usability regarding modeling. Moreover, the whole process of decision
making has to be captured by an implementation. Hence, getting more information
in a smart way has to be ensured. Again we leave this topic for future research.
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3. Console L, Dupré D. T et al (1991) On the relationship between abduction and deduction.
Journal of Logic and Computation, 1(5):661–690.

4. Console L, Torasso P (1990) Integrating models of correct behavior into abductive diagnosis.
In Proceedings of the European Conference on Artificial Intelligence (ECAI), pages 160–166,
Stockholm. Pitman Publishing.

5. De Kleer J (1986) An assumption-based TMS. Artificial Intelligence, 28:127–162.
6. De Kleer J (1986) Problem solving with the ATMS. Artificial Intelligence, 28:197–224.
7. De Kleer J (1988) A general labeling algorithm for assumption-based truth maintenance. In

Proceedings AAAI, pages 188–192, Saint Paul, Minnesota, Morgan Kaufmann.
8. De Kleer J, Williams B. C (1987) Diagnosing multiple faults. Artificial Intelligence, 32(1):97–

130.
9. De Kleer J, Mackworth A. K et al (1992) Characterizing diagnosis and systems. Artificial

Intelligence, 56.
10. Forbus K. D, De Kleer J (1988) Focusing the ATMS. In Proceedings AAAI, pages 193–198,

Saint Paul, Minnesota, Morgan Kaufmann.
11. Friedrich G, Gottlob G et al (1990) Hypothesis classification, abductive diagnosis and ther-

apy. In Proceedings of the International Workshop on Expert Systems in Engineering, Vienna.
Springer Verlag, Lecture Notes in Artificial Intelligence, Vo. 462.

12. Heller U, Struss P (1996) Transformation of Qualitative Dynamic Models – Application in
Hydro-Ecology. In Proceedings of the 10th International Workshop on Qualitative Reasoning,
pages 83–92. AAAI Press.

13. Heller U, Struss P (1997) Conceptual Modeling in the Environmental Domain. In Proceed-
ings of the 15th IMACS World Congress on Scientific Computation, Modelling and Applied
Mathematics, volume 6, pages 147–152, Berlin, Germany.

14. Heller U, Struss P (1998) Diagnosis and therapy recognition for ecosystems - usage of model-
based diagnosis techniques. In 12th International Symposium Computer Science for Environ-
mental Protection (UI-98), Bremen.

15. Okasha S ( 2002) Philosophy of Science - A Very Short Introduction. Oxford University
Press.

16. Poch M, Comas J et al (2004) Designing and building real environmental decision support
systems. Environmental Modelling and Software 19(9):857–873.

17. Reiter R (1987) A theory of diagnosis from first principles. Artificial Intelligence, 32(1):57–
95.

18. Struss P (1998) Artificial intelligence for nature - why knowledge representation and problem
solving should play a key role in environmental decision support. In O. Herzog and A. Günter,
editors, KI-98: Advances in Artificial Intelligence, LNAI 1504. Springer Verlag, Berlin.

19. Wotawa F (2009) On the use of abduction as an alternative to decision trees in environmental
decision support systems In 1st International Workshop on Intelligent Systems for Environ-
mental Engineering and EcoInformatics (i-Seek), Fukuoka, Japan.

AIAI-2009 Workshops Proceedings [279]



Supporting Decision Making in Maritime 
Environmental Protection with a Knowledge-
based Education and Awareness Approach 

Konstantinos Kotis 

University of the Aegean, Dept. of Information and Communication Systems Eng., AI-Lab, 
Karlovassi, Greece, kotis@aegean.gr 

Andreas Papasalouros 

University of the Aegean, Dept. of Mathematics, Karlovassi, Greece, andpapas@aegean.gr  

Nikitas Nikitakos 

University of the Aegean, Dept. of Department of Shipping Trade and Transport, Chios, 
Greece, nnik@aegean.gr  

Abstract   In this paper we present an approach which aims to support learners in 
general and environmental decision makers in particular, towards effective deci-
sion making in maritime environmental pollution via education and awareness of 
specific maritime environmental pollution policies. We build on previous work 
concerning the automatic construction of multiple-choice questions from 
ontologies (automatic assessment) and extend it by integrating if-then rules 
towards building an environmental knowledge base for maritime pollution. Pre-
liminary evaluation of this work is conducted with a prototype environmental pol-
lution (focused on maritime pollution with oil) ontology in OWL and example 
rules in SWRL for capturing knowledge related to diagnosis, response and envi-
ronmental-change events of oil spill pollution.  

Introduction 

Expert systems for environmental pollution have been around some time (e.g. 
Meech and Veiga 1997; Ceccaroni et al 2004; Harzikos et al 2008; Karatzas and 
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Kaltsatos 2007). AI researchers have been working on this topic integrating also 
new technologies coming from the Semantic Web e.g. (Ceccaroni et al 2004). 
Work has been done on SWRL to support decision making in knowledge bases for 
other domains such as Transportation (Gang et al 2008) or Dental domain (Seon 
and Hong-Gee 2006). Although decision making seems to be well supported on 
this area, to the best of our knowledge there isn’t much that have been done to 
support environmental decision makers via education and awareness. Intelligent 
Tutoring Systems (ITS) provide direct customized instruction or feedback to 
learners whilst performing a task implementing “learning by doing”. ITS have 
been recently proved proper candidates for tackling such issues, using technologi-
cal advances of Artificial Intelligence techniques in the service of environmental 
awareness/education and decision making support. 

ITS’s consist of four different subsystems or modules: the interface module, 
the expert module, the student module, and the tutor module1

An ITS is only as effective as the various models it relies on to adequately 
model expert, student and tutor knowledge and behavior1. Thus, building an ITS 
needs careful preparation in terms of describing the knowledge and possible beha-
viors of experts, students and tutors. This description needs to be done in a formal 
language in order that the ITS may process the information and draw inferences, 
automatically generating new knowledge as feedback or instructions. Therefore 
the knowledge contained in the models should be organized and linked to an infe-
rence engine. It is through the latter's interaction with the descriptive data that tu-

. The interface mod-
ule provides the means for the student (learner more generally) to interact with the 
ITS, usually through a graphical user interface and sometimes through a rich si-
mulation of the task domain the student is learning (e.g., controlling a power plant 
or performing a medical operation). The expert module references an expert or 
domain model containing a description of the knowledge or behaviors that 
represent expertise in the subject-matter domain the ITS is teaching -- often an ex-
pert system or cognitive model. An example would be the kind of diagnostic and 
subsequent corrective actions an expert engineer takes when confronted with an 
oil pollution alarm at sea. The student module uses a student model containing de-
scriptions of student knowledge or behaviors, including his misconceptions and 
knowledge gaps. An apprentice technician might, for instance, not know that an 
oil spill of 200 tones in a small area of sea surface is not a major oil spill event 
(knowledge gap) or he may believe that the designated area of oil spoil is small 
and no action is needed (misconception). A mismatch between a student's beha-
vior or knowledge and the expert's presumed behavior or knowledge is signaled to 
the tutor module, which subsequently takes corrective action, such as providing 
feedback or remedial instruction. To be able to do this, it needs information about 
what a human tutor in such situations would do i.e. the tutor model (Koedinger 
and Corbett 2006). 

1 http://en.wikipedia.org/wiki/Intelligent_tutoring_system  
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torial feedback is generated in order to support environmental decision making for 
diagnosis of environmental damage and selection of appropriate responses/actions.  

In this paper we propose a built-up on our previous work concerning the pro-
posal of an e-learning approach towards the development of an ITS which auto-
matically constructs multiple-choice questions from any domain ontology. Such 
built-up is considered as an extension of the OWL knowledge base by integrating 
SWRL rules. SWRL (W3C 2004b) is a Rule based ontology language, allowing 
users to take advantage of inferencing new knowledge from existing OWL know-
ledge bases, towards an OWL/SWRL-based process. We use the maritime envi-
ronmental pollution as an evaluation domain by representing knowledge needed to 
capture diagnosis, response and environmental-change events of oil pollution. 
Such domain is encoded in a prototype OWL ontology and is used in combination 
to SWRL rules to represent policies and decision making of environmental protec-
tion.  

SWRL has been developed in order to extend OWL language expressivity, 
based on a combination of the OWL-DL and OWL Lite sublanguages of the OWL 
Web Ontology Language (W3C 2004a) with the Unary/Binary Datalog RuleML 
sublanguages of the Rule Markup Language. SWRL describes the knowledge of 
OWL ontology by highly abstract syntax expression, which realized the combina-
tion between the Horn-like rules and OWL Knowledge Base (SHOIN(D)=Σ). 
We use SWRL to formally express productive and deductive rules for diagnosis 
and response (diagnose and react) policies, in cases where OWL itself is not 
enough (we refer to the generic example of “parent(?x,?y) ∧ brother(?y,?z) ⇒ 
uncle(?x,?z)” rule) (W3C 2004b) and the additional expressivity power of SWRL 
is preferred (closer to human way of representing knowledge and easy way of de-

ducing conclusions). The resulted combined knowledge base (Σ, P) is an integra-
tion of SHOIN(D) = Σ and a finite set of rules P. 

To the best of our knowledge, although some work has been done towards us-
ing SWRL in teaching strategies e.g. (Wang et al 2005), there is not any previous 
work that seamlessly, and in an automatic fashion, integrates an OWL-DL/SWRL 
knowledge base with an learning approach to support environmental decision 
making via education and awareness. In this paper we present a work-in-progress 
approach which utilizes an environmental ontology and rules (ITS expert model), 
a set of strategies for identifying the semantics of evaluation  material in the form 
of multiple choice questionnaires (ITS teaching module) and a set of simple tech-
niques for natural language generation (ITS interface module).  

In the current version of the proposed approach, no student module is availa-
ble, thus personalization or complex interaction with students (decision makers) is 
not supported. We conjecture that the approach can be used by beginners in the 
environmental pollution decision making domain. Such users do not need to be 
familiar with the underlining technology of ontologies and knowledge bases, and 
more important, they do not need to be experts in the domain of environmental 
pollution. Users must have obtained basic knowledge from text documents or oral 
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presentations related to the domain prior to their questionnaire-based assessment. 
Such basic knowledge is asserted in the knowledge base manually (currently by 
knowledge engineers in collaboration with domain experts). Automated popula-
tion of the ontology with facts is out of the scope of this work. 

The “EnvOPol” Knowledge Base 

A knowledge base is a collection of models, stored facts and rules that can be used 
for problem solving.  The “EnvOPol” knowledge base (built for experimentation 
reasons) integrates a prototype ontology concerning environmental pollution, fo-
cusing on maritime pollution by oil.  The knowledge has been acquired from Web 
resources related to sea pollution Factsheets2, consulting also the hierarchical de-
scription of environmental entities provided by the Eionet GEMET thesaurus3. 
Furthermore, domain experts and ontology engineers that have been participating 
in the experiment contributed their knowledge either informally or formally using 
ontology engineering tool Protégé4 ver. 3.4, partially following the ontology engi-
neering methodology HCOME (Kotis and Vouros 2006). An OWL-DL version of 
the prototype ontology may be viewed at 
http://www.icsd.aegean.gr/kotis/Ontologies/oilPollution.owl. OWL-DL language 
was selected due to the maximum expressiveness possible while retaining compu-
tational completeness (all conclusions are guaranteed to be computed), decidabili-
ty (all computations will finish in finite time), and the availability of practical rea-
soning. Also, OWL-DL is a W3C standard language for Web Documents and 
applications. Due to space limitations we provide only semantics for a subset of 
the conceptualizations, in order to be able for readers to follow the examples 
(model, facts and rules) presented in this paper. A simple hierarchical caption of 
the ontology is presented in Figure 1. 

A main concept is the oil pollution event (oil_pollution_event ⊑ Event), 
which may be of any type, based mainly on its severity importance (currently we 
have conceptualize disastrous, significant and minor events). Disastrous oil pollu-

tion events (pollution_event_Disastrous_oil_spill ⊑ oil_pollution_event) are de-
fined as events that concern a large region of oil spill, and the severity of their oil 
spill and the severity of their spill volume is characterized as disastrous 

((oil_spill_region_size_on_photo ∋ "large") ⊓ (has_oil_spill_volume_severity ∋ 

oil_spill_volume_severity_disastrous) ⊓ (has_recovery_time_severity ∋ recov-
ery_time_severity_disastrous)).   

2 http://www.ypte.org.uk/environmental-facts.php 
3 http://eionet.eu.int/GEMET  
4 http://protege.stanford.edu/  
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Fig. 1. A hierarchical caption of the ontology taken from Protégé tool 

Similarly we define minor and significant oil spill pollution events. The sever-
ity of oil spill volume and of the recovery time are primitive classes that classify 
severity individual objects created for different measurements of recovery time 
(measured in years) or oil volume (measured in tonnes) respectively. For instance, 
the recovery_time_severity_disastrous individual object describes (with its proper-
ties inherited by the related class) the time needed to recover from an event with a 
disastrous severity i.e. min_severity_value property with a value of 100. 

A response to an oil pollution event is described as another type of event (pol-

lution_event_response ⊑ Event). Based on the severity of a pollution event, we 
distinguish different types of responses, each one initiating different actions for 

recovery (∀initiate_action. pollution_response_action). Each response event is 
related to pollution event e.g. a pollution event response for a disastrous oil spill 
concerns a pollution event of a disastrous oil spill 

(∀concerns_event.pollution_event_Disastrous_oil_spill). An inverse build-in 
OWL property (inverseOf(concerns_event, concerns_response)) ensure that 
events and responses are related in both directions. 

Finally, in order to be able to experiment with reasoning related to environ-
mental change knowledge, another type of event is represented, the event of a 
wind change on the sea surface (sea_surface_wind_change_event ⊑ Event). Such 
an event is recorded by sensor input however in our case only simulation data is 
used for experimentation. Individuals of this event type are different recordings of 
sea surface wind speed (datatype property with allowed values of “low”, “me-
dium”, “high”) at specific time and date of a specific location. 

Using the OWL-DL axioms specified in the KB, we are able not only to assert 
specific oil pollution events that are fully identified (and assign a specific pollu-
tion event response) but also to infer new events by computing inferred types. The 
inference of such knowledge is achieved via a reasoning mechanism (Pellet 1.55

Example rule set A: (“discover which oil pollution events are disastrous based 
on their severity and oil spill size region on a satellite photo” and “retrieve the 
responses available for such a disastrous event”): 

) 
and the proper design of defined classes (necessary and sufficient conditions). 
However, as already stated, the “EnvOPol” knowledge base was extended with 
deductive and production rules in order to represent knowledge for diagnosis and 
response (diagnose and react) using the SWRL formalism. Some example rules 
are provided below: 

1. oil_pollution_event(?e)  
∧ has_oil_spill_volume_severity(?e, oil_spill_volume_severity_disastrous)   
∧  has_recovery_time_severity(?e, recovery_time_severity_disastrous)   

5 http://clarkparsia.com/pellet/  
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∧  oil_spill_region_size_on_photo(?e, "large")  
→ pollution_event_Disastrous_oil_spill(?e)  

2. pollution_event_Disastrous_oil_spill(?e)   
∧ pollution_event_response_for_Disastrous_oil_spill(?r)  
→ concerns_response(?e, ?r) 

3. concerns_response(?e, ?r) → sqwrl:selectDistinct(?r) 

Example rule set B: (“discover which oil pollution events are minor based on 
their severity and oil spill size region on a satellite photo” and “select those which 
need to be upgraded to disastrous because of a sea surface wind change event 
with specific characteristics”): 

1. oil_pollution_event(?e)   
∧ has_oil_spill_volume_severity(?e, oil_spill_volume_severity_minor)   
∧ has_recovery_time_severity(?e, recovery_time_severity_minor)   
∧  oil_spill_region_size_on_photo(?e, "small")  
→ pollution_event_Minor_oil_spill(?e) 

2. sea_surface_wind_change_event(?w)  ∧  time(?w, ?wTime)  ∧  date(?w, ?wDate)  
∧  location(?w, ?wLocation)  ∧  pollution_event_Minor_oil_spill(?e)   
∧  time(?e, ?eTime)  ∧  date(?e, ?eDate)  ∧  location(?e, ?eLocation)   
∧  windSpeed(?w, ?sNew)  ∧  windSpeed(?e, ?sOld)   
∧  swrlb:notEqual(?sNew, ?sOld)  ∧  swrlb:matches(?sNew, "high")   
∧  swrlb:lessThanOrEqual(?eDate, ?wDate)   
∧  swrlb:lessThanOrEqual(?eTime, ?wTime)   
∧  swrlb:matches(?eLocation, ?wLocation)  
→ sqwrl:selectDistinct(?e)  ∧  upgrade_to_disastrous(?e, "true") 

In this human-readable syntax, a rule has the form: antecedent → consequent, 
where both antecedent and consequent are conjunctions of atoms written a1 ∧ ... 
∧ an. 

The “QuGAR-OWL” ITS approach 

QuGAR-OWL (Automatic Generation of Question items from Rules and OWL on-
tologies) is an e-learning approach towards an ITS that generates multiple choice 
questionnaires from populated OWL ontologies in an automatic fashion (Papasa-
louros et al 2008). The approach utilizes ontologies that represent both domain 
and multimedia knowledge. Multimedia questionnaires are currently restricted to 
items with images. For evaluation and experimental purposes we have produced 
results with a number of domain ontologies for text-based questionnaires. The ap-
proach is open to any source of knowledge that can be mapped to OWL semantics 
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and of course to any source that already uses OWL semantics to represent its 
knowledge. Heterogeneous and distributed domain-specific knowledge can also be 
automatically transformed in a QuGAR-OWL-generated questionnaire, given that 
there is an OWL model that these resources can be mapped to (and aligned).  

Certain strategies have been identified and used for selecting the correct an-
swers in question items, as well for selecting distractors (Kehoe 1995). The se-
lected strategies are analytically presented in (Papasalouros et al 2008). Below we 
provide a simple strategy and a related example question automatically generated 
for the maritime environmental pollution ontology. 

• Strategy  A (text-based):  

Choose individuals which are not members of a given class, provided that they 
are members of one of its superclasses. More specifically, if A(a) for some a, then 
correct answer is: A(a). For the distractors selection, we assume that B is a super-
class of A. Then, if B(b), b≠a and b is not an individual of A, then A(b) is a distrac-
tor.  

• Generated Question A: 
 
Which of the following sentences is true? 

A. PERM01 is a pollution event response for Minor oil spill. (C) 
B. PERS01 is a pollution event response for Minor oil spill. (D) 
C. PERD01 is a pollution event response for Minor oil spill. (D) 
D. PERD02 a pollution event response for Minor oil spill. (D) 

 
In the above, only choice A is a correct answer, indicated with (C), since 

PERM01 is an individual of ontology class pollu-
tion_event_response_for_Minor_oil_spill.  The other choices, indicated with a 
(D), are distractors, containing individuals which belong to disjoint sibling classes 
of the above class (OWL disjointWith axiom has been utilized). 

Preliminary work on extending QuGAR-OWL approach to handle rules also 
(specifically SWRL rules) used with problem solving related domains such as the 
environmental protection/pollution domain, proves that it can be used as a support 
tool for improving the effectiveness of decision making via education and aware-
ness of diagnosis/response policies. More specifically, we identify a number of 
new strategies that extend our previous work with text-based and multimedia-
based strategies. In this paper we present the first two rule-based strategies (Strat-
egy B and Strategy C). 

• Strategy B (rule-based): 

Given that d1∧d2∧...∧dm → v1∧v2∧...∧vk is a rule in the knowledge base, 
where x is a variable and C is a class, and one of the atoms v1,v2,...,vk in the head 
of the rule is in the form C(x),  then a multiple choice question item can be formed 
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as follows: The rule provides the semantics for the correct answer and distractors 
are selected among disjoint siblings of or among subclasses of C. As an example 
we assume that the following rule exists in the knowledge base: 

1. oil_pollution_event(?e) 
∧ has_oil_spill_volume_severity(?e, oil_spill_volume_severity_disastrous) 
∧ has_recovery_time_severity(?e, recovery_time_severity_disastrous)  
∧  oil_spill_region_size_on_photo(?e, "large")  
→ pollution_event_Disastrous_oil_spill(?e) 

Based on concept pollution_event_Disastrous_oil_spill, which appears in the 
head of the above rule, this strategy generates question items as in the following 
example. 

• Generated Question B: 

If an oil pollution event has disastrous oil spill volume severity and disastrous 
recovery time and large region size on photo, then the pollution event is a(n): 

A. Disastrous oil spill pollution event (C) 
B. Oil spill pollution event  
C. Minor oil spill pollution event (D) 
D. Significant oil spill pollution event (D) 

In the above example, the correct answer is indicated by (C), while the wrong 
answers (distractors) are indicated by (D) (for presentation reasons only in the pa-
per).  

• Strategy C (rule-based): 

For a rule in the form d1∧d2∧...∧dm → v1∧v2∧...∧vk, if one of the atoms 
d1,d2,...,dk in the body of the rule is in the form C(x), where x is a variable and C 
is a class, then generate a sentence based on the rule as correct answer. Distractors 
are generated by substituting C with one of its super-classes or one of its disjoint 
siblings. 

 As an example, classes pollution_event_Disastrous_oil_spill(?x)  and pollu-
tion_event_response_for_Disastrous_oil_spill(?y) appear as atoms in the head of 
the following rule: 

1. pollution_event_Disastrous_oil_spill(?e) 
∧  pollution_event_response_for_Disastrous_oil_spill(?r)  
→ concerns_response(?e, ?r) 

• Generated Question C: 

Which of the following is correct? 
A. A disastrous pollution oil spill event concerns a disastrous pollution 

oil spill event response. (C) 
B. A pollution oil spill event concerns a disastrous pollution oil spill 

event response (D) 
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C. A disastrous pollution oil spill event concerns a pollution oil spill 
event response (D). 

D. A minor oil spill event concerns a pollution oil spill event response 
(D). 

In current version of QuGAR-OWL, natural language generation is based on the 
names of ontology classes and properties, provided that they follow certain con-
ventions. Future work should tackle the problem of generating natural language 
items from domain-specific OWL and SWRL semantics with further study of 
OWL-to-NLG techniques (e.g. the work presented in Karakatsiotis et al (2007)). 

Conclusion and Future Work 

In this paper, building on our previous work on ITS, we present preliminary re-
sults of novice and original work towards a) a maritime environmental pollution 
knowledge base (model, facts, rules), b) the extension of ITS to handle rules for 
the automatic generation of multiple choice questions, c) the use of the proposed 
ITS extension to support decision making via education and awareness in the do-
main of maritime environmental protection. Since this is a work in progress, we 
need to implement and evaluate the rule-based question generation strategies with-
in the prototype intelligent tutoring system. Furthermore, issues such as interaction 
and feedback should be explored since currently we only consider interaction 
within the task of capturing multimedia knowledge by annotating images, and we 
generate feedback only from the correct/wrong answers. In the current version of 
the tool, no student module is available, thus personalization or complex interac-
tion with students is not supported. Furthermore, users must obtain basic know-
ledge from text documents or oral presentations related to the domain. Such basic 
knowledge is asserted in the knowledge base manually (currently by knowledge 
engineers). Future work concerns the active participation of decision makers in the 
knowledge base development process, following a human-centered and collabora-
tive ontology engineering approach supported by Wiki-based argumentation tech-
nology. Finally, the problem of generating natural language items from domain-
specific OWL and SWRL semantics should be tackled with further study of OWL-
to-NLG techniques.  
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An Environmental Diagnosis Expert System 
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Abstract. The paper presents an expert system, SBC-MEDIU, developed` for 
environmental diagnosis. Two modules of the system are discussed in detail: 
the module for air pollution analysis and dispersion assessments, SBC-AIR, and 
the module for soil erosion risk assessments, SBC-SOIL. Both modules provide 
at the end of the analysis the environmental diagnosis result and the associated 
allert code. Some experimental results obtained so far are also described. 

1 Introduction 

An efficient environmental management system has to include software tools for air, 
water and soil pollution diagnosis. In the recent years, several artificial intelligence 
(AI) tehniques were applied to environmental diagnosis (such as knowledge-based 
systems, expert systems, case-based reasoning, artificial neural networks, data 
mining). Some systems recently reported in the literature, that are based on AI 
techniques, could be found in [1], [8] and [12]. Usually, these systems are specialized 
either to air, or water or soil analysis. Most of the systems are dedicated to air and 
water analysis, and few of them to soil analysis. Our research work involved the 
integration of all three main components of the environment analysis (air, water and 
soil) into an environmental diagnosis expert system. The reason of developing an 
integrated system is the dependency that can appear between air, water and soil 
pollution. Due to the high complexity of such a system we have concentrated our 
efforts to the inclusion of the expert knowledge for some types of environmental 
diagnosis. We have developed an expert system, SBC-MEDIU, that has three 
modules, SBC-AIR, SBC-SOIL, and SBC-WATER, for air, soil and water pollution 
analysis. In this paper we shall focus on two modules of the system, SBC-AIR, for air 
pollution analysis and dispersion assessments, and SBC-SOIL, for soil erosion risk 
assessments. The module SBC-WATER makes a surface water pollution analysis and 
is described in [9]. The expert system can be used as an educational tool for students, 
and also, as a decision support tool for the local Environmental Agencies. 

2 The architecture of the expert system 

The expert system SBC-MEDIU has a modular architecture, presented in Figure 1. 
The three modules of the system are SBC-AIR, SBC-WATER and SBC-SOIL, each 
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having a knowledge base with specific expert knowledge represented under the form 
of production rules. All modules are using the inference engine of VP-Expert, an 
expert system generator [2]. The purpose of module SBC-AIR is to make a diagnosis 
of the air pollution, taking into account different parameters such as the air pollutants 
concentrations, and some meteorological data. Also, this module is doing air pollution 
dispersion assessments. The module SBC-WATER makes surface water pollution 
diagnosis, while the module SBC-SOIL is doing soil erosion risk assessments. 

 

SBC-MEDIU 

 
SBC-AIR 

User Interface 

 
SBC-SOIL 

 
SBC-WATER 

 
Fig. 1. The modular architecture of the expert system SBC-MEDIU. 
 

Figure 2 shows the basic components of each module of the system SBC-MEDIU: 
a knowledge base, the inference engine, and the databases with standards (for a clean 
air, water and soil), and timeseries of specific measurements (meteorological, 
concentrations of air pollutants, water pollutants, and soil pollutants etc). 

 

 
 
 
 
 
 
DataBases 
 

 

Knowledge Base 

 

Inference Engine 

 
Fig. 2. The basic components of each module of SBC-MEDIU. 

3 The module SBC-AIR 

The analysis made by the module SBC-AIR has the following parts: (1) the air quality 
index assessment, (2) the air pollution analysis, and (3) the air pollution dispersion 
assessment. The knowledge base used in the air pollution analysis includes rules from 
the knowledge base of the expert system DIAGNOZA_MEDIU [7]. In this section we 
describe parts (1) and (3) of the analysis. 
 

Air Quality Index 
A comprehensive environmental assessment system can facilitate tracking and 

benchmarking of the air quality performance, providing a tool for measuring any 
continuous improvement [6]. Legislation, through regulations and norms, establishes 
the ambient concentrations of pollutant to which the receptor is limited. Air quality 
criteria delineate the effects of air pollution.Standards for air pollution (e.g. Romanian 
O.M. 592/2002) are concentrations over a given time period that are considered to be 
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acceptable in the light of what is known about the effects of each pollutant on health 
and on the environment. They can also be used as a benchmark to see if air pollution 
is getting better or worse. An exceedence of a standard is a period of time where the 
concentration is higher than that set down by the standard. In order to make useful 
comparisons between pollutants, for which the standards may be expressed in terms 
of different averaging times, the number of days on which an exceedence has been 
recorded must be reported by the expert system. After making specific inferences, the 
expert system provides reliable answers (solutions /results /decisions) to solve air 
pollution aspects based on the information identified in the knowledge base. SBC-
AIR established the air quality indicator using recorded imissions pollutant 
concentrations (15 minutes - sulfur dioxide, hourly - ozone, nitrogen dioxide and 24 
hours values - PM10 fraction), introduced by the user, providing warning capabilities 
related to the potential impact of air pollution on sensible individuals: (1) Green Code 
– levels 1, 2 and 3 - Effects are not noticed by individuals sensitive to air pollutants; 
(2) Yellow Code - levels 4, 5 and 6 - Medium effects, may be noticed amongst 
sensitive individuals, do not require intervention; (3) Red Code - levels 7, 8 and 9 - 
Significant effects may be noticed by sensitive individuals and action to avoid or 
reduce these effects may be needed; (4) Maximum Code - level 10 - The effects on 
sensitive individuals described for 'High' levels of pollution are worsening - 
Maximum Alert threshold. Figure 3 shows a screenshot of the SBC-AIR module run. 

 
 

 

Fig. 3. SBC-AIR quality index result: Yellow code level 6. 

Air pollution dispersion 
SBC-AIR required the integration of a simple tool assessing what happens to 

pollutants in the atmosphere after they are discharged from stationary emission 
sources. For the present, the stochastically based Gaussian type model is the most 
useful in modeling for regulatory control of pollutants [13]. The Gaussian plume 
model provided rough estimates of pollutant ground level concentrations (imissions) 
in the absence of monitored data, allowing Air quality index calculations. Therefore, 
the final objective of the calculations using SBC-AIR capabilities was to determine if 
an emission will result in ground ambient concentrations which exceed air quality 
standards that have been set by reference to air quality criteria. 
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Local meteorological processes and topography control the amount of pollution as 
it spreads and reaches ground level. Inversions are the principal meteorological factor 
present when air pollution situations occur, such as: Surface or Radiation Inversions, 
Evaporation Inversion, Advection Inversion and Subsidence Inversion [13]. Pollutants 
are transported by wind and turbulence, and they may undergo chemical transforma-
tions before being deposited on the earth's surface [10]. The way in which 
atmospheric characteristics affect the concentration of air pollutants after they leave 
the source can be viewed in three stages: effective emission height, bulk transport of 
the pollutants and dispersion of the pollutants. Several factors affect the plume, 
including the effective height (H) of emission, which is a measure of how high the 
pollutants are emitted into the atmosphere directly above the source. The height is 
dependent upon source characteristics and atmospheric conditions. The turbulence 
caused by the air flow over the surface and by possible instability governs the 
diffusion of the plume contents. Visible plumes are indicators of stability conditions. 
Five special models have been observed and classified by the following names: 
looping (unstable), coning (stable), fanning (slight stable), fumigation (moderately 
stable) and lofting (dispersal upward). Recognition of these conditions is helpful to 
the modeler and in gaining an additional understanding of dispersion of pollutants 
[14]. The major factors that characterize the emission source are: composition, 
concentration, and density, velocity of emission, temperature of emission, pressure of 
emission, the diameter of emitting stack or pipe, and the effective height of emission. 

Knowing the location of the source relative to the receptor and its characteristics 
would allow calculating the concentration at a particular downwind receptor using a 
dispersion model. A Gaussian mathematical model was used, which incorporates 
source-related factors and meteorological factors to estimate pollutant concentration 
from the stationary sources. The model is applicable to continuous sources of gases and 
particulates less than 10 µm in diameter estimating the plume concentrations over 
horizontal distances of 102 to 104 m [6]. 
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where: C(x, y ,z, H) - pollutant concentration at any point in the plume ( µg m-3);   
Q – emission rate of pollution from the source (µg s-1) ;  
H - the effective height of the pollution source, function of the chimney 

height, its diameter, speed and temperature of gas exhaustion, and air layering;  
 σy, σz – horizontal and vertical standard deviations of the pollutant 

concentration distributions in the y and z directions; 
U - the wind speed measured at the height of the source (m s-1). 

 

The Gaussian model (equation 1) and related additional algorithms, were used to 
allow SBC-AIR to compute ground level concentrations at any receptor point (Xo,Yo) 
in a polluted region resulting from each of the isolated sources in the emission 
inventory. Despite its limitations in building a complex image of the bulk transport 
of pollutants and their chemical transformations before being deposited on the earth's 
surface, and the building downwash and surrounding topographical features effects, 
the system provided preliminary information of main air pollution dispersion factors 
status and trends based on real data from different emission sources in the Dâmboviţa 
County. We have selected as exemplification the emission source of Doiceşti power 
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plant stack (1074.6 and 392.5 m3 s-1) from the 17 stationary sources with mass flows 
greater than 4 m3 s-1 . 

The first step of the program is to compute lateral and vertical dispersion 
coefficients for each atmospheric stability category: Very Unstable, Moderately 
Unstable, Slight unstable, Neutral, Somewhat stable, and Stable. The user is asked to 
input the distance from the stationary source (km) of the point required to assess the 
pollutant concentration. Plume shapes are comprehensive indicators to estimate and 
select the atmospheric stability class. A screenshot of this step run is shown in Fig. 4. 

 

 

Fig. 4. SBC-AIR screenshot of the first step run. 

The second step involves the introduction of the emission source characteristics 
such as: gas exit velocity (m/s), stack diameter (m), gas exit temperature and ambient 
temperature in Kelvin degrees. A screenshot of this step run is shown in Figure 5.  

 

 

Fig. 5. SBC-AIR screenshot of the second step run. 

Several more parameters are required to be introduced: wind velocity measured at 
10 meter height (m/s), the stack height of the emission stationary source (m), and the 
source emission rate (g/s). Consequently, SBC-AIR computes the ground level 
concentrations (e.g. 208.5 µg m-3) at any receptor point from the emission source on 
plume centerline in the selected region resulting from each of the isolated sources in 
the emission inventory. These steps are shown in Figure 6. 

If the main composition of the emission from the analyzed stack is known, by 
comparing the result of the estimated concentration of ground-level pollution on 
plume centerline at selected distance from source with the standard limit values, SBC-
AIR provides the estimation of the pollutant exceeding. Aggregation of the results 
obtained for different distances permits the graphical visualization of the pollutant 
dispersion (see Figure 7). 
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Fig. 6. SBC_AIR screenshot of the last step run. 

Smoke plume from stack is often trapped in the radiation inversion layer at night 
and then brought to the ground in fumigation during morning hours. This converts 
into high ground-level concentration. With moderately unstable condition, pollution is 
transported downward toward ground level. In the looping pattern situation, the 
sinusoidal path may bring the plume content to ground level close to the emitting 
source. Figure 7 highlights this situation showing a maximum ground concentration at 
1.5 km far from the power plant stack. This is a dangerous situation for the inner-
locality residents suffering from asthma or other respiratory illnesses. In this case, the 
wind speed regime does not have a significant influence on the ground concentration. 

 

 
 
Fig. 7. Pollutant ground concentration (µg m-3) in unstable atmospheric conditions for Doiceşti 
power plant stack using SBC-AIR dispersion assessment. 

AIAI-2009 Workshops Proceedings [296]



4 The module SBC-SOIL 

Soil erosion is a major environmental threat to the sustainability and productive 
capacity of agriculture [4]. During the last 40 years, nearly one-third of the world’s 
arable land has been lost by erosion and continues to be lost at a rate of more than 10 
million hectares per year [11]. Average rates for soil loss have been estimated at 17 
tones/ha per year in the United States and Europe, and 30-40 tones/ha per year in 
Asia, Africa and South America, mainly due to inadequate agricultural land use [11]. 
A recent review on erosion models and the quality of spatial predictions [3], states the 
great difficulties associated with calibrating and validating spatially distributed soil 
erosion models. It is mentioned that this is due to the large spatial and temporal 
variability of soil erosion phenomena and the uncertainty associated with the input 
parameter values used in models to predict these processes. Jetten et al. conclude that 
the construction of more complete and therefore more complex models will not 
overcome this problem; rather the situation may be improved by using more spatial 
information for model calibration and validation, and by using models that describe 
the dominant processes operating in a given landscape. 

SBC-SOIL is a simplified assessment tool for soil erosion risk that assists 
novice application users in evaluating environmental problems for various local 
weather and geo-morphological conditions. It was developed by using the elements 
of universal erosion formula: pluvial intensity (aggression), soil erosion capacity, 
vegetation and cropping system influence, versants characteristics and adding surface 
runoff effect (soil permeability and surface slope). Validation and verification steps 
were done according a special attention to the input and control variables definition, 
interface conditions definition, rule base structure, inference rules design and their 
transformation to actions – consequently, the expert decision elaboration. 

 

Fig. 8. The decision tree for heuristic assessment of global erosion risk of a specific site. 

Figure 8 highlights the SBC-SOIL inner structure, consequently the decision tree 
that provides the evaluation of global erosion risk from a specific location based on 
the risk analysis of the individual components. The development of SBC-SOIL has 
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relied on the elements that constitute the erosion universal formula, adding surface 
runoff effects on erosion. Production rules were conceived for the following 
components: soil erosion capacity (9 rules), pluvial aggression (10 rules), vegetation 
and cropping system influence (13 rules) and versant characteristics (10 rules), adding 
surface runoff risk estimation (9 rules). The final rule set that evaluates the global 
erosion risk contains 5 rules. We show the run of SBC-SOIL step by step. 

 

1) Soil erosion capacity is influenced by factors such as the structural soil aggregates 
dimension and water stability, granular structure, soil volume weight etc. Two factors 
were considered to empirically estimate this parameter: particles cohesion and soil 
structure. Figure 9 shows the screenshot of the system run for soil erosion analysis. 

 

 

Fig. 9. Soil erosion analysis – screenshot of system run. 

2) Pluvial aggression is assessed using three variables according to end-user 
estimation, as follows: rainfall intensity, rainfall duration and precipitation quantity. 
Figure 10 shows a screenshot of pluvial aggression analysis. 

 

 

Fig. 10. Pluvial aggression analysis – screenshot of system run. 

3) The vegetation and cropping system or vegetation arrangements influence 
considered the grouping of species by erosion sensibility, and cropping system by 
erosion protection degree. Figure 11 shows a screenshot of vegetation analysis. 

 

 
 

Fig. 11. Vegetation analysis – screenshot of system run. 
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4) Versant characteristics effect on erosion risk was estimated based on versant 
length, slope, profile form and exposition.  Figure 12 shows a screenshot of versant 
characteristics analysis. 
 

 

Fig. 12. Versant characteristics analysis – screenshot of system run. 

5) The Surface Runoff Class site characteristic determined from the relationship of the 
soil permeability class and field slope was adapted from the Soil Survey Manual 
(1993) and was included in SBC-SOIL in order to increase the system complexity. 
The erosion risk is established based on runoff classification from soil permeability 
category that characterize the infiltration process and surface slope. Table 1 shows the 
erosion risk assessment, while the decision table for the surface runoff effect on 
erosion risk is given in Table 2. 

 
Table 1. Erosion Risk assessment in SBC-SOIL based on runoff classification from soil 
permeability category and surface slope, and the decision table of extracted specific rules. 

 

SLOPE Very rapid 
Moderately 
Rapid and 

Rapid 

Moderately 
Slow and 
Moderate 

Slow Very Slow 

Concave N N N N N 
<1 N N N L M 
1-5 N VL L M H 
5-10 VL L M H VH 
10-20 VL L M H VH 
>20 L M H VH VH 

 
Soil permeability Classes (mm/h): 
Very slow < 0.15 mm/h 
Slow  0.15-0.5 mm/h 
Moderately slow 0.5-1.5 mm/h 
Moderate 1.5 – 5 mm/h 
Moderately rapid 5-15 mm/h 

RISK: N-negligible 
M-medium 

VL – very low 
L - low 
H- high 

VH-very high 
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Table 2. Decision table for the surface runoff effect on erosion risk. 
 

RULE SURFACE SLOPE SOIL PERMEABILITY  RISK 

A1 REDUCED SLOW NEGLIGIBLE 
A2 AVERAGE SLOW MODERATE – 

RELATIVELY HIGH  
A3 ACCENTUATED SLOW HIGH-VERY HIGH 
A4 REDUCED MODERATE NEGLIGIBLE 
A5 AVERAGE MODERATE MODERATE 
A6 ACCENTUATED MODERATE RELATIVELY HIGH 
A4 REDUCED RAPID NEGLIGIBLE 
A5 AVERAGE RAPID REDUCED 
A6 ACCENTUATED RAPID MODERATE 

 

Figure 13 shows a screenshot of the system run for surface runoff analysis. 
 

 

Fig. 13. Surface runoff analysis – screenshot of system run. 

6) SBC-SOIL provides the final analysis giving comprehensive answers concerning 
the global erosion risk and brief descriptions of the negative consequences which 
might occur. Several color codes were considered to facilitate the understanding of 
final results: (1) RED CODE – Maximum Risk; (2) ORANGE CODE – Critical Risk; 
(3) YELLOW CODE - High Risk (with two levels, 1 and 2); (4) GREEN CODE – 
Moderate or reduced Risk; (5) IDEAL CONDITIONS – Absence of Risk or minimal  
Risk. 

 

 
 

 
5 
 

 
 

Fig. 14. Expert messages containing the final estimation of erosion risk using artificial 
reasoning. 

 
Table 3 shows the decision table used by the module SBC-SOIL for the global 

evaluation of erosion risk. 
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Table 3. Decision table for the global evaluation of erosion risk. 
 

 6_1 6_2 6_3 6_4 6_5 

Operator OR OR AND AND OR 
Soil erosion 

capacity 
erod excessive vhigh high reduced/vreduced high 

Pluvial 
aggression 

stand excessive vhigh high reduced/vreduced high 
Vegetation veg excessive vhigh high reduced/vreduced high 

Versant 
characteristics 

versant excessive vhigh high reduced/vreduced high 
Surface runoff risk excessive vhigh high reduced/vreduced high 

scop maxim excessive high reduced high 
Yellow 
level 2 
/ELSE Global risk 

assessment code 
Display Red Orange Yellow 

 level 1 
IDEAL 

CONDITIONS moderate 
Green 
code 

 
The rules from the knowledge base of module SBC-SOIL were generated from the 

decision tables 1, 2, 3, as well as from the existing speciality literature [3], [4] and [5]. 
The module SBC-SOIL facilitates the understanding of the complex relationships 

among the main factors that are responsible for the apparition, development and 
acceleration of various surfaces erosion process. It has proved to be a versatile 
diagnosis tool for the global erosion risk, providing the user with the ability to 
perform a posteriori, detailed analysis of the main erosion factors that presents high 
risks, using SBC-SOIL resources from its knowledge base. 

5 Conclusion and future work 

Environmental components (air-water-soil) are characterized by the high 
complexity of the involved processes, which are difficult to be translated into 
deterministic models. The expert system SBC_MEDIU provides an integrated  
decision support tool for environmental management, solving problems such as water 
quality, air pollution and soil erosion analysis. The system can be used as an 
educational tool for the students that study the environmental protection domain.  

At the level of local Environmental Protection Agencies, SBC-MEDIU can be 
integrated in a Local Monitoring Plan to provide useful information for decisional 
support and reliable answers to: 

• standards/regulations demands concerning qualitative and quantitative aspects; 
• trends of environmental quality modification due to various factors; 
• impact of deterioration on ecosystems;  
• and the efficiency of strategies and management action for pollution control. 
The preliminary use of this system might also facilitate the environmental 

monitoring-network design, control strategy evaluation or control-technology 
evaluation. 
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As a future work we shall verify the performance of the knowledge bases on more 
scenarios, with interdependencies between air, water and soil pollution. Also, we will 
consider the increasing of the system complexity to become an alert system serving to 
signal when potential pollution is high for water, air or soil, requiring interaction 
between control agencies and emitters. The system will serve to locate areas of 
expected high concentration for correlation with health effects, or to identify 
environmental pollution issues. 
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Autonomous Inspection Of Complex
Environments by Means of Semantic Techniques

M. Ziegenmeyer and K. Uhl and J.M. Zöllner and R. Dillmann

Abstract The autonomous inspection of complex environments is a challenging
task. An autonomous inspection robot should actively examine entities of interest
(EOIs), e.g. defects, and should perform additional inspection actions until the data
analysis results reach an appropriate level of confidence. In this paper a semantic
approach for inspection planning, plan execution, assessment of the data analysis
results, decision making and replanning is proposed. The main idea is to incorporate
human expert knowledge via a semantic inspection model. For the experimental
evaluation of this approach the detection and classification of waste on irregular
terrains with the hexapod walking machine LAURON is chosen. First preliminary
simulation results are presented.

1 Introduction

The inspection of complex environments like sewers, pipelines, power transmission
lines or dams is a challenging task for autonomous inspection robots.

Recently, there has been a lot of research in this area. The approaches can be
roughly categorized into two categories. First, the hardware design and the con-
trol of the inspection robot itself are considered, e.g. Nassiraei et al. [5]. Second,
appropriate sensor systems, their automatic placement and the corresponding data
analysis components are examined, e.g. Duran et al. [2].

However, there exist only few integrated approaches aiming at fully autonomous
inspection systems. In [1] the Onboard Autonomous Science Investigation System
(OASIS) is described. OASIS is designed to operate onboard a planetary rover iden-
tifying and reacting to serendipitous science opportunities. It analyzes data the rover
gathers during traverses, and then prioritizes the data for transmission back to earth

M. Ziegenmeyer, K. Uhl, J. M. Zöllner, R. Dillmann
FZI Forschungszentrum Informatik, Intelligent Systems and Production Engineering (ISPE),
Haid-und-Neu-Str. 10-14, D-76131 Karlsruhe, Germany, e-mail: {lastname}@fzi.de
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based on criteria set by the science team. OASIS is also searching for specific tar-
gets it has been told to find. If one of these targets is found, it is identified as a
new science opportunity and is sent to the planning and scheduling component. A
continuous planning approach [3] is used to iteratively adjust the plan as new goals
occur, while ensuring that resource and other operation constraints are met. The ex-
pert knowledge for identifying science opportunities is provided to the system by
means of algorithms for feature extraction from images, analyzing the gathered data
and prioritizing rocks.

Today, there exist only few semantic approaches regarding autonomous inspec-
tion missions. The authors of [6] present an approach for autonomous mission plan
recovery for maintaining operability of unmanned underwater vehicles. The ap-
proach uses ontology reasoning in order to orient the planning algorithms adapting
the mission plan of the vehicle. It can handle uncertainty and action scheduling in
order to maximize mission efficiency and minimize mission failures due to external
unexpected factors. In one of the simulation scenarios smart AUVs with fully au-
tonomous inspection methods are briefly mentioned, otherwise nothing is stated on
the on-line assessment of inspection data for mission planning and decision making.

Nevertheless, a semantic inspection approach offers several advantages. On the
one hand, easy system extensibility and maintenance is achieved by the explicit sep-
aration of knowledge representation and execution control. On the other hand, the
human comprehension of the system decisions is improved significantly. Moreover,
the usability of the system is increased by allowing the user to communicate with
the system on a semantic level.

In this paper we investigate a semantic approach for inspection planning, plan
execution, assessment of the data analysis results, decision making and replanning.
The main idea is to incorporate human expert knowledge via a semantic inspection
model.

2 Semantic Inspection Approach

The proposed semantic inspection approach comprises a mission control architec-
ture which is outlined in Sect. 2.1. At the core of this mission control architecture
a knowledge base containing all knowledge relevant to the execution of inspection
missions with autonomous service robots is located. The knowledge base is de-
scribed in Sect. 2.2. The autonomous inspection process consisting of inspection
planning, plan execution, assessment of the data analysis results, decision making
and replanning is presented in Sect. 2.3.
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Fig. 1 The mission control architecture.

2.1 Architecture

The components of the mission control are arranged in an hierarchical architecture
which consists of four distinguished levels. The four levels depend on the type of
data that is processed and are depicted in Fig. 1. The mission control architecture
has been implemented with MCA2 [7] - a modular, network-transparent and real-
time capable C++ framework for controlling robots. In the following, the individual
components are described briefly.

Inspection Data Analysis The Inspection Data Analysis continuously reads data
from the inspection sensors and searches for EOIs. If an EOI is detected, the corre-
sponding region of the sensor data is segmented. For the segmented region features
are computed which are used for classification. The Inspection Data Analysis is
stateless and takes only the current measurement into account.

Navigation Data Analysis The Navigation Data Analysis continuously reads data
from the navigation sensors. It locates and classifies regions in this sensor data and
determines their parameters. Like the Inspection Data Analysis the Navigation Data
Analysis is stateless and takes only the current measurement into account.

Semantic Inspection The Semantic Inspection receives abstract inspection goals
from the Manager, computes appropriate plans to achieve those goals and passes
them back to the Manager. Moreover, it performs a temporal fusion of the individual
inspection data analysis results and assesses them. Depending on these results and
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based on the semantic inspection model, it proposes to the Manager whether and
how a found EOI should be examined further.

Semantic Mapping The Semantic Mapping temporally fuses the data from the
Navigation Data Analysis and computes respectively updates the semantic region
map of the environment. Moreover, the EOIs found by the Semantic Inspection are
registered within the semantic region map.

Semantic Navigation The Semantic Navigation receives abstract locomotion goals
from the Manager, computes plans by means of the semantic region map to achieve
those goals, and passes them back to the Manager.

Manager The Manager is the highest level control and decision component. It
decomposes the given mission goals into inspection and navigation subgoals and
passes them to the Semantic Inspection and the Semantic Navigation for planning.
It fuses the resulting subplans, passes them to the Execution Unit and coordinates
and monitors their execution.

Execution Unit The Execution Unit receives plans from the Manager. It decom-
poses these plans into individual actions, passes them to the Basic Control and mon-
itors their execution.

Basic Control The Basic Control receives a single symbolic action or a set of par-
allel actions from the Execution Unit at a time. These are passed as subsymbolic
commands to the sensor and actor interfaces of the robot platform and their execu-
tion is monitored.

2.2 Knowledge Base

The knowledge base consists of several ontologies which model the concepts and
contexts required for the semantic inspection control in a general form (terminolog-
ical box, T-Box), and concrete instances of concepts and relations which represent
the current state of the world (assertional box, A-Box). The T-Box of the knowledge
base is organized in three abstraction layers: a basic ontology, a core ontology and
a specific domain ontology (cf. Fig. 2). The ontologies are realized with OWL-DL1.
As framework for managing the ontologies and for reasoning processes regarding
the ontologies KAON22 is used, which supports the SHIQ(D) subset of OWL-DL.
For this paper, the description of the knowledge base concentrates on the mission
and inspection subontologies of the core ontology.

Mission Subontology The core concept of the mission subontology is the plan. The
structure of plans is modeled after so-called Flexible Programs [4]. A plan is rep-
resented as a tree of nodes. There are three types of nodes: branching nodes, action

1 OWL-DL: http://www.w3.org/TR/owl-features/
2 KAON2: http://kaon2.semanticweb.org/
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Fig. 2 The structure of the
knowledge base. The basic
ontology contains fundamen-
tal concepts like parameter,
timestamp, condition, func-
tion, and data type. The
core ontology includes robot,
environment, inspection, nav-
igation and mission subon-
tologies modeling the central
concepts and relations of the
particular fields. The domain
ontology contains application
specific subontologies.

nodes and planning nodes. Each node contains a unique identifier Id, a precondition
Cpre, a runtime condition Crt , a postcondition Cpost , a rating function R, and a suc-
cess measure S. All inner nodes of a plan are branching nodes. They structure the
plan into sequential and parallel parts. Therefore, they contain seats arranged in par-
allel groups. For each seat there can be several candidate nodes. The leaf nodes of
a plan are either action or planning nodes. Action nodes contain elementary actions
and planning nodes comprise subgoals.

Inspection Subontology The key concepts of the inspection subontology are the
entity of interest (EOI) class and the inspection method.

An EOI class contains information about appropriate inspection methods for the
detection and analysis of EOIs of a particular type. Moreover, it contains knowledge
about characteristic features and potential locations as well as information about
potential confusions with other EOI classes.

An inspection method consists of appropriate elementary actions for the detec-
tion and analysis of certain EOI classes. This comprises actions for acquiring sensor
measurements, preprocessing sensor measurements, sensor data fusion, segmenta-
tion of potential EOIs, feature computation and classification. Moreover, each in-
spection method contains a reliability function and criteria for the assessment of the
results.

2.3 Autonomous Inspection

An autonomous inspection robot should actively examine entities of interest (EOIs),
e.g. defects. If the data analysis results are uncertain, additional inspection actions,
e.g. activating a special sensor, approaching the EOI from a different perspective
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or employing a different data analysis algorithm, should be taken to increase the
confidence of the results. The selection of these actions should be driven by the
assessment of the individual circumstances.

Therefore, the inspection of complex environments should occur in cycles of
inspection planning, plan execution, assessment of the data analysis results, decision
making and replanning.

Inspection Planning We decided to choose an hierarchical approach for inspection
planning: Complex inspection goals are recursively decomposed by the Semantic
Inspection into simpler subgoals until the subgoals can be solved with elementary
actions. The knowledge necessary for decomposing goals into subgoals is stored
within the knowledge base in form of the available flexible program nodes. For each
goal to be achieved a corresponding root node for a flexible program is selected.
Based on the current situation stored in the knowledge base the inspection planner
then decomposes this root node into an executable flexible program.

The knowledge about EOI classes and inspection methods is used to compute
plans which gradually increase the classification confidence of an EOI. The plans
can also contain planning nodes with navigation goals, which are used to change
the robot position or to reposition sensors. The navigation goals are passed to the
Semantic Navigation which decomposes them into executable flexible subprograms.
The semantic navigation approach will be described in a future paper.

Plan Execution During plan execution the Execution Unit processes the given flex-
ible programs by a depth-first strategy. The processing state of each node can be
virtual (not yet visited), instantiated (candidates chosen) and finished (fully pro-
cessed). The selection of candidate nodes takes place by checking the preconditions
and evaluating the rating functions of the respective candidates. Both the precondi-
tion checks and the evaluation of the rating functions are based on the current situ-
ation stored in the A-Box of the knowledge base. Action nodes trigger elementary
actions which are executed by the Basic Control until the postcondition is reached
or the runtime condition is no longer satisfied. Planning nodes initiate replanning
processes for subgoals.

Assessment of the Data Analysis Results For the assessment of the inspection
data analysis results by the Semantic Inspection an assignment between previously
found EOIs and current EOIs has to be conducted. This is based on the world coor-
dinates of the EOIs and the EOI hypotheses. For EOIs assigned to previously found
EOIs a temporal fusion of the hypotheses has to be performed. This is achieved by
means of Bayesian networks and incorporates the reliabilities of the used inspection
methods as well as other factors, e.g. the sensor resolution.

Decision Making In case of uncertainty regarding the data analysis results of an
EOI a decision has to be made by the Semantic Inspection whether and how to
proceed with the inspection of the EOI. Here we use a probabilistic approach in
form of Bayesian decision networks. The available decision options correspond to
goals stored in the knowledge base. Moreover, the different goals are prioritized
according to the current inspection goals and criteria stored in the knowledge base.
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Fig. 3 The six-legged walk-
ing machine LAURON IVc
is equipped with appropri-
ate sensors for localization,
navigation and perception of
its environment, e.g. a stereo
camera system and a 3D time-
of-flight camera on a pan-tilt
unit. Moreover, an extensive
behavior repertoire for loco-
motion and navigation exists.

Replanning The new inspection goals from the decision making step are integrated
into the overall plan by the Semantic Inspection according to their priorities and
resource constraints by reinvoking the inspection planning process.

3 Preliminary Results

To be able to conduct experiments and evaluate the proposed semantic inspection
approach an appropriate robotic platform and inspection scenario has to be chosen.
For this purpose the hexapod walking machine LAURON IVc (cf. Fig. 3) is used. As
inspection scenario the detection and classification of different kinds of waste on
irregular terrains like river and channel banks, seashores, countryside areas such as
dunes or forests, or areas along the highways, is chosen. The vision is to equip the
front legs of the next LAURON generation with simple waste-grippers, extend the
working area of the legs by an additional degree of freedom and place a garbage
container on the back of the machine.

While the full realization of the mission control system for the proposed inspec-
tion scenario is still work in progress, a simulation environment has been established
for early testing. The simulation environment contains a model of LAURON and is
based upon the existing behavior repertoire for locomotion and navigation. It en-
ables testing of fully implemented components together with component stubs. The
component stubs are realized as question/answer methods for simulating the desired
functionality, which can be used in an interactive as well as an automated way.

Several systematic experiments were conducted to validate the different com-
ponents. First, the planning process and the suitability of the expert knowledge
defined in the knowledge base were verified. Therefore, different inspection goals
were passed to the inspection planner for decomposition. Second, the execution of
the generated flexible programs in case of errors (e.g. malfunction of a sensor) was
analyzed. Third, the assessment of the data analysis results and the decision mak-
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ing process were validated by simulating different inspection situations and data
analysis results.

The results of these first functional tests were promising and showed the prin-
cipal feasibility of the proposed semantic inspection approach. Nevertheless, more
simulation and especially real-world experiments have to be done to detect potential
improvements of the proposed approach.

4 Conclusion and Future Work

In this paper a semantic approach for inspection planning, plan execution, assess-
ment of the data analysis results, decision making and replanning was presented.
For the experimental evaluation of the proposed approach the detection and classi-
fication of waste on irregular terrains with the hexapod walking machine LAURON
was chosen. First preliminary simulation results were presented.

Future work will focus on the further realization of the mission control system
for the proposed inspection scenario to allow for real field tests. Moreover, an appro-
priate user interface for semantic interaction with the inspection control system will
be developed. Finally, learning capabilities for self optimizing the resource usage,
the data analysis process, the planning process and the decision making process will
be investigated.
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Abstract: Early residential fire detection is important for prompt extinguishing 
and reducing damages and life losses. To detect fire, one or a combination of sen-
sors and a detection algorithm are needed. The sensors might be part of a wireless 
sensor network (WSN) or work independently. The previous research in the area 
of fire detection using WSN has paid little or no attention to investigate the optim-
al set of sensors as well as use of learning mechanisms and Artificial Intelligence 
(AI) techniques. They have only made some assumptions on what might be consi-
dered as appropriate sensor or an arbitrary AI technique has been used. By closing 
the gap between traditional fire detection techniques and modern wireless sensor 
network capabilities, in this paper we present a guideline on choosing the most op-
timal sensor combinations for accurate residential fire detection. Additionally, ap-
plicability of a feed forward neural network (FFNN) and Naïve Bayes Classifier is 
investigated and results in terms of detection rate and computational complexity 
are analyzed.  

1 Introduction 

Fires may take place in various environments, such as residential places, forests 
or open spaces. The easiest way to detect a fire at residential places is using the 
smoke detectors or any other similar sensors, which are usually sensitive to ioniza-
tion or obscuration [1]. The problem with such detectors is that they are prone to 
false alarms. This means that in noisy conditions, such as smoking a cigarette or 
toasting  a bread, a fire alarm may be generated wrongly [2, 3].  

Generally, to reduce false alarms and perform fire detection accurately, two ap-
proaches are used [4]. The first approach uses one type of sensor and conducts the 
fire detection by a complex algorithm. An example of this approach is the work 
presented in [5], which uses a flame detection sensor and a fuzzy-wavelet classifi-
er. In contrast, the second approach uses multiple sensors and performs the detec-
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tion by a simple mathematical operation. The work presented in [2] is an example 
of the second approach, which uses CO and ionization (ION) sensors and a simple 
mathematic operation. Some researchers also tried to combine both approaches by 
using multiple sensors and an appropriate algorithm. The work presented in [6], 
which uses a feed forward neural network (FFNN) and four sensors, i.e., tempera-
ture, ION, CO and photoelectric, and their rising rates to discriminate fires from 
nuisance sources, is an example of the combined approach. 

In recent studies, Wireless Sensor Networks (WSN) has also been proposed for 
fire detection [7-14]. In this type of research, fire detection in residential areas as 
well as forests and mines are considered as applications for WSN.  

Although there are many achievements in the area of fire detection (in terms of 
selecting optimal sensors and algorithms) using individual sensors in general, 
these achievements often have not made their way into the WSN field. In this pa-
per, we aim at bringing knowledge of already established fields of AI (because of 
their learning process, reasonable accuracy and computational cost) and fire detec-
tion into the WSN field.  

The rest of this paper is structured as follows. Section 2 briefly reviews pre-
vious contributions for fire detection using WSN. In Section 3, our proposed fire 
detection technique is introduced. Section 4 reports the experimental results. Fi-
nally, some conclusions and future plans are given in Section 5. 

2. Literature Review 

In this section, contributions of WSN for fire detection are briefly surveyed. A 
more complete literature review on this matter can be found in our technical report 
[4].  

Yu et al. [13] used the National Fire Danger Rating System (NFDRS) for forest 
fire detection. NFDRS inputs four sensory information (humidity, temperature, 
smoke and windy speed) and generates a fire-likelihood index. The contribution of 
this study is the function of a feed-forward neural network for data aggregation 
and reducing communication overhead. 

Lu Zhiping et al. [14] proposed a forest fire detection approach using WSN. 
Their system is composed of some sensor nodes, gateway(s) and task manager(s). 
Each sensor node is equipped with temperature and humidity sensors. After ob-
taining sensory information at sensor nodes, the data is fused at the gateways and 
data analysis and decision making tasks are conducted by the task manager nodes.  

In [7], the author incorporated Fire Weather Index (FWI) and a novel k-
coverage algorithm to detect forest fires. K-coverage algorithm monitors each 
point by using k or more sensor nodes to improve fault tolerance. Therefore, some 
sensors can be put in standby mode to extend network lifetime. Although there are 
many algorithms to find the minimum number of sensors to be used, they are 
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usually NP complete problems [12]. The proposed k-coverage solution proved that 
it can prolong the network life time.  

Zervas et al. proposed a sensor network approach for early fire detection of 
open spaces such as jungles and urban areas [15]. They incorporated a temperature 
sensor and maximum likelihood algorithm to fuse sensory information. Their pro-
posed system architecture is composed of (1) sensing subsystem, (2) computing 
subsystem, and (3) localized alerting subsystem. The author concluded the appli-
cability of their approach for early fire detection. 

A skyline approach for early forest fire detection is proposed in [10]. Skyline is 
built using greater values, i.e., those sensor readings with large temperature and 
high wind speed. Only data on skyline are sent to a sink to be used for fire detec-
tion. Sink processes the data according to the suggested algorithm and results in a 
fast and energy efficient forest fire detection. 

Marin-Perianu et al. proposed a distributed fuzzy inference engine, called D-
FLER, for event detection using WSN [9]. They considered fire as an event utiliz-
ing smoke and temperature sensors. D-FLER combines individual sensor inputs 
with neighborhood observation using a distributed fuzzy logic engine. The proto-
type of their work was implemented in practice using Ambient µNode 2.0 plat-
form [16].  

3. Proposed Fire Detection Approach 

By looking at the previous work on fire detection using WSN, we can conclude 
that, use of WSN for fire detection can be improved in two directions. The first di-
rection is to use more sensors in combination and conduct sensor fusion. This can 
lead to more accurate fire detection by incorporating more than one sensor [6].  
The second direction is to use more intelligent detection algorithms such as AI ap-
proaches, as fires and nuisances have a distinct pattern.  

In WSN research community, selection of sensors was often carried out ran-
domly or assumption-basely. Although temperature sensors are probably the sim-
plest and the most obvious sensors for fire detection, studying various sources in 
this field reveals that all researchers agree on the fact that it alone is not a suitable 
indicator for fires and gas concentration sensors result in a better fire detection and 
discriminating fire and noise sources [3,6] 

In our approach, we adapt the optimal sensor set from [6] and use temperature, 
ionization, photoelectric and CO sensors. We assume that every node in the WSN 
contains all the required sensors. In this case, communication overhead between 
neighboring nodes is avoided and each sensor node can detect fire locally by itself.  

To achieve this goal, sensor nodes need a computationally cheap, yet, efficient 
algorithm to conduct fire detection in a (near) real-time manner. For this reason, 
we propose to use FFNN and Naïve Bayes classifier. Subsections 3.1-3.3 provide 
information about these classifiers and the reasons why they are helpful for WSN.  
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3.1 Feed Forward Neural Network (FFNN)  

The artificial neural network (ANN) is a mathematical model or computational 
model based upon biological neural networks. It is composed of an interconnected 
group of artificial neurons and processes information using a connectionist ap-
proach for computation [17]. Feed forward neural network (FFNN) is a sort of the 
neural networks, in which each layer is fed by its back layer [18]. FFNN consists 
of one input layer, one or more hidden layers and one output layer. Fig 1 shows 
the FFNN’s architecture. 

 

 
Fig. 1: Architecture of a Neural Network  

 
The challenge of such networks is finding the weights. The process of finding 

the appropriate weights, which is called ‘learning’, can be carried out by some al-
gorithms such as gradient descent (GD) approach.  

3.2 Naïve Bayes Classifiers  

A Naïve Bayes classifier uses Bayesian statistics and Bayes’ theorem to find 
the probability of each instance belonging to a specific class. It is called Naïve be-
cause of emphasizing on independency of the assumptions. To find the probability 
of belongingness of each instant to a specific class, Eq. 2 can be used. Eq. 2, ex-
presses the probability of an example ),...,,( 21 nxxxE = belonging to class 

c [19].  
 

)(
)()|()|(

Ep
cpcEpEcp =  

(1) 

 

3.3 Advantages of the FFNN and Naïve Bayes Classifier for WSN 

The main advantage of the FFNN for WSN is its ease to be programmed into a 
sensor node. Let us assume to have an FFNN with three neurons in input layer, 
two neurons in hidden layer and a neuron in output layer. The weights can be 
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found by the GD learning algorithm. Then, we might have a network similar to 
Fig 2.  Another advantage of the FFNN is its parallel capability, which means pa-
rameters used in Eq. 2 can be calculated independently and in parallel. 

This network can be easily programmed into sensor nodes using Eq. 1. Evaluat-
ing this mathematical formula in form of a business rule is computationally very 
cheap and appropriate for resource constraint sensor nodes. This equation can be 
extended to more neurons and layers but the idea is the same. Eq. 2 formulates the 
network in a form of mathematical model. One should note that each neuron 
passes the sum of product (SOP) of the previous layer. In some networks SOP is 
given to a non-linear function such as tangent and transformation is a nonlinear 
one that makes Eq. 2 slightly different. 
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Fig. 2: An FFNN with three neurons in Input, two neurons in hidden layer, and 
one neuron in output layer along with their corresponding weights.  

Naïve Bayes classifier is also easy to implement. The most time-consuming part is 
how to compute )|( cEp in Eq. 1. This probability calculation is important to 

make the classifier more accurate. In basic literatures of pattern recognition or 
machine learning, it is proposed that this probability can be estimated by some 
standard data distribution such as Gaussian or Poisson [20].  

To do a more accurate probability calculation, we can divide data into some in-
tervals and count the data frequency within that interval. The new instances are al-
so partitioned to the same intervals for finding the probability of each feature to be 
in that class.  

To clarify the method, suppose we have the following data for ten samples in 
two classes BA, : 

]3,1,9,8,9,6,4,2,7,8[=A  

]2,2,4,8,5,3,3,1,1,1[=B  

Then we divide these data into two intervals. Two intervals were chosen to 
simplify the example however the number of intervals are arbitrary. Therefore, 
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those numbers less than five are allocated in the first interval, i.e., interval 1i , and 

the rest in the second interval, interval 2i . 
Table 1. Classes and their Probability  
 

1i  ( 5<x ) 2i  ( 5≥x ) 

AP  0.4 0.6 

BP  0.8 0.2 

 
Now, let us assume to have an instance 31 =x  that should be classified into ei-

ther Class A or Class B. It can easily be discovered that 3 belongs to the first inter-
val, 1i , as it is less than 5. Then by looking at the probability table, Table 1, this 

can be seen that the probability of belongingness to class B, is higher 
( 4.08.0 =>= AB PP ). Therefore we classify 1x to class B. 

This method of classification is also considerable for WSN because this is 
based upon a table which can be computed offline. Thereafter, this table is pro-
grammed into a sensor node and a simple algorithm inside the sensor nodes 
searches the table for the higher probable class.  

In the next section the empirical results for both approaches is presented and al-
so compared with a recent study.  

4. Empirical Results 

To evaluate the proposed approach, a set of data were obtained and a number of 
experiments were conducted. Subsection 4.1 describes the dataset, while Subsec-
tion 4.2 reports and compares the final results.  

4.1 Dataset  

A set of data were obtained from NIST website (http://smokealarm.nist.gov/). 
To identify smoldering fire data, flaming fire data is combined with noise. There-
fore, two smoldering fire dataset (SDC31, SDC40), two flaming fire dataset 
(SDC10, SDC14) and two nuisance resource dataset (MHN06, MHN16) were 
merged together. Totally 1400 data records were prepared, all having same units. 
Fig. 3 displays the data in 3D space. The goal is to make a classifier that can sepa-
rate these data and classify them into their respective class, i.e., fire and noise.  

4.2 Experimental results   

The data were given to both classifiers and the results were obtained. To per-
form a cross validation, 1400 data records were divided to a 1000 training data 

AIAI-2009 Workshops Proceedings [316]

http://smokealarm.nist.gov/�


and a 400 test data. All data were randomly mixed and given to the classifiers. 
Each test repeated 10 times and the average accuracy rate by changing the clas-
sifiers’ parameters is reported in Tables 2-3. Table 4 provides a general compari-
son of our approach with a recent study, in which a distributed fuzzy system was 
proposed for residential fire detection using WSN [9] 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3: Fire and noise data. (a) Ion, Photo and CO (b) Ion, temperature and CO (c) 
Temperature, Ion and Photo (d) Photo, CO and Temperature 

 
For simulation of the proposed approaches Matlab® 7.1 was used. A two pass 

smoothing filter for a preprocessor was also applied that was adapted from [6]. 
 

Table 2. Empirical Results for Naïve Bayes Classifier 

Number of Intervals 10 100 300 600 1000 

Accuracy  32.15% 63.15% 96.425% 98.675% 100% 

 

Table 3. Empirical Results for FFNN 

Number of Neurons 
in the Hidden Layer 

5 10 20 50 

Accuracy Rate 97.495% 98.45% 93% 90.1% 
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Table 4. Comparing the Empirical Results with D-FLER [9] 

Best Result  Naïve Bayes Neural Network D-FLER[9] 
Accuracy Rate 100% 98.45% 98.67% 
 

4.2 Computation Complexity Consideration   

To compare these three approaches, not only the accuracy but also computation 
complexity is of significant importance, as they need to be implemented on tiny 
resource constraint sensor nodes.  

4.2.1 FFNN’s Computation Complexity 

 The most expensive part of the FFNN computationally is the training phase. 
Since we consider that FFNN is trained once and then is programmed into the sen-
sor nodes, its computation complexity is negligible.  

The computation complexity of a FFNN with m neurons in its input layer 
(number of features), n neurons in hidden layer, and p neurons in output layer is 

shown in Eq. (3). 
)( pnmOOFFNN ××=  (3) 

 
In this calculation the multiplication operator is considered as the key for com-

putation complexity calculation. 

4.2.2 Naïve Bayes’s Computation Complexity 

The most expensive part of the Naïve Bayes classifier computationally is making 
the probability table. We assume that this probability table is made once and then 
is programmed into the sensor nodes. In this case computation complexity is cal-
culated for search process only, which is more expensive. Computation complexi-
ty for the Naïve Bayes is calculated based on the Eq. (4), where m  is number of 
features, i is number of classes, and j is number of intervals.  

)( jimOONaiveBayes ××=  (4) 

4.2.3 D-FLER’s Computation Complexity  

Defining the fuzzy rules and membership functions represent the most compli-
cated part of the fuzzy inference engine design. Assuming that these are pro-
grammed into the sensor nodes, the time complexity of the fuzzy inference engine 
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is calculated based on the Eq. (5), where m  is the number of membership func-
tions per input, i  is the number of inputs, r  is the number of rules, o is the num-
ber of outputs (in the particular case of fire detection, o =1). 

)( orimOO FLERD ×××=−  (5) 

 
As shown in [9], the actual execution time can be greatly influenced by the 

specific defuzzification method chosen, to the extent that the number of outputs o  
can become the determinant factor. 

4.2.4 Computation Complexity Comparison 

Comparing computation complexity of the FFNN, the Naïve Bayes classifier, 
and fuzzy logic approaches shows that they are all product of three terms and if all 
variables have the same values it is a non-linear equation of power 3.  

Table 5. Computation Complexity Comparison  

 Naïve Bayes Neural Network D-FLER[9] 

Computation Complexity  )( mjiO ××  )( pnmO ××  )( orimO ×××  

 

5. Conclusion 

Wireless Sensor Networks may be deployed in many places thus they have differ-
ent requirements. According to their scenarios each sensor node is either equipped 
with all the appropriate sensors or just a sub set of them. Fire in WSN is consi-
dered as an event; therefore event detection techniques are used for its detection. 
In this study, the optimal set of four sensors, i.e., temperature, ionization, photoe-
lectric and CO, were adapted from [6] and two fire detection techniques based on 
the FFNN and the Naïve Bayes classifier were proposed to detect fire on each 
node locally. To carry out the detection task the sensory information is given to a 
classifier. The computation complexity and accuracy rate of each of these tech-
niques and a comparison between them and a recent study, called D-FLER [9] 
based on fuzzy logic were presented. Results show that while all the three have 
similar computation complexity, the Naïve Bayes classifier can achieve a better 
accuracy and has a lower communication overhead (since it is centralized assum-
ing all the sensors are present at the sensor node). However, in case just a sub set 
of sensors is present at each sensor node, D-FLER has the advantage. This is a 
good guideline to choose a proper technique for a particular scenario (centralized 
versus distributed) in mind. 
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Abstract Anaerobic digestion (AD) is a complex biological system which can be 
affected by several operational problems. Among them, biological foaming is one 
of the most difficult to deal with. It has many effects, such as causing gas pipe 
clogging and probe failures, and it can affect mixing devices, etc. Since the me-
chanisms involved in biological foaming development are not fully understood, it 
is not included in standard anaerobic digestion models. For this reason, a know-
ledge-based risk model to determine the suitable conditions for the development 
of biological foaming during AD simulation was developed. The resulting know-
ledge-based system, based on organic loading rate and its daily variation, was ex-
perimentally validated using real data from a fully instrumented pilot plant (1 m3 
upflow fixed bed digester). Results show a good correlation between the know-
ledge-based risk model and the estimated biological foaming risk from real data. 

 
Keywords: Anaerobic digestion, foaming, fuzzy logic, knowledge-based 
systems, validation. 

 
1. INTRODUCTION 

Activated sludge processes are complex biological systems in which organic mat-
ter and nutrients (nitrogen and phosphorous) are removed from wastewater. The sys-
tem consists of an aeration tank where oxygen is selectively supplied and it is used by 
the microbial consortia (i.e. biomass and/or sludge) to grow and reproduce by con-
suming the substrate (i.e. pollutants) present in the wastewater. 

The system also includes a secondary settler in which the treated water is separated 
from the biomass. From the bottom of the clarifier a fraction of the activated sludge is 
returned to the reactor in order to maintain the biomass constant in the reactor. To 
prevent overgrowth of the biomass in the system, a small fraction of the sludge is 
wasted from the system. This fraction represents a significant cost for the activated 
sludge process, since further treatment is required. 

The most common alternative for sludge treatment is AD, as well as for wastewa-
ter with high contents of organic matter. In this process (Figure 2), the organic matter 
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(e.g. sludge coming from activated sludge treatment) is biologically degraded in a di-
gester in absence of oxygen. AD advantages are numerous since they provide a treat-
ment for highly loaded wastewater, low sludge production and production of energy 
in form of methane. AD processes are, like in the activated sludge, very complex bio-
logical systems since a huge amount of microbial species are involved in the process. 
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Figure 1. Activated Sludge System. 
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Figure 2. Anaerobic digestion System 

 
Within this complexity some bacteria can have its own growth promoted by certain 

conditions which can cause imbalances in the digester in the form of a thick foam 
blanket.  According to Pagilla et al. (1997), consequences of biological foaming are 
numerous:  

 
 Blockage of gas mixing devices. 
 Inversion of digester solids profiles. 
 Foam binding of recirculation pumps. 
 Fouling of gas collection pipes (due to entrapped foam solids). 
 Foam penetration between floating covers and digester walls. 
 Decrease of the digestion efficiency. 

 
There is not yet a complete agreement on the parameters that favours conditions 

for foaming forming bacteria. Some authors state that a proper control of the feeding 
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will prevent excessive foaming to appear (Massart et al., 2006; Schaffer et al., 2006). 
Others state that pre-treatment of the feeding is necessary to avoid foaming appearing 
(Barjenbruch and Kopplow 2003; Elliott and Mahmoot 2007). Besides, some claim 
that the presences of some filamentous bacteria (e.g. M. Parvicella, Nocardia amarae 
…) in the activated sludge system are the cause for foaming problems in the anaerob-
ic digester (Pagilla et al., 1997; Westlund et al., 1998). Precisely all these uncertainty 
about the causes of biological foaming hinders the development of a mechanistic 
model to assess the biological foaming appearance. 

Knowledge-based systems have proven to be appropriate tools to deal with com-
plex processes like those involving microbiology-related problems in activated sludge 
systems (Comas et al., 2003; Poch et al., 2004). Specifically fuzzy logic has been 
successfully applied to a variety of systems. For instance, in Lardon et al. (2005) is 
applied to several AD operational imbalances and, in Carrasco et al. (2004) it is 
shown how a fuzzy system is able to control and diagnose acidification states in an 
anaerobic digester. 

When building knowledge-based systems, the selection of input variables and the 
study of the data related to the problem under study is important in order to get a reli-
able system. For this reason, a previous variable selection was performed to a set of 
data from a pilot plant in order to find the most relevant input variables for the know-
ledge-based system developed. The knowledge gained with the variable selection to-
gether with the heuristic knowledge present in the literature led to the development of 
a knowledge-based AD risk model implemented in fuzzy logic to assess favorable 
conditions for biological foaming in simulation. The rationale behind this risk model 
was that the deterministic modelling of some WWTP simulation scenarios, although 
performing better regarding economic and environmental issues, can induce a higher 
risk of biological foaming. 

The aim of this paper is to test the performance of the developed AD risk model 
with real data from a pilot plant. The paper is structured as follows; first the variable 
selection method is explained together with a brief summary of the AD risk model. 
Then the validation section illustrates and discusses the performance of the AD risk 
model validation with real data and, finally, some conclusions are drawn. 

 
2. DEVELOPMENT OF THE AD RISK MODEL 

To select the most relevant variables a wrapper approach with a hill-climbing eli-
mination strategy (Kohavi and John, 1997) was used. The same methodology was 
used in Dalmau et al. (2007) in order to find the most relevant variables for acidogen-
ic states in anaerobic digestion. Afterwards in Dalmau et al. (2008), the same ap-
proach was applied to biological foaming in AD which is, as commented above, a 
more challenging issue. 

A home-made neural network toolbox for static models for use in MATLAB 5.3 or 
higher was used. Two layers were chosen in all the ANN architectures: a hidden layer 
of neurons with sigmoid transfer functions and an output layer with linear transfer 
functions for outputs. The initialization method was performed using the Nguyen-
Widrow algorithm option, which initializes the weights with random values, later se-
lecting their probability distributions to make all neurons active for the expected data 
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ranges (Nguyen and Widrow, 1990). It also provides automatic data scaling and 
weights conversion. Bayesian regularisation is used to prevent over-fitting. 

Figure 3 depicts the methodology used that starts with the ten times training of the 
reference ANN with all the variables. Its average Root Square Mean Error (RSME) is 
calculated and stored as the reference error. Next, one input variable is removed and a 
new ANN (ANN1 in figure 3) is trained ten times without it. This last step is repeated 
for each input variable ending up with n ANNs 1, one for each removed input variable 
with their related average RSME 1. Whenever a relevant variable is removed, the av-
erage RSME 1 of the related ANN 1 will increase with respect to the average refer-
ence error. On the other hand, whenever a non-relevant variable is removed the 
RSME 1 of the related ANN1 will decrease. Therefore, the variables which RSME 1 
is higher than the reference error are selected as relevant variables. 

Among relevant variables the one with the higher RSME 1 is selected first and a 
new ANN (ANN 2 this time) is trained ten times again using it as the only input. If 
the related average RSME (RSME 2) is higher than the average reference error no 
improvement is found, so the variable with the second higher average RSME 1 is se-
lected and a new ANN 2 is trained (ten times as well) with both variables, and again, 
its average RSME 2 is compared with the reference. This iterative process is repeated 
until an average RSME 2 lower than the average reference RSME is obtained. 

 

 
 

Figure 3. Methodology schema, based on Dalmau et al. (2007). 
 
Experimental data used were obtained from a pilot plant from LBE of the INRA, 

France. Overall, a set of 8133 data was used for the variable selection. Among all va-
riables a first selection was done based on the common variables which are available 
in real plants. Some others were not selected for instance, temperatures since it is 
usually constant so it will be difficult to extract information from its profile. Input va-
riables involved in this study were: inflow rate and pH in the influent flow rate; vola-
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tile fatty acids concentration, total organic carbon and pH in the digester and, carbon 
dioxide and methane percentage in the gas phase. As output, biological foaming ap-
pearance (foaming index) in the digester was used, based on the heuristic knowledge 
provided by the experts. It was noticed that when foaming appeared in the digester 
high variations of the gas flow rate and pressure coincided due to the slug release of 
gas bubbles trapped inside the foam. It is important to point that even though foaming 
can be estimated this way; this is an approach to study variables influence or relation. 
This approach it cannot be used in simulation because biological foaming is not cur-
rently modelled so the results of the simulation cannot reflect its effects on the gas 
flowrate and pressure variations. 

Eventually, as shown in figure 4, the variables with RSME higher than the refer-
ence error (i.e. relevant variables) were: total organic carbon in the digester, the car-
bon dioxide and methane percentage in the gas phase and, the inflow rate and the pH 
in the inflow rate. The relevance of gas-related variables (i.e. carbon dioxide and me-
thane percentage) can be due to the approach taken to determine foaming. According 
to Zhao and Viraraghavan (2004) high carbon dioxide production is representative of 
poor digestion that may lead to foaming, but in general is representative of general 
process imbalance but no related to a specific cause. So, taking a look to the other va-
riables, precisely total organic carbon in the digester and inflow rate, the results can 
be related to some statements present in the literature. In Massart et al. (2006) it is 
stated that inconsistent feeding in the digester is one of the causes for foaming. Feed-
ing is related to Organic Loading Rate (OLR), which is related to the inflow rate and 
the amount of sludge feed to the digester (Metcalf and Eddy, 2003) related at the 
same time to the organic matter present in the digester (total organic carbon in the di-
gester).  
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Figure 4. Difference between the RMSE and Reference error for each variable. From Dal-

mau et al. (2008). 
 

3. AD RISK MODEL 
To develop the risk model the relevant variables selected previously from real data 

were compared with the knowledge present in the experiences from the bibliography. 
As seen in the previous section, some coincidences were found. Finally, the combina-
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tion of OLR and its variation were selected as inputs of the model. As a problem of 
biological origin, the presence of some filamentous bacteria (mainly M. Parvicella) in 
the anaerobic digester’s inflow rate is also relevant regarding biological foaming so it 
was also taken into account in the AD Risk Model. This input is obtained from the 
risk model developed by Comas et al. (2008). This model used heuristic knowledge to 
evaluate simulation results and look for suitable conditions for the development of 
microbiology-related settling problems (i.e. bulking, foaming and rising sludge) in the 
AS system. More specifically, the AD risk model uses as input the risk of foaming re-
lated to M. parvicella which cause foaming in the AS (FAS risk) system as well. The 
basic knowledge base is presented in table 3.1. For a low FAS risk, as OLR and its 
variation (OLRvar) increase, the risk of foaming increases as well. Since the pilot 
plant treated diluted industrial distillery wastewater and was not sludge from an acti-
vated sludge system, the FAS risk was considered to be low in the validation step. 
Thus, the knowledge base for higher FAS risks is not presented here. However, fur-
ther details on the AD Risk Model will appear in Dalmau et al. (2009).  

 
Table 3.1. Knowledge base of the AD Risk Model for low FAS risk. 

  OLR (kg VS·m-3·d-1) 

  Very Low Low Medium High Very High 

O
L

R
 v

ar
  

(%
) 

Low Low Low Medium Medium High 

Medium Low Medium Medium High High 

High Medium Medium High High High 

 
The AD risk model is used to assess the risk of biological foaming in AD simula-

tion.  As an example of the AD risk model performance, figure 5 shows a profile of 
the risk of biological foaming within the benchmark simulation model Nº2 (BSM2; 
Jeppsson et al., 2007), however, it is out of the scope of this paper to discuss its per-
formance. FAD risk stands for risk of biological foaming in AD. The x-axis contains 
one-year simulation time from July 1st. The seasonal effect of FAS (according to Hug 
et al., 2006) can be noticed in the profile influencing the FAD risk. Although OLR is 
oscillating it remains in a constant range, however when OLRvar decreases (end of 
first summer period and middle winter) it is reflected in the FAD risk. Despite the AD 
risk model was developed and it can represent the dynamics of biological foaming in 
a simulated anaerobic digester, it was not validated yet with real data.  
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Figure 5.  Simulated results of the FAD risk model for the open loop case for a one-year si-

mulation (from July 1st). OLR (solid line); OLRvar (grey line); FAS risk (dotted black line); 
FAD risk (dashed line). 

 
4. VALIDATION OF THE AD RISK MODEL 

The AD risk model was developed to be implemented to BSM2, so previous to its 
validation with real data it was necessary to make some assumptions.  

 
OLR and its daily variation have to be calculated from the variables measured in 

the pilot plant. OLR for the AD risk model is calculated as shown in Eq. 1. 
 

HRT
VSOLR =      Eq.1 

 
where, 
VS= Volatile Solids kg·L-1 

HRT= Hydraulic Retention Time (d) 
 
HRT in days is obtained from Eq. 2 
 

24·qIn
VHRT =     Eq. 2 

 
where, 
V= pilot plant volume (1000 L.) 
qIn= inflow rate in (L·h-1) 
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Since AD risk model OLR calculation is based on VS, it was necessary to trans-
form the measured COD (tocsDig) into VS. According to Metcalf and Eddy (2003) 
for untreated wastewater the biological oxygen demand/total organic carbon ratio 
(BOD/TOC) is between 1.2 and 2.0 (1.6 was taken as the average of the rank), there is 
also a relation between BOD and chemical oxygen demand (COD) from 0.3 to 0.8 
(0.55 was taken as the average of the rank). Therefore, putting together both ratios, 
COD can be expressed as a function of TOC (tocsDig in our case; Eq. 3). 

 
tocsDig*9.2COD =      Eq. 3 

where, 
tocsDig: total organic carbon in the digester (mg·L-1) 
COD in mg COD · L-1. 
 
In Copp (2002) it is pointed that there is a relation between total suspended solids 

(TSS) and COD from particulate compounds (Eq. 4). 
 

pCOD·75.0TSS =     Eq. 4 

where, 
CODp in mg COD · L-1. 
 
A last assumption is made in order to simplify the conversion supposing that all the 

TSS can be accounted as VS. This way, we consider all the COD measured in the pi-
lot plant can be degraded as it was VS. Thus, from Eq 3. and Eq 4. we get Eq. 5. 

 

1000
tocsDig·175.2

VS =     Eq. 5 

where, 
VS in kg·L-1 
 
Data gathered during approximately almost three months was used to validate the 

AD risk model. Figure 6 shows the profile for both the simulated biological foaming 
risk (SFR) from the AD risk model and the foaming index estimated from real data 
(FR). 

From figure 6 some aspects can be pointed. First of all, reasonable good fitting is 
achieved (RMSE=0.06). Secondly, it becomes clear that there are two differentiated 
periods, approximately the first month and the last two months. The first period is 
marked for an apparent stability of the process with a good coincidence between SFR 
and FR (both showing low foaming risk), whereas the second shows much more os-
cillations and peaks revealing a probably more unstable period. In this last period, in 
some specific points (i.e. around days 33, 43 and 58) there are some divergences in 
which the model shows relatively high foaming risk when the real data show low risk 
of foaming. It is important to note that the inherent uncertainty of the mechanisms of 
foaming that hinders the development of mechanistic models cannot be included in 
the AD Risk Model. This can be the main reason behind the main differences in the 
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validation results. Nevertheless, the general trends of the instability are indeed de-
tected by the AD risk model allowing it to assess operational conditions of the anae-
robic digester that can favour biological foaming. 

 

 
 

Figure 6. SFR (black line) versus FR (grey line). 
 

5. CONCLUSIONS 
The AD risk model has been validated using real data from a pilot plant. Real data 

has been adapted to the AD risk model and the results show that quite a good fitting 
of the data can be achieved, showing that the AD risk model is able to represent the 
general conditions of an anaerobic digester regarding biological foaming. However, 
further validation with real data from an anaerobic digester treating sludge from an 
activated sludge system would be of interest since it would allow to consider the ef-
fect of filamentous bacteria in the AD feed. 
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Abstract    

Determination of the permeability coefficient is crucial for the solution of several geotech-
nical engineering problems such as modeling of underground flow, determination of the 
hydraulic properties of leachate water in waste disposal areas, calculation of the compressi-
bility, and so on. Constant head permeability test, which is usually performed for the de-
termination of the permeability, is easy to apply; however, it is not easy to obtain undis-
turbed sand specimens from field. Therefore, the tests are usually employed on specimens 
having similar relative densities to those from the field. An alternative approach to permea-
bility tests for granular soils is the prediction of permeability levels in terms of a number of 
particle size distribution and shape parameters. Although these methods are capable of 
making reasonable predictions for permeability coefficient, they have certain limitations. In 
this study, the approximation ability of neuro-fuzzy systems is utilized for the prediction of 
the permeability coefficient. Permeability test results on 20 different types of granular soils 
are used to generate a database to train adaptive neuro-fuzzy inference system (ANFIS), 
which is considered to predict the results of eight different permeability tests. It is con-
cluded that ANFIS structure is superior in the prediction of permeability tests considering 
particle shape and grain size distribution information.  
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1. Introduction 

Permeability is considered one of the most important parameters in soil me-
chanics. Basically, it is defined by the quantity of water passing through a soil 
medium in a certain period, and is determined by in-situ and laboratory tests. In 
common practice, the permeability coefficient is usually obtained by constant-
head permeability test, and is utilized in filtration-drainage, settlement, and stabili-
ty calculations. These problems are extremely important for environmental aspects 
such as waste water management, slope stability control, erosion, and structural 
failure related with the ground settlement issues. In this respect, empirical equa-
tions are utilized to predict these parameters; however, these equations have cer-
tain limitations and uncertainties. In addition to the incorporation ability of the 
past experiences regarding to these obscure parameters, neuro-fuzzy systems ena-
ble the engineers to predict the unknown parameters belonging to these problems 
with its superior approximation abilities.  

Although constant head permeability tests don’t take much time to perform, the 
relationship between permeability parameter and a number of grain size distribu-
tion parameters have been investigated by several researchers (Seelheim, 1880; 
Hazen, 1892; Slichter, 1898; Freeze and Cherry, 1979; Carrier III, 2003; Chapuis, 
2004). In Table 1, the empirical equations presented by a number of researchers 
are given. In addition, advantages, disadvantages and limitations of these studies 
are also included in the table. These formulas are capable of estimating the per-
meability with a reasonable precision. Therefore, an alternative and more precise 
technique is developed in this study using adaptive neuro-fuzzy inference metho-
dology. Using the database obtained by several permeability tests, which include a 
number of particle shape and grain size distribution parameters, permeability coef-
ficient of sands are modeled with the methodology. It should be mentioned that, 
because grain size distribution is the main factor affecting the void ratio and rela-
tive density of soils, regarding to the knowledge that global void ratio is primarily 
effective on the permeability of granular soils, the training and testing databases 
have similar gradations. 

2. Materials and Methods 

The conceived ANFIS model comprises following input parameters: a) D10 (the 
diameter which finer material is equal to 10% of the total by weight), b) D60 (the 
diameter which finer material is equal to 60% of the total by weight), c) mean 
roundness, d) mean sphericity, e) global void ratio (e), f) maximum void ratio 
(emax), and g) total fractal dimension. D10 and D60 parameters are extracted from 
the grain size distribution of the sands. The roundness, the sphericity and total 
fractal dimension parameter definitions are given in another study (Sezer et al., 
2008). Soils used in this study consist of 100 % sand, and the physical properties 
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of the sands are given in Table 2. The void ratios of the sands are extracted from 
the specimens prepared under Standard Proctor densification level. Sands are ar-
ranged in similar gradations to compare their permeability coefficients in relation 
with their shape characteristics. Three groups of the sands (tabulated as B, L and 
A in Table 2) are crushed materials and two of them (R and S) are natural mate-
rials. The sands are separated into four grain size distributions, and labeled as 1, 2, 
3, and 4, which representing coarse, medium, fine and well gradation, respective-
ly. As can be derived from Table 2, three of the sands of each origin (1, 2 and 3) 
are poorly graded and the last sand group (4) is well graded. In order to ensure 100 
% coarse material inclusion, the soils in this study are washed under Sieve 
No.120. Moreover, gravel sized or bigger particles are not included; therefore, all 
the grains are passed the No.4 sieve. Detailed explanation on the origin of the soils 
can be found in elsewhere (Sezer, 2008). 

Table 1. Empirical equations manifested for permeability prediction of soils 

Researcher /    Or-
ganization Equation Limitations,  Advantages /   

Disadvantages 

Hazen (1892) 2
10dCk H=  

Effective diameter changes be-
tween 0.1 and 30 mm (Hazen, 

1892; Carrier III, 2003).  
Kenney et al. 

(1984) ( ) 2
5d1~0.05=k  

D=0.074-25.4 mm and 
CU=1.04-12. 

Breyer-(Kresic, 
1998) 

2
10

2 500log106 d
Cv

gk
u

×







×××= −

 
Cu= 1~20, d10= 0.06~0.6 mm. 

Slichter (1898) 2
10

287.3 dn
v
gk ××=

 

best suited for soils with d10 
=0.01 ~5 mm (Vukovic & Soro, 

1992) 

Chapuis (2004) 3
max

max
3

2
10

1
1

5.1
e

e
e

edk +
×

+
××=

 
N/A 

NAVFAC (Chapuis 
et al. , 1989) 

e

dk e 2937.05504.010
10

6435.0291.110
−−=  

e=0.3~0.7; d10=0.10~2.0 mm; 
Cu=2 ~12; and d10/d5 >1.4 

Terzaghi-  (Odong, 
2007) ( )

2
10

2

311
13.00084.0 d

n
n

v
gk ×









−
−

××=
 

The selected average value of 
0.0084 is actually a classifica-
tion coefficient typically rang-

ing between 0.0061 and 
0.00107. 

USBR- (Vukovic 
and Soro, 1992) 

2
10

3.0
20048.0 dd

v
gk ×××=

 

Gives the best results when Cu 
is lower than 5 (Cheng and 

Chen, 2007) 

Alyamani and Şen 
(1993) ( )( )210500 *025.0*5046.1 ddIk −+=  

The method is more accurate 
for well-graded sample (Odong, 

2007). 

Kozeny-Carman 
(1956)  

2
102

3

)1(
083.0 d

n
n

v
gk ×








−

××=
 

d10<3 mm., for granular soils, 
the inertia term is not taken into 

account (Carrier III, 2003). 
 
For investigating the effect of particle shape on the permeability of soils, constant 
head permeability tests are employed on the soil specimens in accordance with 
ASTM D2434-68 standard. The combination permeameter is utilized to perform 
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permeability tests on specimens of 31.65 cm2 cross-section and of 10-11 cm in 
length, which were prepared at Proctor density level. 

Permeabilities of granular soils (k) are computed in accordance with D’arcy’s 
Law: 

ahkQ


=  (1) 

where Q is the discharge, a is the cross sectional area of the specimen, h is the hy-
draulic load on the specimen and   is the length of the specimen. The test appara-
tus is given in Figure 1. 

Table 2. Physical properties of the soils used in this study (Sezer, 2008). 

Origin Sand 
type Cu Cc 

Gravel 
% 

Sand 
% 

Silt-
Clay 

% 

Limestone  
(L) 

1 1.55 0.94 0 100 0 
2 1.61 1.03 0 100 0 
3 1.67 0.90 0 100 0 
4 8.00 1.22 0 100 0 

Basalt  
(B) 

1 1.55 0.94 0 100 0 
2 1.61 1.03 0 100 0 
3 1.67 0.90 0 100 0 
4 11.82 1.18 0 100 0 

Andesit (A) 

1 1.55 0.94 0 100 0 
2 1.61 1.03 0 100 0 
3 2.33 0.76 0 100 0 
4 6.00 1.03 0 100 0 

River Sand  
(R) 

1 1.55 0.94 0 100 0 
2 1.61 1.03 0 100 0 
3 1.67 0.90 0 100 0 
4 8.50 1.98 0 100 0 

Shore sand  
(S) 

1 1.55 0.94 0 100 0 
2 1.61 1.03 0 100 0 
3 1.82 0.92 0 100 0 
4 6.68 1.04 0 100 0 

 
The permeability test results and the corresponding empirical equation out-

comes are given in Figure 3. The coefficient of permeability (k) of coarse grained 
sands is higher, in comparison with medium and fine sands. Least coefficients are 
observed for well graded soils. Analyzing the results given in Figure 3, it can be 
concluded that the given formulas are capable of estimating the k parameter to a 
reasonable degree. Nevertheless, the outcomes of different equations are still far 
from the equality. The Breyer formula is not taken into account for the predictions 
in coarse and fine sands, where USBR formula is not used for the permeability es-
timation of well graded sands (Vukovic and Soro, 1992). The investigations, 
which are graphically demonstrated in Figure 3, indicate that the outcomes of 
Chapuis and Slichter methods are in harmony with the test results. Investigating 
the test results on medium sands (Figure 3b), it can be stressed that NAVFAC 
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formula rearranged by Chapuis et al. (1989) and Kozeny-Carman (1956) methods 
are quite successful. Furthermore, the test results given in Figure 3c indicate that 
Chapuis method best predicts the permeability coefficient of fine sands.  

 

 
Fig. 1.  The combination permeameter- constant head situation. 

 

Figure 3. Permeability test results and the outcomes of the empirical formulae on a) Coarse b) 
Medium c) Fine d) Well graded sands  

 

AIAI-2009 Workshops Proceedings [337]



For all poor graded sands, the USBR method underestimated the permeability test 
results. Alyamani & Sen method has underestimated permeability in coarse 
grained sands, while the method overestimates the permeability coefficients in 
fine grained sands. Nevertheless, despite the good predictions in poor graded 
sands, Chapuis (2004), Alyamani & Sen (1993) and USBR methods give similar 
permeability coefficient predictions. In this manner, great care should be taken for 
the use of these formulas in permeability prediction. Moreover, for well graded 
soils, the estimates are far from proposing a formula (Figure 3d). 

As can be seen from Figure 3, the differences in the results and the limitations 
on the empirical formulae encourage seeking for a new alternative approach for 
the permeability prediction. In this investigation, ANFIS is considered to be a 
possible and plausible alternative to traditional techniques.  

3. Adaptive neuro-fuzzy inference system and the model 

Fuzzy sets have the advantage of use of the “partial belonging concept”, instead of 
crisp belongingness. The membership value of a data point is the measure of the 
belongingness of the point to any set. The Adaptive Neuro-Fuzzy Inference Sys-
tem (ANFIS) is emerged as a powerful technique which couples Artificial Neural 
Network (ANN) and Fuzzy Inference System (FIS) methodologies (Jang and Sun; 
1995). The NN-based learning technique and a fuzzy inference methodology 
which using membership function and a fuzzy rule-base philosophies, is used to 
establish nonlinear relationships between input and output spaces (Jang, 1993; 
Jang and Sun, 1995). Therefore, the ANFIS is capable of organizing self-
structures in terms of the rules and membership functions with the help of input 
and output data patterns.  

In this study, the model is setup using backpropagation learning algorithm and 
Sugeno-type fuzzy inference system. Details of Sugeno type neurofuzzy structure 
can be found elsewhere (Jang, 1993). 
Consider a Sugeno type of fuzzy system based on the rules: 
Rule 1. If x is A1 and y is B1, then f1=p1x+q1y+r1 
Rule 2. If x is A2 and y is B2, then f2=p2x+q2y+r2 
 
Premises results can be computed by : 

)()();()(
2211 21 yxwyxw BABA µµµµ ==  (2) 

The weighted average may be calculated as: 

21

2211

ff
fwfwf

+
+

=   (3) 
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Figure 4. Sugeno-fuzzy model with two rules. 

Definition of this parameter into diverse phases can be formulated by: 

21 ww
ww i

i +
=   (4) 

Then output can be obtained as: 

2211 fwfwf +=   (5) 

Figure 5 demonstrates the corresponding ANFIS architecture to the rules in 
Figure 4. The circular and square nodes represent the fixed and learnt nodes, re-
spectively. 
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Figure 5. The ANFIS architecture for a two rule Sugeno system  
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Since the lack of space, no further explanation on the ANFIS calculation will 
be given here. Detailed explanation is given in Jang (1993). As mentioned before, 
the input parameters of the model are: D10, D60, r, s, e, emax and Dtot, while the out-
put is the permeability coefficient (k). Focusing on the three dimensional surface 
graphs of the two selected input and one output, it is possible to conclude that, 
there are nonlinear relationship among the parameters, and coefficient of permea-
bility is highly effected by high levels of mean sphericity and void ratio (Figure 6). 
Similar behaviors are observed at other three-dimensional surface plots; neverthe-
less, no other surface graph is presented here for space problem.  

 
Figure 6. The surface graph of the output against two input parameters.  
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Figure 7. The comparison of calculated and experienced permeability coefficients. 
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The testing of model is employed on data having similar grain size distribution. 
The calculated and permeability test results are given below. Extremely high R2 
value of 0.9979 approves the permeability coefficient modeling capability of the 
model (Figure 7).  

4. Conclusions 

In this investigation, ANFIS methodology is applied on uniform and well graded 
sands in order to propose an alternative approach for the permeability coefficient esti-
mation. Regarding to the 28 tests on prepared sands, permeability tests are conducted 
to find out the hydraulic conductivities of these soils. Empirical permeability coeffi-
cients are discussed in summary for the evaluation of alternative methods for permea-
bility prediction in the literature. Moreover, graphs illustrating the success of these eq-
uations are drawn to question the success of these methods. It is concluded that, these 
methods are capable but not sufficient for correct prediction of k parameter, in terms of 
their narrow prediction level and limitations in application of grain size distribution. 
Adaptive neuro-fuzzy inference system is used for k parameter prediction, using a 
number of particle shape and grain size distribution parameters. It is also derived that, 
ANFIS is successful in permeability prediction of soils having similar gradation. It is 
clear that the modeling ability of the ANFIS model strictly depends on the data, i.e. 
grain size distribution and the shape of the sand grains. On the other hand, it should be 
noted that larger database development is essential for accurate prediction of k parame-
ter for a wide-range grain sizes (including gravels and sands of different median sizes). 
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