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Abstract Biometric user authentication is a recent topic in the area of computer
security. This paper presents a machine learning approach to single modality user
authentication. Here support vector machines (SVM) are employed to classify dy-
namic handwriting samples. The general goal of SVMs is to carry out binary clas-
sifications and/or to handle multiple class problems using a combination of differ-
ent SVMs. Here a multi-class SVM is proposed to execute verification as well as
identification of persons based on their handwriting using a given PIN and a freely
chosen PIN. In the best case (trade-off for all rates) for verification using the free
PIN a false acceptance rate (FAR) of 0.0083 and an attacker acceptance rate (AAR)
of 0.0241 are determined while the false rejection rate (FRR) yields zero. In iden-
tification mode using the free PIN, we observe a FRR of 0.0083 and an attacker
identification rate (AIR) of 0.2195 at a false identification rate (FIR) level of zero in
our experiments.

1 Introduction

The authentication of persons and information plays an important role in informa-
tion technology. Mostly, user authentication is based on one or combinations of
the three factors: secret knowledge, personal possession and/or biometrics. While
knowledge and possession provides possibilities to hand over to unauthorized per-
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sons with or without intent or can be lost, biometrics is linked to physical or be-
havioral characteristics of a person. On the other side, biometric systems have to
handle a certain fuzziness of the data of individual persons (intra class variability)
and alikeness of data of different persons (inter class similarity). To overcome these
drawbacks in a sufficient manner, a great variety of biometric authentication meth-
ods were proposed. Following, a small selection of such methods is given without
neglecting other publications.

An overview on performance of machine learning techniques in biometrics has
been published by Abreu and Fairhurst [1]. Here eight machine learning techniques
have been used for classification of fingerprint and signature samples. Mean and
standard deviation for absolute error counts are provided for performance evalua-
tion. SVMs among neural net classifiers reached the lowest classification error rates.

A different approach is taken by Fuentes et al.[3]. Instead of using a SVM directly
for classification it is used to fuse matching scores of two expert system for on-
line signature verification. The idea behind this concept is to combine the unique
strengths of both systems into a single one. The system operates on a test set which
partly included skilled forgeries and reaches FAR values of 0.046 and FRR values
of 0.083.

In this paper a multi-class SVM is suggested and evaluated for dynamic hand-
writing verification and identification. The evaluation shows very promising results
based on a database of 30 writers with regard to the measures used, false acceptance
rate (FAR), attacker acceptance rate (AAR) and false rejection rate (FRR) for verifi-
cation and false identification rate (FIR), FRR and attacker identification rate (AIR)
for identification. Because of the limited number of samples available for testing
and because of the different nature of performance measures employed (error rates
vs. mean of error counts) and samples semantic results are of limited comparability
to those of Abreu and Fairhurst [1] and Fuentes et al.[3].

This paper is structured as follows: The next section describes fundamentals of
support vector machines and the configuration of the suggested SVM for handwrit-
ing verification and identification. In section 3 the evaluation setup, methodology
and results are presented and discussed, while the forth section concludes the con-
tribution and provides an overview of future work.

2 Materials and Methods

This section provides an introduction to SVMs and their use for multi-class classifi-
cation. Additionally details of the features extracted from the handwriting samples
are provided. These features represent the components of the sample vectors pre-
sented to the SVM for training as well as for later classification. This section con-
cludes with a discussion of possible problems that can occur during SVM training
and classification and presents an approach to overcome these difficulties.
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Support Vector Machine: In their basic form SVMs are limited to solving binary
classification problems for linear separable classes. These limitations can be over-
come by using sophisticated kernel functions that enable the SVM to solve more
complex binary classification problems. Additionally several SVMs can be com-
bined to solve multi-class problems.

Since in biometric systems the feature vectors for several persons are not ex-
pected to be linear separable, the well-known radial basis function kernel is chosen.
Furthermore the one-against-all approach [4] for implemantation of multi-class is
implemented in the following way: For each person p of the N persons that are to
be enrolled we train one SVM using the enrolment samples of p as positive samples
and all other other enrolment samples of the remaining N — 1 persons as negative
samples. Consequently, after the enrolment process the entire systems consists of N
SVMs, one for each enrolled person.

Based on this system structure it is easily possible to devise an identification and
verification procedure for new samples from users that try to authenticate on the
system. In the verification scenario a user tries to be verified as an enrolled person.
The sample from this user is simply presented to the matching SVM. The user is
then accepted or rejected based on the SVM output. The identification process works
similarly. Here the sample of the user is presented to all SVMs. If no SVM accepts
the sample, the user is rejected. If only one SVM accepts the sample, the user is
identified as the corresponding person. If more than one SVM accepts the sample,
the result is ambiguous which again leads to the rejection of the user.

For the experiments described in this paper the LIBSVM! [2] as pre-existing
implementation of the SVM classification algorithm is chosen.

Features: During the data acquisition a sequence of five physical values is sampled
by the handwriting sensor time dependently. These values are the X and Y position,
the pen tip pressure and the angles azimuth and altitude. Based on these values
for each handwritten samples a set of 103 (first 69 features are described in [6],
features 70-103 are based on current work) statistical features is determined, which
represents the corresponding sample. These feature sets are used as input for the
evaluation of the authentication performance of the SVM system.

Training Samples:
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These statistical features are partly based on dynamic (e.g. writing time, pen
down time, min/max velocity in X or Y direction) but also on static (e.g. aspect
ratio, intersections of the writing trace with itself or helper lines) characteristics of
the sampled handwritten data. Some features or groups of them are identical or quite
similar to 8 out of the 18 features used by Abreu and Fairhurst in [1].

Supporting Bounding Box: Even if the SVMs reach excellent classification rates
for samples of trained persons the system might still by prone to false-classification
of samples from not enrolled persons. This is due to the fact that during SVM train-
ing the feature space is not exhaustively covered with negative samples in regions
where no positive samples exist. These regions can be assigned to any class by the
SVM without affecting the reclassification rate of the training samples. Fig. 1 illus-
trates the problem.

To achieve a higher rejection rate for samples of unknown persons it was decided
to apply a simple bounding box heuristic. A hyper-bounding box is computed for
each person based on the training sample set. The box simply consists of the mini-
mum and maximum values observed for each component of the training samples. A
sample is rejected by the bounding box if its components are not within the corre-
sponding ranges of the bounding box. An SVM with bounding box heuristic accepts
a sample only if both the SVM and the bounding box accept the sample.

3 Evaluation

This section provides details about the data set and the training and test procedures
the experiments where conducted with. Based on that, an analysis of the observed
error rates is presented.

Data Set: During data acquisition test persons were ask to donate 8 samples each
per semantic class. In case of dynamic handwriting, semantics are alternative written
contents to the signature. In this work 30 persons and the semantics given PIN and
free PIN were chosen. While the given PIN consists of the default sequence of five
digits (77993), the free PIN can be freely chosen by the writer under the restriction
to write exactly five digits, too.

The values of all samples have been scaled to [0, 1] separately for each semantic
using the minimum and maximum values of each feature observed for all persons.

Methodology: For the experiments it was chosen to randomly split the samples of
the 30 persons available into two equally sized groups. The first group consists of
the 15 persons that are to be enrolled in the system (enrolment group). The second
group consists of the remaining 15 persons (attacker group). This group is used to
simulate blind attacks of not enrolled persons. The samples of all persons are stored
in lists in which each sample has a fixed position. The position of the samples in
these lists are randomised one time before all experiments take place.
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For a single SVM parameter combination the following test procedure is under-
taken: For each person a training and test sample set is determined by selecting two
index values m and n with m # n as index to the sample list of that person. The
samples at the positions m and n are added to the test set of the person, samples at
all other positions are added to the training set. m and n are equal for all persons.

After all training and test sets have been created one SVM is trained for each
person using this person’s training samples as positive samples and all other persons
training samples as negative samples. The resulting set of SVMs now represents a
multi-class classifier as described in 2.

Using the test samples of all persons the performance measures of this classifier
can be determined. For verification each test sample is presented to the system 15
times, each time using a different person as claimed identity. One of these tests can
produce at most one false reject (claimed person is the same as the actual sample
origin and the sample gets falsely rejected) and at most 14 false accepts (claimed
person a different from the sample origin, but the sample is accepted). For identifi-
cation the sample is simply presented to the entire system. This single test produces
at most one false identification (sample is identified as belonging to a different per-
son than the sample origin) or at most one false reject (person is rejected, though
the sample origin is a enrolled person).

Additionally all samples of the attacker group are presented to the system. For
verification one sample can cause at most 15 false accepts (attacker accepts) while
for identification one sample can produce at most one false accept (attacker ac-
cept/identification).

The entire procedure (starting from the selection of m and n) is repeated 28 times,
so that all possible combinations for m and n are iterated. Over all these experiments
all false accepts/identifications, false rejects and attacker accepts/identifications are
summed up for verification and identification respectively. The corresponding er-
ror rates: FAR/FIR, FRR, and AAR/AIR are computed by dividing the summed
errors by the number of maximum number of times this particular type of error
can occur. Consequently all are normalised to [0, 1]. Additionally for identification
FIR+ FRR < 1 holds true.

The error rates just described are computed for various SVM parameter combina-
tions. In the chosen experiment setup, we vary the SVM cost parameter C ([2,194],
stepsize: 8) and the radial basis function kernel parameter y ([0.0002,0.0194], step-
size: 0.0008). In previous tests these parameters proved to be most influential to
the classification performance, being most sensitive within the tested intervals. In
their effects on error rates these parameters behave similar to the threshold value in
distance based classifiers. However, the behaviour of these parameters is not mono-
tonic as it is often the case for threshold values. All remaining LIBSVM parameters
were left at their default values.

Results: As presented in the preceding section each parameter combination (C;7)
used for training/testing can be evaluated using the three measures FAR/FIR, FRR,
AAR/AIR. These 3 dimensional tuples are from now on referred to as operating
points (OP). The following rates have been determined without using the bounding
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box heuristic: For verification most parameter combinations tested (74%) reach an
FAR of exactly zero. All other cases reveal a very low FAR of 0.000085. Since
the system does not reach equally low FRR values it is impossible to provide an
equal error rate (EER) according to the traditional definition. However a modified
EER based on AAR and FRR can be estimated if the OPs are projected onto the
FRR-AAR plane as depicted in Fig. 2. In this representation the modified EER is
about 0.025. As can also be seen the tested parameter combinations are capable of
constructing quite effective SVMs (very low FRR) as well as extremely over-fitted
SVMs (FRR=1 while still retaining an FAR of 0). The reason for this tendency
to over-fitting is the massive class imbalance when one SVM is only trained with
positive samples of one person and negative samples of all remaining person. This
class imbalance also abets the division of the feature space into disjoint regions in
which only samples of a specific persons are accepted.

This behaviour is also reflected in the AAR which converges to zero for high
FRR values (over-fitting) and reaches values around 0.03 for very low FRR values.
It should also be noted that the highest AAR values are reached for operating points
with an FAR not equal to O (see region R1 in Fig. 2).

In identification mode the system behaves similar to the verification mode. Dif-
ferences can be found in the FIR values, which are now consistently zero and in
slightly higher AIR values. The reason for the lowered FIR is the stronger rejection
criteria which rejects a sample if it is accepted by more than one SVM. Obviously
the few false rejects observed during verification testing are the result of two SVMs
accepting the same sample. Similarly, because of this stronger rejection criteria the
AIR values for identification should be lower than AAR for verification. However
the opposite is the case, AIR values are consistently larger for identification. The
reason for this is the already mentioned almost disjoint separation of the feature
space among SVMs. This separation is the reason that, for verification, a sample
causes only one out of 14 possible false accepts, while for identification, the same
sample causes one false accept out of one possible false accept which leads to a
much higher influence to the AIR.

Table 1 depicts exemplary OP for identification and verification using free PIN
and given PIN semantic. The two OPs chosen for each semantic and authentication
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Table 1 Selected operating points

Semantic Verification Identification

(C;y) FAR FRR AAR (C;y) FIR FRR AIR
free PIN (26,0.0154)* 0 L0095 .0241 (114,0. 0018) 0 .0905 .0924
free PIN (34,0. O]94)b 0 .0083 .0254 (34,0. 0098) 0 .0083 .2195
given PIN  (90,0.0194)¢ .0016 .0560 .0309 (58,0.0066)¢ 0 1524 235
given PIN  (90,0. 0194)1’ .0016 .0560 .0309 (154,0. 0194) .0012 .0738 .2933

¢ parameters for OP with minimum distance to origin
b parameters for OP with minimum FRR (if several OPs with the lowest FRR exist, the one with
the lowest AAR/AIR is displayed)

mode are the ones with the smallest Euclidean distance to the origin® and the ones
with the smallest observed FRR.

For the given PIN the measured rates are generally higher then the rates for the
free PIN semantic. Obviously the features described in 2 have better discriminatory
properties if they are extracted from samples that differ in content and writing style
instead of writing style alone.

It has to be noted that a variety of parameter combinations can lead to satisfying
results depending on which error rate is preferred to be minimised. The values of
these parameters are also dependant in the data set used for testing as can easily be
seen in the varying coordinates in Table 1.

The bounding box approach introduced in 2 performs as expected. At the cost of
a very high FRR it is able to reduce the AAR/AIR rate. However, if the size of the
bounding box is increased, FRR values drop and AAR/AIR values converge to the
previously observed levels.

In previous work [5] a verification algorithm using biometric hashing based on
the first 69 features used here has been described. For the semantic given PIN an
EER of 0.0832 was determined. It has to be noted, that the underlying database
and test methodology are not identical to those used here. However, a trend towards
change for the better can be indicated by the usage of the SVM and an enhanced
feature set for verification performance.

4 Conclusion and Suggestions for Future Work

The SVM classifier described in this paper is capable of reliable identification of
15 persons who are enrolled using a freely chosen PIN. Because of the tendency to
over-fitting, the system exhibits very low FAR/FIR values while producing a still
acceptable FRR under 1%. If the enrolled persons are restricted to using the same
PIN, system performance drops notably, though this drop affect mostly the FRR
which in certain use cases may sill within acceptable ranges.

2 the origin corresponds to the OP with FIR = FRR = AAR =0 or FIR = FAR=AIR =0

AIAI-2009 Workshops Proceedings [124]



If a more balanced FAR/FIR-FRR-ratio is desired the v-SVM is an option to
consider, since the v parameter provides information on the class imbalance and
hopefully eliminate the tendency to over-fittng. However the elimination of over-
fitting might result in an increased AAR/AIR rate, since the positive regions in the
feature space are likely to grow in area and thus leave more room for acceptance of
samples that otherwise would have been rejected.

The simple bounding box approach suggested in this paper proves to be not suit-
able to reliable distinguish samples of an enrolled person from samples of a not en-
rolled person. More sophisticated approaches might be able to reduce the AAR/AIR
without extreme effect on the FRR.

Another approach to consider is the one-class SVM which relies solely on posi-
tive samples for training. After training the SVM returns whether a presented sample
fits the learned distribution. Not being exposed to a majority of negative samples is
likely to prevent excessive over-fitting. The total lack of negative samples might lead
to an increased FAR/FIR, though.

Furthermore the experiments described in this paper (as well as future experi-
ments based on this work) are to be conducted on a larger data set to ensure statistical
significance of the results. It is also considered to adapt the test environment to that
of Abreu and Fairhurst [1] to allow direct comparison. Seeking for a deployment-
ready authentication system the influence of user count, authentication type, and
sample semantic on the parameters of optimal OPs have to be analysed.
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