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Abstract In this paper, an unsupervised, automatic video human members(human
body and parts) tracking algorithm is proposed based on a propabilictic human
silhouette detection method and a geometric human silhouette analysis algorithm.
First, the human silhouette is estimated using the following scheme : 1) an face de-
tection, and 2) a human body detection based on biometric 2-D templates. Next, the
human members are recognized and 18 major points, located on the human body and
parts, are detected using a 2-D biometric model. The proposed method is executed
automatically in each frame of the video sequence.

1 Introduction

Human motion analysis has many applications in many areas, such as analysis of
athletic events, surveillance, content-based image storage and retrieval. The main
scientific challenges in human motion analysis are to detect, track and identify peo-
ple and to recognize the human activity [1]. The detection and tracking algorithms
are challenged by occluding and fast/complicated moving objects, as well as illumi-
nation changes. A combination of human shape-motion features estimation, silhou-
ette analysis, skin color detection, template matching, 2–D/3–D human modeling,
background modeling have been used on human detection and tracking systems.
There are model based approaches and systems using Shape-From-Silhouette meth-
ods to detect and track the human in 2D [2] or 3D space [3].

Several works have been proposed recently in the literature for detecting video
actions and activities [2]. In [4], a Hidden Markov models are used for identifying
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human activities in video streams. In addition, in [5] human activity is identified
from a video sequence. The activity is represented as a set of pose and velocity
vectors for the major body parts (hands, legs, and torso) and then stored in a set
of multidimensional hash tables. On the contrary, in [6], stochastic algorithms are
exploited to detect visual activities and interactions in a video sequence.

In this paper, a novel approach is presented for automatic human detection and
tracking in video sequences. The proposed architecture consists of two main mod-
ules. The first refers to the automatic identification of humans regardless of their
motion actions, background complexity and possible background movement. This
part is based on biometric feature of human color. The second module aims at auto-
matically extracting points of interest from the human based on 2-D biometric hu-
man model. The points refer to salient parts of persons, such as the head, shoulders,
etc. In this way, we are able to identify complex human activities, by considering
the point motion in time. For example, we are able to detect particular gestures of
humans, the direction of their movement, the actions of the head, e.g., nodding, and
velocity of human movement, etc.

The rest of the paper is organized as follows. Section 2 presents the proposed
silhouette estimation algorithm. Section 3 describes the human silhouette analysis
method. Finally, Sections 4, 5 provide experimental results and the discussion.

2 Human Content Identification

Various methods and algorithms have been proposed in the literature over the years
for human face detection, ranging from edge map projections to recent techniques
using generalized symmetric operators [7]. The eigentemplate approach to the de-
tection of facial features has been proposed in [8], while in [9] the face pixels are
localized by modeling the human face with an elliptic shape. In our approach, the
two-chrominance components of pixels are used for performing the human face de-
tection task efficiently, while simultaneously exploiting information available in the
bit stream of MPEG-coded images. This is due to the fact that the distribution of the
two-chrominance components, corresponding to a human face, are located in a very
small region of the color space as has been shown in [10]. Thus, blocks of a color
image x, whose respective chrominance values are located at this small region, can
be considered as face blocks. On the contrary, blocks of chrominance with values
located far from this region correspond to non-face blocks.

Let us denote by q(Bi) = [u(Bi)v(Bi)]T a 2-dimensional vector containing the
average chrominance components, u(Bi)v(Bi), for the Bi block. Then, the histogram
of the chrominance values, corresponding to the face area, is modeled by a Gauss-
sian probability density function (pdf). Therefore, the probability of a block, say B j,
belonging to the face class, say Ω f , is given by the following equation

P(q(B j)|Ω f ) =
e−

1
2 (q(Bi)−µ f )T ·S−1

f ·(q(Bi)−µ f )

(2π)
N
2 |S f | 1

2
(1)
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where µ f and S f are the mean vector and variance matrix of the pdf respectively.
The parameters of 1 can be estimated based on several training data of face images
and using the maximum likelihood algorithm. Equation 1 indicates that an image
block Bi belongs to the face area, if the respective probability of its chrominance
values, P(q(Bi)|Ω f ) is high. Instead, blocks with a low probability P(q(Bi)|Ω f ) are
classified as non face blocks. In our case, a confidence interval of 80% has been used
to discriminate face and non face blocks. Therefore, a binary mask M is formed, with
size N1

8 x N2
8 pixels; a pixel unit with value equal to one indicates a face block, while

a zero value indicates a non face one.
This method does not, however, exploit any geometric information about the hu-

man face. Thus, it is possible that some non face blocks are classified as face ones.
This is, for example, the case of blocks that have similar chrominance properties
to ones belonging to face regions, e.g., human hands. For this reason, an iterative
technique is applied to the binary mask M in order to localize the segment that cor-
responds to the face region. First, the morphological erosion operator is applied to
image M, using a small rectangular structuring element; then, the number of non
connected objects in the filtered mask is computed. In case that the number of ob-
jects is greater than one, a new morphological filtering is applied using, however, a
greater structuring element. This procedure iterates until the number of objects gets
equal to one. Then, the segment of M, which overlaps to the segment of the final
filtered mask, is considered as a face region. In this case, a binary mask, say M f ,
is formed, in which pixels with value equal to one correspond to the face segment,
while zero values indicate the other areas.

2.1 Human Body Detection

Human body detection is next performed, exploiting information provided by the
previous face detection module. In particular, the human body is localized using a
probabilistic model, the parameters of which are estimated according to the center,
height and width of the face region, denoted as c f = [cx cy]T , d f and h f respectively.
Let us also denote by r(Bi) = [rx(Bi) ry(Bi)]T the distance between the ith block, Bi,
and the origin, with rx(Bi) and ry(Bi) the respective x and y coordinates.

Since humans are usually located in standing position, a square rectangular is
adopted in our case for modeling human body. We assume independence from the x
and y location. Thus, block Bi belongs to the human body class, say Ωb, if

P(r(Bi)|Ωb) = A · [(1− rx(Bi)−µx

wx
),(1− ry(Bi)−µy

wy
)] (2)

where µx, µy express the parameters of the human body location model; these are
calculated based on information derived from the face detection task, taking into
account the relationship between human face and body. In our simulations, the
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Fig. 1 (a) The 18 major human points. (b) An example of successful execution of the end of head
(blue point) localization method. (c) The left arm can be distinguished from the main body because
the proportion of red boundary pixels is high.

parameters in 2 are estimated with respect to the face region as follows µx = cx,
µy = cy + h f

2 , σx = d f , σy = h f
2 .

Similarly, A,wx and wy are appropriate parameters that control the decay of the
probability.

The human face and body detection modules provide an initial estimation of the
foreground object. In particular, all blocks that have been classified either to the
face or body classes are included in the initial estimate of the foreground object.
Similarly, a background set, is created containing blocks of the image which are
classified with high confidence to the background class.

3 Human Silhouette Analysis

3.1 Human Members Recognition

In this section we examine the human body members recognition method. The hu-
man body is divided into the following six members: head, main body, left leg, right
leg, left arm and right arm (Figure 2(c)). The human silhouette pixels will be clas-
sified to one of the above members. The human parts are detected based on their
geometric/biometric information. The member recognition algorithm is sequential.
The more “visible” members are computed first in order to decrease the search space
of others.

First, the major human body axis is determined using central moments. The sil-
houette is rotated according to the major axis. The rotation center is the mass center
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Fig. 2 (a) The initial approximation. (b) The final segmentation result. (c) The human members
estimation. (d) The human members’ skeletons.

of the human. Now, the human is located vertically. Next, we estimate the end point
of the head (Xd ,Yd) using the following iterative method (Figure 1(b)). The (Xd ,Yd)
point is initialized as the human body mass center (mc,nc) and it is changed dynam-
ically by getting the mean of human points that belongs to the current line. So, the
above method can be characterized as dynamic mean method.
Dynamic Mean Method

Xd = mc, Yd = nc
repeat {

Xd = Xd −1, Yd = E(Xd ,y)∈Man(y)
} until (Xd −1,Yd) ∈ Background

The head region will be placed in a rectangle defined by the point (Xd ,Yd) as the end
of the head. The maximum height and width of the head are proportional to the hu-
man height. The down limits of the head region, are determined by the first local
minimum of the left and right horizontal silhouette projections.

The main body region is computed using an iterative algorithm similar to the end
point of head estimation method. The maximum height and width of the main body
are proportional to the human height. Using the human boundary, it can be deter-
mined if the arms can be distinguished from the main body (visible arm) and if the
legs are distinguished. The rule is the following: if the proportion of the boundary
pixels whose the closest background pixel is on the right, computed in an area where
is located the left arm, exceeds a threshold, then the left arm can be distinguished
from the main body. The above value is the ratio between the red pixels and the
red plus green pixels of Figure 1(c). This knowledge helps in definition of the main
body limits.

The legs and arms regions estimation can be done in the same time. An initial
approximation (Figure 2(a)) is computed using the mass center of the human and the
border point D that discriminates the left and right leg. It is possible that a regions
than six, that is the number of the human members, will be created. For these cases,
we determine first which are the fault regions using a criterion based on the surface
and the mass center of the regions. Next, we join the faults regions to the regions
which have the most common boundary points with the faults regions. In the Figure
2(b), the false left leg region is correctly classified to left arm member.
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3.2 Major Human Points Estimation

In the second stage, the 18 major human points are estimated using the human mem-
bers segmentation. This method is based on a geometric/biometric 2-D model for
each major human point. The method uses the skeleton of each human member
(Figure 2(d)), as the joint points belong in the skeletons. The skeleton is defined
as the set of points whose distance from the nearest boundary is locally maximum.
The 18 major human points are computed sequentially. The easier defined points are
computed first in order to decrease the search space of others.

First, the center of the head is computed as the mass center of the head region.
The neck point is defined as the mean of the boundary points between head and main
body region. The two shoulders points are computed by minimizing an appropriate
function F . The function domain is an isosceles triangle whose vertex is the neck
point and its base vertices are the two shoulder points. The function is minimized
when the triangle base is maximized and the triangle height is minimized at the
same time.

The 18 major points formulations are defined in Figure 1(a) under the proposed
biometric 2-D model. The points (9), (10) of the main body are computed using the
main body height and width. The points (11), (15) of the main body are defined
by the mean of boundary between main body region and left or right leg region
respectively.

Concerning the legs’ points, the ankle point A is computed first. We compute
the farthest point B of skeleton points from point (9) using one line segment that
should belongs to silhouette. The ankle point is defined as the farthest point, of
the not visited skeleton points from B using one line segment. The knee point K
is estimated by minimizing the function G(X) which is defined by the following
equation. The constant 0.2 of equation 3 has been estimated using our experimental
dataset. Let F be the point (9) of the main body. Let the function d(X ,AF) be the
minimum distance of point X from the line segment AF .

G(X) = (|XF |− |XA|)2−0.2 ·d2(X ,AF) (3)

If the point X is located close to the middle of AF and close to the knee angle at the
same time, then the proposed function G(.) will be minimized. Finally, the end of leg
point E is computed using the knee and ankle points. The E point is defined as the
skeleton point close to ankle point, whose distance from the knee point is maximum.
In each arm, we have to compute two points, the elbow point and the end of arm
point which are estimated similarly with the knee and ankle point, respectively.

4 Results

The proposed algorithm have been tested in several sequences. The silhouette esti-
mation method (first stage) gives in most of the frames accurate results. Concerning
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Fig. 3 Results of the three stages. The estimated silhouettes (first column), the human members
recognition (second column) and the 18 major human points computation (third column).

the next two stages, the human body members are successfully recognized in the
well estimated silhouettes with high accuracy. The mean error in head, main body
major points estimation is about 2% of the total human height, while the arms - legs
major points are estimated with less than 200% of the previous error. The above er-
rors are related with the quality of the estimated silhouette, when the accuracy of the
estimated silhouette is high the mean error in the estimation of each major human
point is less than 1% of the total human height. In Figure 3, some results of the three
stages are shown. The complexity of the total algorithm is O(N)1.

1 N = # pixels of the human. If we did not use skeletons we would have a complexity of O(N
√

N).
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5 Conclusion

In this paper, an unsupervised, automatic human members and 18 major human
points tracking algorithm is proposed using an adaptable - extended face detection
based method and a geometric human silhouette analysis algorithm. The adaptive
behavior of the first stage is very important in such dynamically changing environ-
ments, where object properties frequently vary through time. The silhouette analysis
algorithm is color independent and it detects the major human points without track-
ing them based on 2-D geometric human model.

In order to decrease the computation cost, the proposed method locates the major
points sequentially, where the location of one feature influences the location of the
rest. Sometimes, such methods can produce totally erroneous results in the case that
a failure occurs in the starting stages. We decrease this probability by starting from
the most “visible” parts and well defined points. Moreover, if in some frame the
algorithm fails (in some points/parts), the system will not lose his stability, since in
the next frame human detection (not tracking) will be performed.

An extension of the proposed methodology may include the estimation of static
(chromatic-biometric) features of the human members and the human-activity recog-
nition (walking, sitting, running, etc). Security system and statistics analysis of hu-
man motion systems could be based on our method.
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