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Abstract An increasing number of studies have profiled gene expressions in tumor
specimens using distinct microarray platforms and analysis techniques. With the
accumulating amount of microarray data, one of the most challenging tasks is to
develop robust statistical models to integrate the findings. This article reviews some
recent studies on the field. We also study the intensity similarities between data sets
derived from various platforms, after appropriate rescaling of the measurements. We
found that intensity and fold-change variability similarities between different plat-
form measurements can assist the analysis of independent data sets and can produce
comparable results with those obtained for the independent data set alone.

1 Introduction

With the increasing availability of published microarray data sets there is a need
to develop approaches for validating and integrating results across multiple studies.
The overlap of gene expression signatures of various studies is very small, for ex-
ample between the “Amsterdam” signature [23] and the “Rotterdam” signature [24],
mainly due to the small sample sizes of individual studies and error measurements.
A major concern in the “meta-analysis” of DNA microarrays is the lack of a single
standard experimental platform for data generation. The microarray technologies
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currently in use differ in how DNA sequences are laid on the array, the length of
these sequences, splicing variations and the number of samples measured in each
hybridization. As a result, an important source of technological variability in gene
expression measurements is the platform used.

The increasing number and availability of large-scale gene expression studies
of human and other organisms provide strong motivation for cross-study analyses
that combine existing and/or new data sets. In a cross-study analysis, the data, rel-
evant test statistics or conclusions of several studies are combined. Several studies
have compared measurements across platforms [9] and reported their findings in
terms of reproducibility of results, power increase of studies, validation of gene
signature results [10] [8] [11] [25]. The MAQC Quality Control Consortium, the
FDAs Critical Path Initiative, NCIs caBIG and others are implementing procedures
that will broadly enhance data quality. The MAQC consortium have reported that
proper sample preparation is sufficient to dramatically enhance multi-lab and multi-
platform correlations [16].

However, combining data from different expression studies and possibly different
gene expression platforms poses a number of statistical difficulties due to the differ-
ent processing facilities. As a consequence, measurements from different platforms
cannot be directly combined. Identifying and removing such systematic effects is
the primary statistical challenge in cross-study analysis. We note that technological
differences between studies may be confounded with biological differences arising
from the choice of patient cohorts (e.g. age, gender or ethnicity). In many cases,
technological artifacts are dominant, though care should be taken to verify this, and
one can hope to remove them while leaving biological information intact.

Here we briefly review some recent techniques to minimize error measurements
and safely combine results of studies which address the same biological questions.
Furthermore, we evaluate how the direct use of intensity data from independent data
sets and platforms, can facilitate the statistical analysis of other microarray studies.
An advantage of such an approach is that the same methodology can be used and the
measurement errors can be controlled in the same way for all data sets. Our scope
is to demonstrate that the power of any statistical conclusions can be retained when
the data is enhanced with external data from various platforms. For that purpose our
working example is the classification of ER samples in a breast cancer data set.

1.1 Recent literature review

In general, it will make sense to combine data sets of studies which address the same
questions, or, experiments with some sufficiently similar aspects so that one can
hope to make better inference from the whole than from the experiment separately.
However, in order to compare experiments that are performed on different gene
expression platforms, the first thing one should look at is how to link oligonucleotide
probe sets, spotted sequences, and other microarray features. Typically, a sequence-
specific identifier (GenBank accession number) serves as a reference to the array
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probe sequences. Thus, the first step in a cross-study analysis would be to identify
a subset of genes which are consistently measured across platforms. The next step
would be to derive for each individual data set numerically comparable quantities
from the expression values of genes in the common list by applying specific data
transformation and normalization methods.

The most simple approach to integrate data would be to sample standardize and
gene median center each available data set, and then combine data sets. More sys-
tematic approaches have been proposed for integration of findings from multiple
studies using different array technologies. Particularly, according to [14], there are
several potential approaches to cross-study analysis, depending on what informa-
tion is being synthesized. Existing studies either combine information from primary
statistics (such as t-statistics or p-values) [13] [19] or secondary statistics (such as
gene lists) that are derived from the individual studies [3]. Additionally, other ap-
proaches to meta-analysis of gene-expression data are considered by [4] [15] [12],
which directly integrate the data and then proceed with the analysis.

[22] proposed optimization methods for cross-laboratory and cross-platform mi-
croarray expression data, based on three simple and often employed techniques to
identify discrepancy in expression data sets. They created an experimental design
that compared three functionally different normal tissues: human liver, lung and
spleen. Particularly, they reported that when precision, biological interpretation and
multiple platform data sets were considered together, they allowed for better se-
lection of genes with respect to a particular outcome. They considered precision
and sensitivity measurements which were useful in finding the minimal detectable
fold-change and raw performance values for an array platform. Also, Gene Ontol-
ogy and pathway analyses were considered, which were thought to be a valuable
way of examining and comparing the actual biological interpretation. Differences in
pathways indicated consistency problems which could be quantified by counting the
differentially expressed genes between platforms that moved in different directions.

Along these lines, [25] integrated three independent microarray gene expression
data sets for breast cancer and identified a structured prognostic signature consist-
ing of 112 genes organized into 80 pair-wise expression comparisons. The method
used for integration of data sets was based on the ranks of the expression values
within each sample first introduced in [5]. Since the features were rank-based, data
normalization was not necessary before data integration.

A cross-study normalization method called XPN was suggested by [14], which
based on identifying homogeneous groups of genes and samples in the combined
data. Specifically, they employed k-means clustering independently to genes and
samples of the combined data to identify blocks (or clusters) in the data. Then,
each gene expression value was a scaled and shifted block mean plus noise. Their
model assumed that the samples of each available study fall roughly into one of the
statistically homogenous sample groups identified, and that each group was defined
by an associated gene profile that was constant within each of the estimated gene
groups. They examined three existing breast cancer data sets and reported that XPN
successfully preserved biological information according to ER prediction error rates
while removing systematic differences between platforms.
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The reliability of gene expression across three previously published breast can-
cer studies was evaluated by [4]. They compared the strength of evidence of gene
to phenotype associations across studies and combined effects across studies. Their
methods are implemented by [2] on an R package (www.r-project.org) li-
brary called MergeMaid (http://www.bioconductor.org/packages/
2.2/bioc/html/MergeMaid.html). They defined a reliability score and set
a threshold via permutations to distinguish which were the “reliable” genes in two
study experiments, i.e. the genes consistently measured in all studies. For multi-
study experiments they considered an alternative interclass correlation coefficient
per gene. Finally, they used a between studies combined effect based on the first
eigenvector of a principal component analysis (PCA) of each study, to determine
the genes that are associated with the phenotype.

In order to account for inter-study variation, [3] suggested an “effect size” model
for multiple microarray studies. They defined effect sizes as standardized indexes
measuring the magnitude of a treatment or covariate effect. They suggested the
use of a fixed-effects model (FEM) or a random-effects model (REM) (or alter-
natively a hierarchical Bayesian model) depending on the homogeneity of study
effects. Finally, they measured the statistical significance of their combined re-
sults by permutation tests and FDR calculations. Many of their methods are im-
plemented in GeneMeta R package library (http://www.bioconductor.
org/packages/2.2/bioc/html/GeneMeta.html).

Finally, an interesting approach is that by [15] who applied a two-stage Bayesian
mixture modeling strategy to analyze four independent breast cancer microarray
studies derived from different microarray platforms (spotted cDNAs, Affymetrix
GeneChip, and inkjet oligonucleotides). They derived an inter-study validated 90-
gene “meta-signature” predictive of breast cancer recurrence. Their analysis was
based on the signed conditional probabilities of differential expression as intro-
duced in [12]. Particularly, [12] proposed a Bayesian mixture model transforma-
tion of DNA microarray data with potential features applicable to meta-analysis of
microarray studies, although they employed them in the context of molecular clas-
sification. The basic idea was to estimate the platform independent probability of
over-expression, under-expression or baseline expression for gene sample combina-
tions given the observed expression measurements. Along these lines, [15] reported
that the use of the specific probability measures increased the power of statistical
analysis by increasing the sample size.

There is a great challenge to compare and integrate results across independent
microarray studies. Meta-analysis studies sometimes produce comparable results
even under different logics. Although all approaches, normalization or combination
of secondary results, have their merits, here we proceed with studying the effects of
scaling existing measurements from various platforms as that was suggested by [12].
An important selection criterion for data integration is the measurement correlations
between platforms [18]. Nonetheless, a large number of genes might be lost when
looking at the correlation due to different levels of noise between platforms. We find
that rescaling of measurements should be able to prevent that.
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2 Integrate findings

Here we suggest some characteristics of the data that need to be accounted for when
assimilating results from different studies, and evaluate them in independent data
sets. Particularly, we consider the “translation” procedure of values as that was first
suggested by [12] and it was employed by [15] on the same content. They esti-
mated probabilities of over-expression, under-expression and baseline expression,
and translated the intensity measurements into a probability of differential expres-
sion. The new probability scale can make comparisons between platforms on a uni-
fied scale rather than using gene-specific summaries. For an analytic description of
the method see [15].

We use the four data sets also considered by [15], namely the [20], [21], the
[23], [7] data sets. The first two studies are cDNA microarray studies, the third
is an injekt oligonucleotide array study and the fourth an Affymetrix GeneChip
study. The data sets consist of 305 breast cancer samples in total and 2,555 common
genes. The study-specific breast cancer prognosis signatures have been previously
reported to have a small overlap. [15] suggested that combination of the four in a
probability scale derives a 90 gene meta-signature which is strongly associated with
survival in breast cancer patients. We study their approach in terms of the sample’s
ER status categorization. Furthermore, we suggest a few modifications which seem
to strengthen our results in an independent data set produced with homemade two-
colour spotted arrays from Qiagen V3 human library. All results presented here are
with respect to that independent data set which consists of 34,772 70mer probes and
29 samples (18 ER+ and 11 ER− samples). We refer to that data set as Data1 from
here onwards.

Measurements for all four data sets [20] [21] [23] [7] considered here are on the
so called “poe” scale [15] and vary in the interval [0,1]. Our scope is to measure
the accuracy of sample classification with respect to their ER status by using simple
statistical measures. For that reason, we only consider t-test calculations and Ward’s
hierarchical clustering with euclidean distance. We avoid comparing our results with
those derived when studies are considered individually, since those finding are based
on a more advanced statistical methodology. Thus, our scope is to compare the ER
classification outcome in Data1 samples when it is assisted by external data and
under the same statistical methodology.

2.1 ER signatures when combining data sets

If we consider all 304 samples (one sample from [23] data set had an unknown ER
status and was excluded from further analysis), we find a set of 272 genes adequate
to distinguish the two classes (ER+, ER−). From those we found 75 common with
Data1. There are some common genes with those reported by [23], for example,
for ER categorization. Particularly, [23] reported a set of 550 genes, from which
223 are common with Data1. However, only 12 genes are common between the
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two list and can be found in Data1. In Figure 1 we can see the two ER signatures.
An interesting observation is that both appear to have two mis-calssification errors.
We apply agglomerative hierarchical clustering algorithm to expression ratios using
Euclidean distance metric and Ward clustering algorithm [13].

0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1
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Fig. 1 The ER statistically significant genes reported by van’t Veer and those found when we
considered the combined four data sets. Results are shown on Data1.

Alternatively, if we consider the whole of Data1 and apply the same methodology
as before, we find 279 genes able to statistically distinguish ER. We refer to those
results as the Intrinsic Model results. However, it would be interesting to consider
only the genes of Data1 which are common with the [20] [21] [23] [7] data sets.
In this case, 120 statistically significant genes are able to distinguish the two ER
classes. Those results are refer to as the Starting Model results.

2.2 Intensity and fold-change similarities

Many times the intensity measurements vary between platforms for their common
probes. That variability could indicate platform specific effects, or even random
noise due to experiment conditions. In this subsection, we study how that variabil-
ity can affect an ER derived signature which is based on many platforms. For that
reason, we consider only probes that appear to have “similar” values across the four
data sets in terms of magnitude on the “poe” scale. Particularly, since we are inter-
ested on ER classification, we search for genes with similar intensity behaviour in
separately ER+ and ER− samples.

We employ Kruskal-Wallis rank sum tests [6, p.115] per gene, to test the null hy-
pothesis that the location parameters of the distribution of ER+ and ER− samples
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are the same in each of the four data sets. The alternative is that they differ in at
least one. We consider only genes with high p-values for both ER+ and ER− sam-
ples, which based on the test give evidence for accepting the null. The left hand-side
plot of Figure 2 shows the 44 genes that appear to have the same location distribu-
tion parameters for both ER+ and ER− samples across the four data sets. For the
right hand-side plot we consider 100 permutations per gene and finally report only
65 genes with significant permutation based empirical p-values with respect to ER
status. We can observe that the mis-classification errors are three in both cases, how-
ever, permutation procedure is inferior in terms of the number of genes included.
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Fig. 2 The ER statistically significant genes among those with same location distribution parame-
ters for the four data sets, as reported by Kruskal-Wallis sum rank test without or with data permu-
tation techniques. Results are shown on Data1.

Another characteristic of the data is the fold-change behaviour between the ER+
and ER− samples. When we consider genes with the same amount of fold-change
variability across the four data sets, we find that 24 genes, common for the four
data sets and Data1, could distinguish the two ER classes. The genes were selected
to have the same fold-change levels for the four platform measurements examined
here. In Figure 3 we can see that the two ER classes can be well distinguished and
in this case.

2.3 Results

In order to evaluate the approaches suggested before and account for statistical sam-
pling error, we employ multiclass bootstrap resampling techniques and estimate via
probabilistic measures whether clusters of the original data found by hierarchical
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Fig. 3 The ER statistically significant genes with similar fold-change levels among the four data
sets examined. Results are shown on Data1.

clustering are strongly supported by the data. For that reason we calculate two types
of p-values as they are defined in [17]; the approximately unbiased (AU) p-value and
the bootstrap probability (BP) value. AU p-value is computed by multiscale boot-
strap resampling and is thought to be a better approximation to unbiased p-value
than BP value which is computed by normal bootstrap resampling. However, the
AU p-values themselves include sampling error, since they are also computed by
a limited number of bootstrap samples. The null hypothesis in this case is that the
clusters of the data are observed by chance. Clusters with AU p-values higher than
95% are strongly supported by data, i.e. those clusters do not seem to be caused by
sampling error, but may stably be observed if we increase the number of observa-
tions.

[17] suggested that 10 sample sizes for each data set should be examined. Along
these lines, we consider sample sizes equal to the r′ = {0.49,0.6,0.69,0.8,0.89,1.0,
1.09,1.2,1.29,1.4} percentages of the original sample size. For each sample size we
generate 10,000 bootstrap samples. For each bootstrap sample, we apply hierarchi-
cal clustering to obtain the sets of bootstrap replications of dendrograms and com-
pute the BP for observing each cluster. Finally, we estimate AU p-values by fitting a
regression model to the BP values calculated for each cluster and each sample. For
an analytic description of the method see [17].

In Table 1 we report the AU and BP values for the approaches already mentioned
for the two major clusters of the data C0 and C1, where C0 mostly contains ER−
samples and C1 mostly contains ER+ samples. We also report the frequency of mis-
classified samples in C0 and C1, and the number of statistically significant genes with
respect to ER status. Note the decrease in the number of significant genes because
of mapping when information from combined data is used. The results in the first
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row of the table (Intrinsic Model) correspond to clustering results after t-test calcu-
lations are directly employed to Data1, whereas, results in the second raw (Starting
Model) refer to Data1 but only to its common genes with the four data sets. We
consider those values as a baseline for comparison with other approaches suggested
here. The results in the third row (Simple Model) correspond to clustering results
derived from the four merged data sets. Particularly, we found the significant genes,
with respect to the ER status, when the four data sets were considered together and
after Benjamini-Hochberg correction was applied, and applied our finding to Data1.
The Fold-change variability, Kruskal-Wallis (K-W), K-W with Permutations results
correspond to methods presented in section 2.2.

Table 1 We report the AU and BP values from bootstraping, the frequency of mis-classified sam-
ples and the number of statistically significant genes with respect to ER status. For each variable
the two values corresponds to clusters C0 and C1, respectively. K-W corresponds to Kruskal-Wallis
method. Results are reported for Data1.

Approach AU (%) BP (%) Mis-classifications Freq. Num. Genes

Intrinsic Model 88 - 83 69 - 52 0 - 0.182 279
Starting Model 89 - 88 38 - 34 0 - 0.182 120
Simple Model 75 - 79 10 - 8 0.111 - 0.15 75
Fold-change Variability 93 - 95 34 - 34 0 - 0.25 24
K-W 76 - 79 27 - 10 0 - 0.182 44
K-W with Permutations 86 - 78 12 - 7 0 - 0.182 65

We can observe that the K-W and Simple Model results have similar AU p-
values, although the number of significant genes is higher in the second case. How-
ever, they both have smaller AU p-values compared to the Starting Model. Better
results in terms of AU p-values and number of genes, can be observed in the case
of permutation sampling with Kruskal-Wallis tests. The number of genes increases
from 44 to 65 and the AU p-values are elevated supporting the alternative hypothesis
that C0 and C1 clusters are not observed by chance. However, Fold-change Variabil-
ity results exhibit the highest AU p-values, although the number of significant genes
is small compared to that of the other approaches. The mis-classification frequency
is relatively small in all cases, whereas the BP values are variable compared to the
AU.

To prove the power of a high number of independent data sets used, in Table 2
we focus on the fold-change variability results but for only three data sets ([23] [20]
[21]) and two data sets ([23] [21]) chosen at random from the four. We can observe
that our results benefit in terms of AU p-values when information from more data
sets is used.
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Table 2 We report the AU and BP values from bootstraping, the frequency of mis-classified sam-
ples and the number of statistically significant genes with respect to ER status. For each variable
the two values corresponds to clusters C0 and C1, respectively. K-W corresponds to Kruskal-Wallis
method. Results are reported for Data1.

Approach AU (%) BP (%) Mis-classifications Freq. Num. Genes

Fold-change Variability 93 - 95 34 - 34 0 - 0.25 24
F-c V 3 data sets 70 - 75 25 - 20 0 - 0.182 29
F-c V 2 data sets 63 - 69 20 - 19 0 - 0.143 31

3 Conclusions

We considered how information from studies using various platforms can facilitate
the search for significant genes with respect to the categorization of ER samples. Our
analysis focused on ER status classification although other parameters, binary or
continuous such as breast cancer prognosis, could be studied. An obvious limitation
of such approaches is the restriction of the study to only annotated common probes.

We studied the effect of rescaling measurements from four platforms to a com-
mon scale and use the information obtained by that data. We employed resampling
techniques to minimize sampling error and variability introduced by the different
platforms. Our results were compared to those obtained from direct analysis of
data, and were thought to be able to describe properties of independent data sets.
Particularly, we found that an important property in such kind of analyses is the
fold-change variability of common probes across various studies. The performance
of K-W analysis was also comparable to that of direct analysis, when data was en-
hanced with permutations. In all cases, gain in terms of AU p-values resulted in loss
of some genes. Overall, we showed that knowledge from numerous data sets pro-
duced under the same biological question, can greatly assist the statistical analysis
of independent data sets.
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