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ABSTRACT

We consider the potential impact of comments omckeaccuracy
in social Web sites. We characterize YouTube contge
showing that they have the potential to distinguigbeos.

Furthermore, we show how they could be incorporatedl the

index, yielding up to a 15% increase in search r@ayu

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Search and Retrieval —
search process

General Terms
Measurement, Performance, Experimentation.

Keywords

search, comments, YouTube.

1. INTRODUCTION

The popularity of modern Web information sharingesi(e.g.,
online newspapers, shopping or video sharing sitéls¢re users
can post comments about the subject matter hasased the
need for effective content search functionality.oM/has been
done on keyword (or “tag”)-based search (e.g.,3B][but little

work has been done on using user comments to irapsearch
accuracy. We consider the impact of comments amrche
accuracy in the context of YouTube video search.

Search in YouTube currently involves comparing &rguto a
video’s title, description and keywords. Commemt® not
factored into search ostensibly because they aneliable
indicators of content and do not exist when a viddast posted.

Note that external, non-YouTube search engines) asdGoogle,
also do not index video comments (but do index widide,
description and keywords). We confirmed this vidoimal
experiments where we issued video comments chasethéir
apparent selectivity as queries. The results e$dghqueries did
not include the corresponding videos. On the olttzerd, queries
consisting of any combination of title, descriptionkeywords of
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a video returned the corresponding video.

If content is poorly described by the title/destiap/keywords,
however, comment information may supplement or aepl
traditional forms of search. The title/descripti@ywords of a
Westminster Kennel Show video, for example, may fai
mention “dog” (not to mention particular dog breedmnd thus
not turn up in the results for “dog show.” Searchithrough
comment information will almost certainly solveghgroblem.

In this paper, we explore the “nature” of user canta and how
they may aid in search. Specifically, we analybe term
distributions of user comments and attempt to apflis
information to improve search accuracy.

The hazard associated with the use of commentanpoive
search accuracy is that they may contain noisy setmt hurt
performance as well as significantly increase the sf the index.
Our experimental results, however, suggest thatlewsbme
queries are negatively affected by comments, olvettay can
improve query accuracy by nearly 15%. Furthermame,apply
techniques that can reduce the cost of using consti®nup to
70%.

2. ANALYSISOF THE YOUTUBE DATA

We crawled YouTube during February, 2009 and ctdlbdhe
text associated with the 500 most popular and 3,&0@lom
videos. Popular videos were identified using trmuYube API.
Random videos were retrieved by randomly selectesylts of
queries consisting of terms selected randomly ftben SCOWL
English word list [12]. For each video, we reteevseveral
information “fields,” including:

 Title — A title assigned to the video by the uséovposted it.
« Description — A video description by the user wiosted it.

« Keywords — Video “tags” by the user who posted it.

« Comments — Comments by viewers of the video.

In total, for the 4,000 videos, we retrieved overnillion

comments made by over 600,000 users. We refdretaandom
3,500 videos and the popular 500 videos togethéheassmall”
data set.

We also similarly created a “large” data set, aleasisting of a
random and a popular part, crawled in May, 2009is Hata set
consists of 10,000 randomly crawled videos and @ ,pOpular
videos. The four data sets are thus:

. rand3500: This data set contains data on 3,50@o0sid
randomly crawled from YouTube in February, 2009hisT



data was found on YouTube by issuing random quémnies
the SCOWL word list [12].

e pop500: This data set contains data on the 500 pagmilar
videos according to YouTube as of February, 2009.

. rand10K: This data set contains data on 10,00@odd
randomly crawled from YouTube (is the same way that
rand3500 was collected) in May, 2009.

e popl500: This data set contains data on the 1rBOSt
popular videos according to YouTube as of May, 2009

In our experiments, we pre-processed the data ubiegPorter
stemming algorithm [10]. We also tried a more ewative
stemming algorithm [11] in anticipation of problemsith

overstemming from the unique language usage foundideo
comments. However, the different stemmer hactlgffect on the
final results. We also remove stop words usingltheene stop
word list.

2.1 Basic Statistics

As shown in Table 1a, popular videos have more théimes the
number of viewers than do random videos and mae fhtimes

the number of comments. Comment length for botesyof

videos is about 12 to 15 terms. On average, ther®,280 terms
describing a video from the rand3500 data set @&)@i3P terms
describing a video in the pop500 data set.. Inléhge data set,
there is an even greater disparity between theorarehd popular
videos, with more viewers and more comments.

The length statistics of the title, description damyword fields,
shown in Table 2, indicate that on average onlyo348 terms are
used to describe a (random) video (assuming thaimeamnts are
not used to describe videos). Including the conirfiefd in the
search returns a potential richer database of imdtion because
the average number of comment terms is at lea861,4

Table 1. Average valuesfor various comment statistics.

3. MEASURING INFORMATION
CONTENT

As demonstrated in opinion-mining applications, naamments
often describe something’s “quality,” rather thas fcontent”
(e.g., how good a product is rather than what teglyrct is) [1].
If we assume that quality-based comments come liafgem a
restricted vocabulary (i.e., adjectives, such asottj or “bad”),
then comments will have only a limited ability tstihguish one
video from another apart from the subjective impi@s it left on
the viewer. Specifically, comments from differeriti@os in this
case will have similar term distributions and tliere have poor
discriminating power from the perspective of a skasystem.
Furthermore, because queries generally containentbised
terms, they do not “match” the quality-based terinsthe
comments. In other words, comments contain littfermation
useful to search.

To measure the discriminating power of each field, compute
each field’s language model and then compute tlezageKL-

divergence [13] of the individual field values te torresponding
language model. This metric is one way of ideimidy the
potential of the field to distinguish one video rfroothers in a
search system [5].

The results shown in Table 3 confirm that the cominfeld is

generally the least discriminating based Kin-divergence. For
the most part, the title and the keyword fields #me most
discriminating.

Table 3. KL-divergencesfor each video field.

Data Set Title| Desd Keywds Comments All
rand3500 6.77 6.14 6.82 4.98 5.19
pop500 5.46| 5.14 5.35 5.68 2.59
rand10K 7.26| 6.29 7.23 5.26 5.06
pop1500 5.89| 5.38 5.72 5.38 2.33

#Views/Video | #Comments/Vide Comment Len
Popular 247,226 1,011 12
Random 71,654 152 15
Average 93,601 259 13

a. Small data set.

#Views/Video | #Comments/Vide Comment Len
Popular 874,805 2,425 10
Random 62,807 135 11
Average 168,720 434 11

b. Large data set.

Table 2. Average lengths for non-comment video fields.

Title Description Keywords
Popular 5 33 13
Random 5 44 9
Average 5 43 10

a. Small data set.

Title Description Keywords
Popular 5 42 14
Random 5 24 10
Average 5 26 11

b. Large data set.

4. DISTILLING INFORMATION
CONTENT FROM COMMENTS

A consideration of the relative length of the ageracomment
field explains its lowKL-divergence. Intuitively, as a document
(i.e., the comment field) gets longer, its divergerfrom the
“background” language model decreases. (In separat
experiments — not shown — we verified this phenameon the
comment field and on the WT10G Web corpus.) Irepthords,
the comment field becomes the language model #iits relative

to the other fields is great enough.

We contend that, as a document gets longer, howévevill

contain more discriminating information — as wek &ess
discriminating information. To verify this, we idéfy the terms
“most associated” with the comment field and sethéfse terms
are unique to the field. We do this by pruning kait the “top
terms” of each video’s comment field and compaes¢hterms to
the background language model. We identify topngewith a
variation of TF-IDF score (where TF measures thenlmer of
times a term appears in the video’'s comment field #DF

measures the number of videos’ comment fields irchvthe term
appears, as analogous to the typical definitioM®fiDF). We
consider the top 68 unique terms to make the numiy@parable
to that which is typically available in the titldescription and



keyword fields, combined. (Recall our discussiantbe results
shown in Table 2.)

As shown in Figure 1, thKL-divergence of the top 68 comment
terms increases quickly with the number of comnteris. The
KL-divergence stabilizes at approximately 7.6 whenrthmber of
comment terms reaches 250 (when most of the ternsraque to
the comment). Thi&L-divergence exceeds that of all the other
fields (Table 3), indicating its potential in disomating videos.

This result shows that longer comment fields cantaiore
discriminating information. However, it is alsédly that the rate
of discriminating terms in comment fields decreassih

comment length. Therefore, while we claim thatgencomment
fields contain more discriminating information, trege at which
we yield this information should decrease as thament field
gets longer. In any case, the long comment figlds more
discriminating than the other fields.
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Figure 1. KL-divergences of the top 68 termsin each comment
field as a function of number of terms in the comment field
with the rand3500 data set (the trendline indicates the 50-
point moving average).

Note that we only consider comment fields with east 100
terms. With fewer terms, the comments often lac&8dinique
terms, making theirKL-divergences as a function of length
unstable, obscuring the results. Also, experimevitis different
numbers of top terms yielded similar, predictalelguits.

Table 4. Overlap percentage of top 30 terms and variousfields
with the rand3500 data set.

N Title Description Keywords Comments
10 12.58% 22.44% 31.93% 52.05%
20 10.05% 18.71% 30.24% 52.24%
30 8.14% 15.49% 27.90% 52.41%

4.1 Potential Impact of Commentson Query

Accuracy

To estimate the potential of using comment termsniprove
search accuracy, we use a technique described Jinthgt
effectively identifies the terms that are most Ijkeo occur in a
query that retrieves a given document. For eadboyiwe extract
the top N of these terms and calculate their overlap wita th
various video information fields. Note that theedap is not
necessarily disjoint, so the overlap percentagegsereeed 100%.

The results in Table 4 show that most of these gezome from

the comments. Of course, the comment field costaiany more
terms than the other fields, so the overlap willgoeater. (For
example, the title field’s overlap is limited besattitles generally
contain fewer than 30 terms.) But the point id this exactly the
size of the comment field that is the source of pteential.

Although it contains many meaningless terms, ib alentains a
lion’s share of the top terms. This suggests ulicdlg comment
terms in queries can improve search accuracy.

4.2 Waiting for Comments

One of the problems with using comments in seascthat they
take time for users to generate. In the resulisudised in Section
4, we need about 250 comment terms beforeKihalivergence
stabilizes. If we assume each comment is 13 téong then we
would need about 20 comments to yield 250 terms.
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Figure 2. Number of comments as a function of time for the
small data set.

Based on our data, popular and
approximately 20 and 1.4 comments per day, resdyti
Therefore, popular videos collect enough commemtsrie day
and random videos require about 2 weeks to yietdigh terms to
be useful for search. In Figure 2, we show the lmemof
comments for the data set as a function of timepukar videos
are commented at a higher rate as expected, but thpes of
videos have a consistent increase in the numbesrofments.

random videos mceiv



Table5. Analysisof DTC results on the rand3500 data set with length 3 top-1DF queries.

Impl;/cl)l\:\;eRment vﬁjggs AvgLen®T) | AvgLen©) | [crkiZKl | IDTAK]/ K|
1.00. 075 40 19.225 710.475 0.2734 0.5314
P 67 22.8209 345 6268 0.2904 0.4992
050 025 188 27.1436 386.6968 0.2372 0.5081
0.25 — 0.00 165 48.3273 118.8242 0.1764 05383

0 2576 33.5093 277.5613 0.2557 05617
0.00 -0.25 152 58.4145 304.3158 0.3600 0.4049
0.25 - 0.50 151 454172 533.2848 0.4766 0.4402
050 -0.75 38 66.2105 492.9474 0.3900 05529
0.75 - 1.00 116 37.2931 895.0776 0.6260 0.3291

5. EXPERIMENTAL RESULTS
5.1 Data Set and Metrics

We use data sets mentioned in Section 1 for ouerargnts. We
simulate user queries by removing the keyword fiein the
video data set and using them to generate knowm-gaeries.
From the keyword set, we generate queries in tweswa

e top-IDF — Top-IDF queries are generated by thekaprms

in the keyword field, where IDF is computed basead o

keyword fields.

description fields were shown in Table 3 to be e@ast as
discriminating of the video as the keywords, sas¢hields could
have been chose as well as sources for queries.

In any case, our goal is to show whether the agtdibf comments
can improve query performance over not using théffe could
have therefore generated queries from any fieldigea that we
remove that field from the data that is indexed padSsitive result,
therefore, would suggest that indexing commentdigiition to all
of the other fields is beneficial to query accuracy

Because we are assuming known-item search, w&IR$eas our

« random — Random queries are generated by randomlymain performance metric, defined as the averageromal rank

picking K terms from the keyword field.

In the alternatives above, we u§esalues 2, 3, and 4 as these are

the most common query lengths in Web and P2P asplits
[71[8].

We generate queries in this way because keywomlsnaant to
help users index content. Top-IDF queries are m&asimulate
users who generate very specific queries and tieneration is
similar to the query generation techniques desdriive [4][9].

Random queries are appropriate if we assume thaewvords
are appropriate for queries.

Note that the choice of using the keyword fieldtteate queries is
somewhat arbitrary. Recent work shows that thegeused as
keywords do not necessarily match those used in gseries

[20]. For example, people tagging music would tlse terms

associated with genre, such as “pop,” whereas peggrierally do
not search for music via genre — title and artistraore likely in

cases of known-item search. In future work, we winsider

queries generated by other techniques describd[8].

Because we use keywords to generate queries, westilp the
keywords from the data set that we index. If we widt do this,
then the baseline query accuracy would be so higfiven our
experimental setup — that we would not be able&saonably run
experiments that would show any meaningful posittbenge.
One might worry that stripping keywords from thetadaet will
result in an artificially low baseline for performze because
keywords are expected to match queries very pilgcis¢éowever,
referring again to the results from [20], keyword® not
necessarily match query behavior. Furthermore, tithe and

of the desired result over all queries:

No
MRRZLZE
No =
In the expression abovidg is the number of queries issued and
is the rank of the known item in the result sefjoéryi. MRRis a
metric that ranges from 0 to 1, whevtRR = 1 indicates ideal
ranking accuracy.

The data are indexed in the Terrier search end@iheBach of the
videos is searched for via their respective queries

Table 6. Query performance with and without comments with
various query lengths on the rand3500 data set.

Tee | Longh | OT | PTC | change
top-IDF 2 0.5912| 0.6045 2.249
top-IDF 3 0.6645 0.6761 1.749
top-IDF 4 0.7064 0.7136 1.019
random 2 0.4697 0.4761 1.36%
random 3 0.5736] 0.583¢ 1.80%
random 4 0.6377 0.645¢ 1.29%

5.2 Basic Results

In our first experiment, we test the impact of ixidg queries.
We issue the queries twice. First, we issue therigsl on an
index that contains the title and description (@sehat we refer
to as DT) of each video, but not the comments.oBecwe issue



the queries on an index that contains the titlescdption, and
comments (a setup that we refer to as DTC) of gaido.

In Table 6, we show query performance for differeptery
lengths when the index does not and does contammemts. The
results show that there is a consistent differancPIRR in the
range of about 1% to 2% when using the commentsthen
rand3500 data set.

We search for the source of the performance impneve by
dividing the results of each query into bucketsebasn the
impact that the comment field has on the queryligsand then
search for correlations between the changdRR and “features”
of the video data to which the query correspontise goal is to
find some correlation betweeMRR improvement and a video
feature. We considered several features of theeovidata,
including, the lengths of the various fields innterof the number
of unique terms and the similarities between tak§.

A subset of our correlation analysis is shown imbl&ss. Each
bucket corresponds to a 0.25 point differenceéMiRR We see
that approximately 450 videos have th®IRRs improved and
about the same number have tHdRRs worsened. Most videos
(2,576 or about 75%) are not affected by the aallitdf
comments.

We see that the length of the title and descripfields have little

impact onMRR There is no clear correlation between them and

change ilMRR

On the other hand, both the length of the commieid find the
similarity between the comment and keyword fields eorrelated
with MRR change. Note that the similarity between the cemm
and keyword field is measured by how much the comrfield
covers the keyword field:

ICnK|
K|

The coefficient of correlation between the simtlariof the
comment and keyword fields and the chang®&RR is 0.7589.
The coverage of the keyword field is also reladhe length of
the comments. If we remove the comment lengthheffirst row
of Table 5, then the coefficient of correlationveetn the change
in MRRand the length of the comment field is 0.7214.iti\the
first row, the coefficient of correlation is 0.29%4 Finally, the
coefficient of correlation between the length c¢ tomment field
and the similarity between the comment and keywieldis is
0.9351 without the first row of data and 0.7552hwihe first row
of data.

There is also a negative correlation between timdlasity of the
titte and description fields with the keyword fig{fDTn K] / |K])
andMRR (-0.5177) and between |BK] / |[K| and |@K]| / |K]| (-
0.8077). These results show that in the caseseniies and
descriptions do not contain enough information tatah the
queries, then the long comment field is able to pensate. (We
observe, for example, some videos with non-Englisbcriptions
and English keywords.)

The conclusion that we draw from these resultha tomments
help:

¢ MRR improves when the comments contain keywords

(equivalently, query terms, since we generate gaeftiom
the keywords).

e Comments are particularly important when the tidied
description do not contain the appropriate terna thatch
the query.

« Longer comment fields are more likely to contaigwkerds.

So, despite all of the irrelevant terms contaimethe comments —
particularly long comments — the existence of thlewvant terms
helps.

In our next experiments, we run the same test emptip500 data
set. The results of this experiment show how commaffect the
search for videos that users actually want to fine., popular
videos).

Table7. Query performance with and without comments with
various query lengths on the pop500 data set.

Tee | tengn | OT | O | change

top-idf 2 0.5193 0.6239 20.14%
top-idf 3 0.5984 0.6709 12.129%
top-idf 4 0.6561 0.7150 8.99%

random 2 0.4895 0.5455 11.44%
random 3 0.5592 0.6010 7.48%
random 4 0.6105 0.6650 8.93%

Table8. Analysisof DTC results on the pop500 data set with
length 3 top-IDF queries.

Imp];{)}\ffmen # of Avg(Len(C)) |CnK ]/
X Videos K|
-1.00 - -0.75 18 2267.7 0.5071
-0.75 - -0.50 10 2842.0 0.6795
-0.50 - -0.25 45 2481.2 0.6927
-0.25-0.00 16 2328.4 0.7800
0 267 3337.4 0.6546
0.00 - 0.25 41 3668.8 0.6731
0.25-0.50 38 4103.5 0.7710
0.50-0.75 10 8933.5 0.8430
0.75-1.00 53 5230.6 0.8204

Our results are shown in Table 7. Comments arehnmmore
effective on popular videos. For top-IDF queri¢ése MRR
improvement ranges from 9% to 20%. For random igagthe
MRRimprovement ranges from 7% to 9%. Results arecsdrat
better for shorter queries and for top-IDF queries.

In Table 8, we again search for features that areelated to the

change inMRR First, we notice that a greater percentage of

videos are affected by the comments in the pop%Q8 set than
in the rand3500 data set (about 47% versus 26%}heCaffected
videos, 89 videos’MRRs worsened and 142 video®RRs
improved with the use of comments.



We again see a correlation between the similaréywben the
comment and keyword fields and the changeMRR The
coefficient of correlation between these two vadabis even
greater than that of the rand3500 data set: 0.828&us 0.7589.
The correlation between the length of the commishd fand the

change inMRRis 0.7404 with the pop500 data set versus 0.7214

with the rand3500 data set.

We summarize the performance results on the rar@l3Gtd
pop500 data sets in Table 9. We see that comnagatslearly
more effective on popular data. The changelRRis greater and
the number of videos who$dRR improves is greater. This is
likely because of the similarity between the commemd
keyword fields.

Table9. Summary of the performance differences between
experiments on rand3500 and pop500 data sets with length 3
top-1DF queries.

Metric \ Data Set rand350(b pop50(

MRRchange 0.0175 0.1212

Pct of videoMRRs improved 0.1306 0.2840

Pct of videoMRRs worsened 0.1314 0.1780)

CorrelMRRchange, len(C)) 0.7214 0.7404
Correl(MRRchange, |GK] / [K[) 0.7589 0.8295

Table 10. Query performance with and without comments
with various query lengths on therand10K data set with top-

IDF queries.
Query Pct
Length DT DTC Change
2 0.6271 0.6442 2.65%
3 0.6842 0.7052 2.98%
4 0.7199 0.7388 2.56%

Table11. Analysisof DTC resultson therand10K data set
with length 3 top-IDF queries.

|mp|r\:|35§ment vijggs Avg(Len(C)) IC?KP|<I /
-1.00 - -0.75 121 838.7686 0.3614
-0.75 - -0.50 167 481.4551 0.3633
-0.50 - -0.25 421 411.7316 0.3621
-0.25 — 0.00 552 246.5326 0.2074
0 7248 291.2323 0.2947
0.00 - 0.25 538 480.7993 0.4043
0.25 - 0.50 461 553.7852 0.4892
0.50 - 0.75 121 724.9669 0.5224
0.75 - 1.00 349 874.0029 0.6521

5.2.1 Results on Larger Data Sets

To simplify our explication, in this section, welpmeport results
using the top-IDF-type queries. Also, as done abdwno query
length is specified, we use queries of length 3.

As shown in Table 10, comments also improve theryue
performance in the rand10K data sdtIRR improvements are
about 3%, which is similar to the improvements wvitie smaller,
rand3500 data set (Table 6).

An analysis of theMRR change table for rand10K (Table 11)
reveals that there is a again correlation betwhendngth of the
comments and the change MRR (0.7515), and the similarity
between the comment and keyword fields and thegghéamMRR
(0.7064). In this case, most of the videos (72fé)umaffected by
comments, however, while 13% have theiRRs worsened and
15% have theiMRRs improved.

Table12. Query performance with and without comments
with various query lengths on the pop1500 data set with top-

IDF queries.
Query Pct
Length DT DTC Change
2 0.5596 0.5991 6.59%
3 0.6228 0.6465 3.67%
4 0.6592 0.6818 3.31%

Table 13. Analysisof DTC results on the pop1500 data set
with length 3 top-IDF queries.

Imp,:/(l)l\-\;sment VEZIJS Avg(Len(©)) Ic:r|jKP|(| /
-1.00 - -0.75 86 1966.686 0.6623
-0.75--0.50 49 2972.674 0.7259
-0.50 - -0.25 128 2573.914 0.7764
-0.25-0.00 78 2611.885 0.7254
0 706 2323.965 0.7587
0.00 - 0.25 165 2789.746 0.7826
0.25-0.50 121 2619.744 0.8201
0.50 - 0.75 24 3690.25 0.8609
0.75-1.00 136 3170.044 0.843(¢

Again, as shown in Table 12, the improvement in MRfh
popular data is greater than that with random daVdith the
pop1500 data set, the percentage MRR improvemegesafrom
3% to 7% compared with 3% for the rand10K data det.this
case, 47% of the videos MRRs are unaffected byctimements,
23% are worsened, and 30% are improved.

The coefficient of correlation between MRR changd aomment
length is 0.6769 and the coefficient of correlatlmtween MRR
change and similarity of comment and keyword fidkl$.9192.
Again, long comment fields are able to substitatekieywords in
search.

The fact that MRR is better for popular data hasnbghown in
other work (e.g., [9]). This is clearly due to taet that popular
data have more comments. This result is signifieanit shows
that increasing the number of comments does not iockease
the ability for videos to naively match queriest biso increases
the ability for queries to distinguish the relevaitteos.



5.3 Improving our Results

Our next goal is to improve on our improvement-ifRRI results
based on our observations. If we detect a coaglétature, we
use the correlation in our indexing strategy.

Our main observation is that as the length of tiroents field
increases, so does its effectiveness in searcherefidre, we
should only index comments if they are above aagetength.

We also acknowledge that there is a correlatiorwben the
change in MRR and the similarity between the contrand
keyword fields. However, as there is also a cati@h between
comment length and similarity, we roughly covertbf#atures by
considering just the comment length.

Our first strategy is to index comments only ifyhere above a
given length threshold. We refer to this strategy “length-
selective indexing.” We show the experimental Itssin Table
14, where the threshold is in terms of number whse(words).

The performance of length-selective indexing isatieg. MRR

consistently decreases with increasing thresholfise problem

with this strategy is that it creates a situatidreve certain videos
are too eager to match queries. In other worafeos that have
their comments indexed are ranked higher than otideos

compared with the base case regardless of whetier are

relevant to the query or not. Because videos akgrelevant to a
single query (by definition of MRR), MRR must dease with

this type of indexing.

Table 14. Percentage changein MRR with length-selective
indexing on the rand3500 data set.

Len(C) Threshold Pct Change in MRR
0 0
50 -0.19%
100 -0.40%
150 -0.64%
200 -0.97%
250 -1.09%
300 -1.25%
350 -1.38%
400 -1.60%
450 -1.76%
500 -1.95%

This was not a problem in the case where all videomments
were indexed because the “eager matching” probteoffset by
the fact that all videos (with comments) have adddl terms
associated with them. We expect that the additideams
contained in the comments are more likely to hedicim relevant
queries.

5.3.1 Comment Pruning

The problem with length-selective indexing is ttiatn-uniformly
adds “noise” to the description of videos makingnth match
irrelevant queries. If noise were applied unifgrro all videos,
then such a problem would be attenuated. The enok$ that
noise still causes the incorrect matching of quemesults.

This observation inspires a solution whereby wesindach video
with its comments, but then prune away noise froendomments,

leaving only the most relevant terms in the desiompof each
video. This solution is expected to do two things:

1. Reduce the irrelevant matches of a query, and
2. Decrease the size of the index.

The technique we use to prune the comment fielthas which
was proposed to shrink indices in [4], known asutheent-centric
pruning. With document-centric pruning, each temmeach
document is ranked based on its contribution to Kie

divergence [13] of the document to the backgrouagliage
model. The lower-ranked terms are removed fromdituments
before they are indexed. This technique was shiowe able to
shrink the index by up to 90% with little loss irepision.

In these experiments, we prune a percentage ofdhenents of
each video. We assume that there is a “fixed ratetvhich terms
that are useful to search accuracy appear in thenemts. If this
rate isr, then a comment field of length len(C) will hasten(C)
useful terms. If we pick a pruning ratergfthen all of the terms
left in the comment field will be useful.
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Figure 3. Percentage change in MRR for different comment
field sizesfor various data sets.

In Figure 3, we see the effect that comment pruhiagyon MRR.
The data on the left of the figure corresponds teoaplete
comment fields, whereas the data on the right spmeds to no
comments. We see that pruning initially increates MRR for
all data sets. MRR then drops dramatically asctirament field
size decreases to zero.

The effect of pruning is more pronounced for thpydar data sets
than for the random data sets. With the randoma dat, the
maximum MRR percentage increase is about 0.7% (pAing
on the rand10K data set), while with the populatadset, the
maximum MRR percentage increase is 2.4% (50% pgumiith
the pop500 data set).

The reason for this is that the random data setsincent fields
contain so few comments in the first place. They therefore
less likely to contain terms that make eagerly matcelevant
results. Second of all, th#MRR improvement with using
comments with random videos is low in the firstgelasuggesting
the marginal impact that such comments have. Wead@xpect
there to be much of an increase in performance pitihing.

Based on these results, a pruning rate of 50% asoreble
choice. We are able to eliminate half of the indmserhead
introduced by the comments and are safe from lo$itRR



performance.MRRstarts to decrease first with the rand3500 data g,

set with 70% pruning.

6. RELATED WORK

In [14], the authors consider the impact that indgxblog
comments have on query recall. Their conclusiohas recall is
boosted by the comments, that they are useful.s Tésult is
expected, but little consideration was given toghecision of the
results.

In [17], it was shown the comments do have disaerating
power. The authors clustered Blog data and by gusiigh
weights for comments, were able to improve the tpuand
decrease the entropy of their clusters signifigantl

Much of the work on “social” Web sites — where ssare free to
modify the metadata associated with shared dateusfon “tag”

analysis, where a tag is a keyword that a userasanciate with
data to, say, make it easier to index. Findindated to tag
analysis are they indicate data popularity and aseful in

describing content [15][16][18][19]. This is someat

orthogonal to our goal of determining dhsual user comments
can help improve search accuracy.

Table 15. Summary of potential improvement with comments.

Data Set Con':'r‘;ems BestMRR Eﬁ';’neg”;
rand3500| 0.6645 | 06775  1.96%
pops00 | 05984 | 0.6872|  14.849
rand10K | 06842 | 07068|  3.30%
popl500 | 06228 | o06612]  6.17%

7. CONCLUSION

Our results show that comments indeed improve thnaity of
search compared with just using titles and desoriptto describe
videos. They are particularly useful with popwédeos, where
theMRRis lower than with random videos (Table 15).

This result is not a given, however, as some gsaaually do
worse with comments. The reason for these caseleakased
accuracy is that the videos with fewer commentoiyec“buried”

by those with more comments in search results.

The problem of skew in result sets toward videothwarger
comment fields can be addressed by well-known ingiexing
techniques — which also shrink the size of the »xndadex

pruning technique work by removing terms deemeds les

distinguishing or relevant to the particular “do@mh” Applying
index pruning to the comments further improves eaty by up
to about 2% (with a decrease in index size of up7@86).
Overall, accuracy improved by up to about 15% aswshin
Table 15.

Our ongoing work includes further analyses and attarizations
of comment terms and their impact on search acgura€or
example, our observation that comments work bestnwhey
contain query terms (Section 5.2) and when thee tiind
description fields do not may suggest that we shaully index
comments when they are “different” than the tithel @escription.
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