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Preface 
 

 

 

Artificial Intelligence researchers continue to face huge challenges in their quest 
to develop truly intelligent systems. The recent developments in the field of 
neural-symbolic computation bring an opportunity to integrate well-founded 
symbolic artificial intelligence with robust neural computing machinery to help 
tackle some of these challenges.  

Neural-symbolic systems combine the statistical nature of learning and the 
logical nature of reasoning. 

The Workshop on Neural-Symbolic Learning and Reasoning provides a forum for 
the presentation and discussion of the key topics related to neural-symbolic 
integration.  

Topics of interest include:  

• The representation of symbolic knowledge by connectionist systems; 
• Learning in neural-symbolic systems; 
• Extraction of symbolic knowledge from trained neural networks; 
• Reasoning in neural-symbolic systems; 
• Biological inspiration for neural-symbolic integration; 
• Neural networks and probabilities; 
• Neural networks and relational learning; 
• Applications in robotics, semantic web, engineering, bioinformatics, etc. 
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