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Preface 

The supplementary proceedings of the workshops held in conjunction with AIED 2009, 
the fourteen International Conference on Artificial Intelligence in Education, July 6-7, 
2009, Brighton, UK, are organized as a set of volumes - a separate one for each 
workshop.  
 
The set contains the proceedings of the following workshops: 

 Volume 1: The 2nd Workshop on Question Generation 
Co-chairs: Vasile Rus & James Lester. University of Memphis, USA & North 
Carolina State University, USA. 
http://www.questiongeneration.org/AIED2009/ 

 Volume 2: SWEL'09: Ontologies and Social Semantic Web for Intelligent 
Educational Systems 
Co-chairs: Niels Pinkwart, Darina Dicheva & Riichiro Mizoguchi. Clausthal 
University of Technology, Germany; Winston-Salem State University, USA & 
University of Osaka, Japan. 
http://compsci.wssu.edu/iis/swel/SWEL09/index.html 

 Volume 3: Intelligent Educational Games 
Co-chairs: H. Chad Lane, Amy Ogan & Valerie Shute. University of Southern 
California, USA; Carnegie Mellon University, USA & Florida State 
University, USA. 
http://projects.ict.usc.edu/aied09-edgames/  

 Volume 4: Scalability Issues in AIED 
Co-chairs: Lewis Johnson & Kurt VanLehn. Alelo, Inc., USA & Arizona State 
University, USA. 
http://alelo.com/aied2009/workshop.html 

 Volume 5: Closing the Affective Loop in Intelligent Learning 
Environments 
Co-chairs: Cristina Conati & Antonija Mitrovic. University of British 
Columbia, Canada & University of Canterbury, New Zealand. 
http://aspire.cosc.canterbury.ac.nz/AffectLoop.html 

 Volume 6: Second Workshop on Culturally-Aware Tutoring Systems 
(CATS2009):  Socio-Cultural Issues in Artificial Intelligence in Education 
Co-chairs: Emmanuel G. Blanchard, H. Chad Lane & Danièle Allard. McGill 
University, Canada; University of Southern California, USA & Dalhousie 
University, Canada. 
http://www.iro.umontreal.ca/~blanchae/CATS2009/ 



 iii 

 Volume 7: Enabling Creative Learning Design: How HCI, User 
Modelling and Human Factors Help 
Co-chairs: George Magoulas, Diana Laurillard, Kyparisia Papanikolaou & 
Maria Grigoriadou. Birkbeck College, University of London, UK; Institute of 
Education, UK; School of Pedagogical and Technological Education, Athens, 
Greece & University of Athens, Greece. 
https://sites.google.com/a/lkl.ac.uk/learning-design-workshop/Home 

 Volume 8: Towards User Modeling and Adaptive Systems for All 
(TUMAS-A 2009): Modeling and Evaluation of Accessible Intelligent 
Learning Systems 
Co-chairs: Olga C. Santos, Jesus G. Boticario, Jorge Couchet, Ramon 
Fabregat, Silvia Baldiris & German Moreno. Spanish National University for 
Distance Education, Spain & Universitat de Girona, Spain. 
https://adenu.ia.uned.es/web/es/projects/tumas-a/2009 

 Volume 9: Intelligent Support for Exploratory Environments (ISEE’09) 
Co-chairs: Manolis Mavrikis, Sergio Gutierrez-Santos & Paul Mulholland. 
London Knowledge Lab, Institute of Education/Birkbeck College, University 
of London, UK & Knowledge Media Institute and Centre for Research in 
Computing, The Open University, UK. 
http://link.lkl.ac.uk/isee-aied09  

 Volume 10: Natural Language Processing in Support of Learning: 
Metrics, Feedback and Connectivity 
Co-chairs: Philippe Dessus, Stefan Trausan-Matu, Peter van Rosmalen & 
Fridolin Wild. Grenoble University, France; Politehnica University of 
Bucharest; Open University of the Netherlands & Vienna University of 
Economics and Business Administration, Austria. 
http://webu2.upmf-grenoble.fr/sciedu/nlpsl/ 

While the main conference program presents an overview of the latest mature work in 
the field, the AIED2009 workshops are designed to provide an opportunity for in-depth 
discussion of current and emerging topics of interest to the AIED community.  The 
workshops are intended to provide an informal interactive setting for participants to 
address current technical and research issues related to the area of Artificial 
Intelligence in Education and to present, discuss, and explore their new ideas and work 
in progress. 

All workshop papers have been reviewed by committees of leading international 
researchers. We would like to thank each of the workshop organizers, including the 
program committees and additional reviewers for their efforts in the preparation and 
organization of the workshops. 

 

July, 2009 
Scotty D. Craig and Darina Dicheva
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Preface 

There is a growing interest in providing technology-mediated lifelong learning 
services for all. Although an increasing number of the users interested in these services 
are adult learners and people with disabilities most available settings do not consider 
accessibility requirements. The lifelong learning paradigm recognizes that, in a 
knowledge based society, education and work are integrated throughout people’s lives. 
In this context, technology is expected to attend the learning needs of the students in a 
personalized way. This paradigm features specific open issues that cannot be addressed 
by the mere application of other related field solutions. Thus, it is a hot research issue 
how to build and evaluate learning systems that adapt to the user needs and consider 
their functional diversity so that their accessibility needs are met. 

TUMAS-A is a series of workshops aimed at fostering the research in learning 
environments that provide a personalized, accessible and ubiquitous support for their 
users using the appropriate technologies and standards. To accomplish these research 
goals from a multi-disciplinary approach, the TUMAS-A workshops are being 
organized in conjunction with relevant conferences from different but related fields. 
For this third edition, we considered that AIED community is an appropriate audience 
to obtain new insights on knowledge representation for learning systems that care for 
all users. The following topics from the main conference were proposed to be discussed 
in the workshop from the TUMAS-A perspective: 1) Modeling and Representation, 2) 
Learning Contexts and Domains, 3) Intelligent Technologies, and 4) Evaluation. The 
submissions received covered diverse issues from the above topics, such as adapting 
AIED tools, eLearning challenges for independent life, ontologies, models and 
standards to support personalized eLearning, analysis of interaction traces to feed 
adaptation with artificial intelligence techniques, and methodologies for evaluating 
accessible adaptable eLearning platforms based on competences.  

The workshop is traditionally organized following the Learning Café methodology, 
which has been successfully proven at the past editions. The issues posed by the 
participants in their submissions are used as the starting point for interactive group 
discussions as established by the methodology.   

Workshop organizers expect a wide participation from the AIED community. 
 
 
 
 
 
 
 

July, 2009 
Olga C. Santos, Jesus G. Boticario, Jorge Couchet,  

Ramon Fabregat, Silvia Baldiris & German Moreno. 
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Abstract. Currently there are many standards that impinge on accessibility issues 
regarding users’ models, learning scenarios, interaction preferences, devices 
capabilities, metadata for specifying the delivery of any resource to meet users’ 
needs, and software accessibility and usability. Each standard represents a 
different viewpoint with its own sets of goals and scope and it is difficult to 
understand the existing relationships between them.  This paper gives an overview 
on the existing standards addressing accessibility, usability and adaptation issues 
in e-learning, and discusses their application to cope with the objectives of the 
A2UN@ project, which focuses on attending the accessibility and adaptation 
needs for ALL in Higher Education. 

Keywords. Adaptation, Accessibility, e-Learning, Standards 

Introduction 

Higher education should be an accessible service to all to consider the specific needs of 
each student and to adapt their processes based on the context, environment, devices, 
competences, skills and individual abilities. Perhaps the above sounds utopian, but the 
truth is that it has begun to be realized. This statement comes from a state of 
consciousness of mankind in the problem of exclusion of some people to access, 
because of their disability, to information, services, products and places, the use of 
which was intended to be global in nature [1], and it reaffirms, when the efforts of 
universities, governments, standards bodies, corporations, foundations and non-profit 
organizations, are able to state that the term "accessibility" should be included in any 
human-oriented project [2]. 

Higher Education (HE) in the form of distance education on the Internet (e-
learning) is one of the most promising and important solutions for addressing this 
problem (for instance, in Spain roughly 50% of students with disabilities choose the 
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distance learning mode [3]). On the other hand, the Information and Communications 
Technologies (ICT) play today an increasingly important role at HE supporting the e-
learning process of students and professionals with specific needs, including those who 
have so-called disabilities. However, ICT used in e-learning are still not fully 
accessible for all. For this reason, European initiatives as well as national legislations 
promote and regulate actions to enable the conditions for everyone to take part in the 
information society by providing both, “services, procedures, and information in an 
accessible way for every person”, and policies to create a society that is ready to 
technological changes in the time they occur. This is strongly related to de concept of 
life-long learning (LLL), that can be defined as the lifelong, lifewide, voluntary, and 
self-motivated pursuit of knowledge for either personal or professional reasons [4]. 
Accessibility is extremely relevant for the LLL paradigm, due to the evolution of 
human capabilities when ageing. 

A2UN@ is a research project whose main objective is to analyze the possibility of 
developing a general ICT framework, which will be based on standards and user 
modelling, to support the development of the LLL services required to attend the 
accessibility and adaptation needs for ALL in Higher Education, with special attention 
to the diversity of requirements of adult and disabled learners.  

This paper reflects the first results of an analysis of standards related to 
accessibility, usability and adaptability of e-learning in the context of the A2UN@ 
project. The next section provides a brief introduction to the aims and scope of 
A2UN@, with special attention to strategy of using standards. Section 2 provides a list 
of standards that are considered relevant to the project. Finally, section 3 discusses 
about the possibility of creating a standards based generic LLL model. 

1. A2UN@: Accessibility and Adaptation for ALL in Higher Education 

The project A2UN@ “Accessibility and Adaptation for ALL in Higher Education”, is 
funded by the Spanish Ministry of Science and Innovation. It began on January 2009 
and will last for 3 years. The project involves the National University of Distance 
Education (UNED) and the University of Girona (UdG), the UNED coordinates the 
project. 

Its main goal is to build a general ICT framework to support the development of 
the LLL services required to attend the accessibility and adaptation needs for ALL in 
HE. To this end, the project has been structured through a series of work packages, 
including following areas: (1) standards supporting IT accessibility to learning objects 
and services, (2) user modelling and dynamic support, (3) adaptive and re-usable 
learning services and workflows, and (4) device modelling, adaptive user interfaces and 
negotiation strategies. Thus, the goal of this project is to detect, extend, interrelate, 
integrate and exploit as much as possible all these areas upon which a general, flexible, 
open, standard-based framework can be defined to support the development of the LLL 
paradigm.  

The driving need to achieve interoperability at different levels of abstraction is the 
“wide variety of services, contents and devices in large information systems”. This 
need is another challenge: to develop the required interoperable and layer-based 
infrastructure to facilitate the definition, development, deployment and evaluation of 
the services to be provided for supporting accessible and personalized learning in HE. 
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A2UN@ follows a strategy of active use of standards with the purpose of 
development his objectives. The open question is, “can international standards, in a 
dynamic global environment, meet the challenges of modern society, such as the 
implementation of LLL?”. Our initial hypothesis is affirmative and is based on two 
premises: 

1. Widespread use: to ensure the success of a product, service or technology, it 
should be accepted, implemented and used by a large majority of people 
which it benefits. We believe that the use of international standards is an 
appropriate way to gather knowledge about a given topic with a sufficient 
level of representation of stakeholders. 

2. Starting point: we intend not to reinvent the wheel. The use of standards is a 
good starting point for verifying and analyzing the knowledge gathered so far 
on a specific issue, and from this to try and improve it as much as possible. 

 
Moreover, we believe that knowledge about a subject is dynamic and must be 

appropriate to the needs of mankind. Therefore, another objective of the project 
A2UN@ is to work actively in the extension and evolution of standards to reflect new 
findings [5]. 

2. Relevant standards for A2UN@ 

Here we present the first results of the analysis of standards that could support the 
development of A2UN@. We have structured this description into two sub-sections, 
the first one provides an overview of the chosen standards and criteria for their 
selection and the second one presents the analysis itself. 

We have used as key sources of information the report on accessibility-related 
standards by Richard Hodgkinson for the Royal National Institute for de Blind [6], and 
the standards inventory in ISO/IEC FDTR 29138-2 [7]. 

2.1.  Overview of standards 

The choice of the following standards1 has met the following criteria:  
 They address some of the research areas covered by A2UN@. 
 They are international guidelines or standards. 
 They have a special emphasis on addressing accessibility and usability. 

2.1.1. ETSI EG 202 116 V1.2.1 - design for all guidelines for ICT products and 
services [8] 

This document gives guidance to ICT product and service designers on human factors 
issues; good human factors design practice, and relevant international and national 
standards. The guidelines are intended to encourage a "Design for All" approach so as 
to make products and services accessible to as many people as possible, including 
elderly people and persons with disabilities, without the need for adaptation or 

                                                           
1 The standards are presented in alphabetical order according to their complete 

code. 
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specialized design. This document is applicable to ICT products with a user interface 
that are connectable to all kinds of fixed and mobile telecommunications networks. 

2.1.2. ETSI draft ES 202 746 - User profile preferences and information [9] 

This upcoming standard defines a set of user profile preference and information 
settings for deployment in ICT services and devices for use by ICT users and suppliers. 
The present document specifies: (a) objects including settings, values, operations and a 
lexicon of end user terms; (b) a rule definition language for defining functionality such 
as automatic modification of profiles. 

Profile solutions within the scope of the present document are: (1) those provided 
for the primary benefit of the end-user; (2) those which the end-user has rights to 
manage the profile contents; (3) those where the end-user has the right to have a 
dialogue with the information owning stakeholder. 

2.1.3. IEEE std. 1484.12.1-2002 - learning object metadata [10] 

It is a multipart standard that specifies learning object metadata (LOM). In this 
standard a metadata instance for a learning object describes relevant characteristics of 
the object to which it applies. Such characteristics may be grouped in several 
categories: general, life-cycle, meta-metadata, educational, technical, rights, relation, 
annotation and classification. 

2.1.4. IMS Learner Information Package Accessibility for LIP (IMS AccLIP) [11] 

The Accessibility for LIP (Learning Information Package) defines two new sub-
schemas for IMS LIP [12]. These two sub-schemas provide a means to specify 
accessibility preferences and learner accommodations. These preferences go beyond 
support for people with disabilities to include kinds of accessibility needs such as 
mobile computing, noisy environments, etc. 

2.1.5. IMS AccessForAll Meta-data Specification (IMS AccMD)[13] 

The AccessForAll Meta-data specification is intended to make it possible to identify 
resources that match a user's stated preferences or needs. These preferences or needs 
would be declared using the IMS Learner Information Package Accessibility for LIP 
specification. The needs and preferences addressed include alternative presentations of 
resources, alternative methods of controlling resources, alternative equivalents to the 
resources themselves and enhancements or supports required by the user. The 
specification provides a common language for identifying and describing the primary 
or default resource and equivalent alternatives for that resource. 

2.1.6. IMS Guidelines for Developing Accessible Learning Applications (IMS GDALA) 
[14] 

This specification provides a framework for the distributed learning community. This 
framework set the stage for what solutions exist, what the opportunities and 
possibilities are for implementing them, and the areas where more development and 
innovation are still needed in educational technologies to ensure education that is truly 
accessible to anyone, anytime, anywhere. 
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2.1.7. ISO 9241-110 - dialogue principles for human-system interaction [15] 

This standard sets forth ergonomic design principles formulated in general terms (i.e. 
presented without reference to situations of use, application, environment or 
technology) and provides a framework for applying those principles to the analysis, 
design and evaluation of interactive systems. The principles are: suitability for the task, 
self-descriptiveness, conformity with user expectations, suitability for learning, 
controllability, error tolerance and suitability for individualization. 

2.1.8. ISO 9241-129 - Guidance on software individualization [16] 

This upcoming standard will contain ergonomic requirements and recommendations for 
software-based individualization of human-computer interactions. There are a variety 
of different basic individualization mechanisms, each of which can have different 
positive and negative effects on users. Individualization can result from customization 
(initiated intentionally by the user) and/or adaptation (initiated by the system). 
Individualization can result in a variety of changes to the user interface, depending on 
the particular individualization mechanisms involved. This standard will include 
guidance on: 

1. determining where individualization is appropriate 
2. selecting appropriate types of individualization mechanisms 
3. using all types of individualization mechanisms 
4. using specific types of individualization mechanisms  
5. using combinations of different types of individualization mechanisms. 

2.1.9. ISO 9241-151 – guidance on web user interfaces [17] 

This standard provides recommendations and guidelines for the human-centred design 
of Web user interfaces to increase their usability. The standard is focused on four 
aspects of designing Web user interfaces: high-level design decisions and design 
strategy; content design; navigation and search; content presentation. 

2.1.10. ISO 9241-171- guidance on software accessibility [18] 

This standard provides requirements and recommendations for the design of accessible 
software. It is applicable to the accessibility of interactive systems and it addresses a 
wide range of software (e.g. office, web, learning support and library systems). 

It promotes increased usability of systems for a wider range of users. While it does 
not cover the behaviour or requirements for assistive technologies (including assistive 
software), it addresses the use of assistive technologies as an integrated component of 
interactive systems. 

2.1.11. ISO 9241-20 - accessibility guidelines for information/communication 
technology (ICT) equipment and services [19] 

This standard provides general recommendations to improve the accessibility of ICT 
equipment and services. This document is intended to be used as a source for defining 
technology-specific requirements when designing accessible products. If a specific 
detailed standard exists on the equipment or service (such as software with ISO 9241-
171), then users of this International Standard can also refer to that more specific 
standard. 
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2.1.12. ISO TR 22411 - Ergonomic data and guidelines for the application of ISO/IEC 
Guide 71 to products and services to address the needs of older persons and persons 
with disabilities [20] 

This technical report is a support document applying ISO/IEC Guide 71 in addressing 
the needs of older persons and persons with disabilities in standards development. It 
provides ergonomics data and knowledge about human abilities — sensory, physical 
and cognitive — and allergies, as well as guidance on the accessible design of products, 
services and environments. 

2.1.13. ISO/IEC 24751 - individualized adaptability and accessibility in e-learning, 
education and training [21] 

This standard, divided into three parts (framework and reference model, "Access for 
all" personal needs and preferences for digital delivery and "Access for all" digital 
resource description), is based on the work developed by the IMS Global Consortium 
on AccessForAll Meta-data [22] and contains metadata for describing accessibility 
features of learning objects and for describing accessibility-related personal needs and 
preferences. 

2.1.14. ISO/IEC 24752 Information technology -- User interfaces -- Universal remote 
console [23] 

This multi-part standard facilitates operation of information and electronic products 
through remote and alternative interfaces and intelligent agents. It defines a framework 
of components that combine to enable remote user interfaces and remote control of 
network-accessible electronic devices and services through a universal remote console 
(URC). The goal of the URC technology is that every device or service can be accessed 
and controlled by any control device and user interface that fits the user's needs and 
preferences, using suitable input and output modalities and interaction mechanisms. In 
the standard, the devices and services that are to be controlled are referred to as 
"targets", and to the control devices and their user interfaces as "universal remote 
consoles". 

2.1.15. ISO/IEC 24756 Framework for specifying a Common Access Profile (CAP) of 
needs and capabilities of users, systems and their environments [24] 

This standard defines a framework for specifying a common access profile (CAP) of 
needs and capabilities of users, computing systems, and their environments, including 
access supported by assistive technologies. It provides a basis for identifying and 
dealing with accessibility issues across multiple platforms in a standardized manner. It 
can be used to evaluate the accessibility of existing systems in particular environments 
for particular users. 

2.1.16. ISO/IEC FDTR 29138 Information technology -- Accessibility considerations 
for people with disabilities [7] 

This upcoming technical report is divided into three parts. Part 1, User Needs Summary, 
identifies a collection of user needs of people with disabilities for standards developers 
to take into consideration when developing or revising their standards. These user 
needs are also useful for developers of information technology products and services 
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and for accessibility advocates to consider. Part 2, Standards inventory, identifies a 
collection of documents (which it refers to as standards even though they encompass 
more than traditional ISO and ISO/IEC standards) that provide guidance on meeting 
the needs of people with disabilities. Part 3, Guidance on User Needs Mapping, 
provides guidance on the mapping of the set of user needs with the provisions of a 
particular standard, technical report, or set of guidelines. It provides both basic 
guidance that should be used for all user needs mapping and optional guidance that 
may be added to the basic guidance. 

2.1.17. W3C Composite Capability/Preferences Profile (CC/PP) [25][26] 

A CC/PP profile is a description of device capabilities and user preferences. This is 
often referred to as a device's delivery context and can be used to guide the adaptation 
of content presented to that device. The Resource Description Framework (RDF) [27] 
is used to create profiles that describe user agent capabilities and preferences. 

2.1.18. W3C – Web Accessibility Initiative recommendations [28] 

These recommendations include accessibility guidelines for web content [29][30], user 
agents (browsers) [31] and authoring tools [32]. These are generally agreed to be the 
international reference concerning web accessibility. 

2.2. Analysis of the standards 

Once the standards were selected according to the above criteria, we decided to classify 
them to obtain a clearer picture of their scope. The criteria of classification in this case 
were two:  

1. According to the user orientation [5], the standards may be:  
 User centred (U), they offer guidance on accessibility, design for all and 

general usability, from the viewpoint of the users of the product.  
 Developer centred (D), which are more technically oriented and provide 

technical solutions that developers can use to build products. 
2. Depending on the areas of modelling that they address:  

 Content modelling (C) 
 User modelling (U) 
 Device modelling, including hardware and software (D) 
 Adaptation modelling (A) 
 User Interfaces modelling (UI) 

 
The standards classification that addresses the accessibility, usability and adaptation in 
e-learning, according to the criteria of user orientation and areas of modelling, can be 
seen in Table 1. The results of this classification are covered by Table 2. 
 
According to the results we can say that:  

 There is a clear trend of the analyzed standards to guide their efforts towards 
the user and developer but rarely to both. 

 There is a clear orientation towards addressing the user interface modelling 
and device modelling by the current usability and accessibility standards. 
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 The current user centred standards for usability and accessibility have a strong 
orientation towards addressing the user interfaces modelling and device 
modelling. It contrasts with their lack of support the user modelling and 
content modelling. The main reason for this is that they provide requirements 
from the viewpoint of the users and not technical solutions for the developers 

 The current developer centred standards for usability and accessibility have a 
balanced orientation towards addressing the treated areas of modelling. 

 
Table 1. Standards classification for A2UN@ 

User orientation Addressing Areas of Modelling in A2UN@ Standard 
U D C U D A UI 

ETSI EG 202 116 V1.2.1  X    X  X 
ETSI draft ES 202 746   X  X  X  
IEEE std. 1484.12.1-2002   X X     
IMS AccLIP  X  X  X  
IMS AccMD  X X   X  
IMS GDALA X    X   
ISO 9241-110  X      X 
ISO 9241-129  X   X  X  
ISO 9241-151  X  X    X 
ISO 9241-171  X  X  X  X 
ISO 9241-20  X    X  X 
ISO TR 22411 X      X 
ISO/IEC 24751   X X X  X  
ISO/IEC 24752   X   X  X 
ISO/IEC 24756   X X X X X X 
ISO/IEC FDTR 29138  X     X X 
W3C CC/PP  X  X X   
WAI-W3C X X X  X  X 

 
Table 2. Results of classification 

Standards for areas of 
modelling 

User centred standards for 
areas of modelling 

Developer centred standards 
for areas of modelling 

UI = 10 UI = 8 U = 5 
D = 8 D = 5 C = 5 
C = 7 C = 3 A = 5 
A = 7 A = 2 D = 4 
U = 6 U = 1 UI = 3 

3. Conclusions and future work 

There is a lack of standards that are oriented towards both users and developers and 
also addressing all areas of modelling treated. One of the expected results of the 
A2UN@ project is a standards-based conceptual model of LLL systems that meets that 
objective. Figure 1 shows an overview of the intended result. 

The model should contain the basic elements of any LLL system , the relationships 
between those elements and, finally, the mappings between these elements and the 
corresponding requirements and recommendations from the existing standards. This is 
a difficult task, mainly due to two reasons. 

Firstly, there are many conflicting standards that should be applied. For instance, 
in the Device Modelling area, there are at least 8 different standards applying to that 
issue, probably with different views.  
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Secondly, there are standards that apply to several areas. For instance, the user-
oriented ISO 9241-20 standard applies to both device and user interface modelling. 

In both cases there is a clear need for the model to provide a generic common 
vocabulary for describing LLL systems and their main components. And this common 
vocabulary should be designed to ease the development of mappings between the 
model and existing standards.  We expect to have this model developed by the end of 
the second year of the A2UN@ project. 

Figure 1. Model for LLL standards 
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Abstract. This paper presents the initial design of an Open Learner Model for an 
Adaptive Virtual Learning Environment (SAVEMA, The Spanish acronyms of 
Adaptive Educational Virtual System with Open Model), with the aim of helping 
learners to reflect on their knowledge, and to support their self-directed use of a 
Virtual Learning Environment. 
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Introduction 

In the context of virtual and blended education, several functionalities have been 
proposed for Learning Management Systems (LMS): intelligent LMS (iLMS) based on 
standards in aLFanet [1]; integration of the LMS Moodle (Modular Object-Oriented 
Dynamic Learning Environment) and the adaptive hypermedia system (AHS) APeLS 
(Adaptive Personalized eLearning Service) [2]; recommending service integrated into 
the OpenACS/dotLRN framework via Web services in ALPE, EU4ALL, 
ADAPTAPlan [3]; an adaptive virtual learning environment based on an Integral user 
model [4]. Each of these works add adaptive characteristics to an existing LMS through 
learner models. However, in these approaches the learner does not have access to their 
learner model. 

Learning management systems or courseware management systems offer a wide 
variety of functionalities, such as integrating instructional material, e-mail, chat 
sessions, online discussions, forums, assignments, etc. Recently some environments 
have been extended to support standards and specifications in E-learning [5, 6]. 
Although these characteristics make this kind of system more versatile, and extensions 
give them the potential for adaptive characteristics, even the most advanced LMS 
systems tend to be used similarly to more traditional computer-assisted instruction 
support. 

On the other hand, many educational research projects have built systems which 
may have lost some of the versatility, but gained characteristics such as: adaptive 
behavior [7; 8; 9]; support for collaborative learning [10; 11] and promoting reflection 
[12; 13; 14], encouraging learner independence and responsibility [15], improving 
accuracy of the learner model [13; 14]; helping learners to plan and/or monitor their 
learning [13; 14] and affording learners greater control over their learning [16] through 
an Open Learner Model (OLM), among others. Although their use is generally more 
restricted than LMS (for example, to a specific domain, or in specific research studies), 
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these approaches have shown some positive results, specifically system which have 
open the learner model to the students in the educational area.  

In [17] Adaptive Virtual Learning Environment named SAVE (the Spanish 
acronyms of Adaptive Educational Virtual System) has been proposed. SAVE use the 
LMS dotLRN which, besides be open source, has been suggested as useful for 
reusability, accessibility [18] and usability [19]. The dotLRN platform was extended 
with adaptive characteristics based on the competence levels of each learner. To carry 
out the adaptive behavior, a unit of learning (UoL) has been designed with the IMS 
learning design specification [IMS-LD]. During the design phase, the instructor defines 
some variables which are used to set the competence level of the student. The 
competence level is inferred by a multi-agent system (MAS) based on the questions 
answered by the learner in tests with IMS questions and test interoperability [IMS-QTI]. 
The adaptive behavior is then obtained through the different paths previously defined 
in the UoL. (Further details can be found in [4]).  

To improve SAVE an Open Learner Model is proposed, this new proposed system 
is named SAVEMA (the Spanish acronyms of Adaptive Educational Virtual with Open 
Model).  This paper focuses on the potential for opening the learner model in AVLEs 
and the design of an OLM in SAVE. 

The paper is organized as follow: In section 1 the Open Learner Model (OLM) and 
relations with Adaptive Virtual Environment (AVLE) are introduced. In section 2 
details about the learner model and adaptive characteristics of the Unit of Learning 
(UoL)/course are presented. In section 3 initial design of SAVEMA is proposed. 
Finally, the summary is presented.  

1. The Potential for Using an OLM in an Adaptive VLE 

Open Learner Models (OLM) are learner models that can be accessed by the user, in 
full or in part, and have been used for a variety of purposes, e.g. improving accuracy of 
the learner model; promoting learner reflection; helping learners to plan and/or monitor 
their learning; and affording learners greater control over their learning [20]. 

At this stage of our work we focus on promoting learner reflection on their 
competence level, as an important element to facilitate meta-cognitive behavior, in 
accordance with suggestions that students who engage at a meta-cognitive level tend to 
achieve significantly higher learning results [21]. In [22] reflection is defined as “a 
generic term for those intellectual and affective activities in which individuals engage 
to explore their experiences in order to lead to a new understanding and appreciation”. 
There is evidence to suggest that effectiveness in the learning process could be 
enhanced when a student reflects about their own knowledge [22; 23; 24]. Along the 
same lines, it has been argued that OLMs have the potential to foster reflection and 
meta-cognitive skills, as the system provides the user with a representation of their 
understanding of a subject as a starting point [15]. Learning gains have indeed been 
demonstrated in some instances, using a simple OLM presentation [25; 26]. 

As adaptive capabilities are added to a traditional VLE, learner model is available 
to open to the user. The considerations and characteristics of this OLM are presented 
below. 
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2. Learner Model and Adaptive Courses in SAVEMA 

In this section general details about the learner model and adaptive characteristics of 
the course are presented. The open learner model design in SAVEMA is presented in 
the next section. 

2.1.  Learner Model 

The learner model of the VLE is presented in accordance with the three layers 
identified for the analysis of user models by Brusilovsky and Millan in [27]: what is 
being modeled (nature), how this information is represented (structure) and how 
different kinds of models are maintained (user modeling approaches).  

The information represented in our learner model relates to competences; although 
there are similarities with knowledge representation, the differences can be found in the 
conception and the implications that these have for the learning process. The 
competences are structured in a taxonomy (e.g. for a career, high school program), 
defined with the IMS Reusable Definition of Competency or Educational Objective 
[28] specification, and implemented as shown in figure 1.  

As an overlay approach has been used [28], the implementation takes into account 
the UoL structure used to build the domain model. The learner model is maintained 
through a multi-agent system which builds and updates the learner model overlaying 
the domain model with the competence level obtained by the student after answering 
questions in the respective UoL [4]. 

 

Figure 1. Structure of the learner and domain model. 

In figure 1, each division shows the specification used and the relations defined 
between them. The structure of the domain model is based on components identified in 
a competence proposed by Tobón in [29].  Tobón proposes a model which considers 
tree elements in a competence: problems that the competence address to solve, 
description of the competence which summarizes the main idea of the competence and 
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their context and criteria for evaluate if a competence is achieved or not. Besides, 
Bloom taxonomy [30] has been used to classify development criteria in a competence 
[31] (see table 1), and also for question classification. In table 1, competence levels are 
defined: novice, intermediate and expert. 
 
Table 1. Level of competence based on Bloom’s taxonomy 

2.2. Adaptive Course 

The adaptive course was designed for students in the Universidad Pontificia 
Bolivariana in Colombia as a part of an introductory computing course for informatics 
students. The course includes the topic Object Oriented Programming (OOP), which 
has been used as the main topic for the design of the virtual course. Many of the 
resources used for course generation were taken from SHABOO [32], and other 
resources were provided by the course instructor. The course includes three parts: 
Introduction, Objects and Class, and was built using the authoring tool “Reload 
Learning Design Editor” and IMS-LD [33] specification. 

The designer defines the level and number of competence(s) that could be 
achieved in a course by a learner. In the Unit of Learning/course used two competences 
were defined. The first competence could be achieved until novice level and the second 
one could be achieved until intermediate level. Rules for adaptive behavior in 
accordance with the competence level of each student were defined in the IMS-LD. 
These rules take into account the values of each variable for carrying out the adaptation. 
However, these variables need to be updated during run time. On completion of the 
design phase, the UoL was uploaded to the dotLRN VLE and a run was created with 
the package ims-ld for the Unit of Learning/course available for the students. Because 
the variables in the package ims-ld in dotLRN need to be updated manually, we have 
integrated it with a multi-agent system which performs this task (additional detail can 
be found in [4]). 

The Unid of Learning was loaded in the dotLRN platform that runs on a server in 
UPB [34]. On this platform a class named Object Oriented Programming was created; 
in which students have different services such as forums, chat, space to store and share 
files, calendar, news, questionnaires, units of learning, among others. In the link to 
units of learning, students can choose the UoL available to them. 

The course was available for one month, and two tests were administered, in the 
middle and at the end of the course for evaluate the student competence in the course. 

BLOOM 
OBJECTIVE 

DESCRIPTION  (COGNITIVE DOMAIN) LEVEL 

Knowledge 
Remembers a fact without a real understanding of the 
meaning 

Understanding Gets the meaning of the material  

Novice 

Application 
Can use the learned material in new and specific 
situations  

Analysis Can divide a complex problem into different parts  

Synthesis Can join different parts in order to create new entities 

Intermediate 

Evaluation Can judge values of a subject with a specific propose  Expert 
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The questions were designed mostly in SHABOO [32] and characterized with the IMS-
QTI [35] specification in the package Assessment in dotLRN. Each question is 
identified with an id that allows the competence, the level and the performance 
criterion that it assesses, to be tracked. A low average was obtained by the students in 
the two tests. (The averages for the two tests are based on a scale from 0 to 5, and were 
3.49 and 2.77 respectively.) We therefore aim to increase user engagement as has 
previously been found to occur with the introduction of a simple OLM [36], in an 
AVLE context. 

3. SAVEMA in the SMILI OLM Framework 

The SMILI OLM framework [20] is designed to help researchers to focus on the 
main considerations for opening a learner model. These considerations have been used 
in this section to present the description of our OLM. The framework include an overall 
view in the OLM design which help to the designer focus on the main considerations 
for open a learner model. The framework take into account the purpose, what is 
modeled, how is the model presented and who controls de access to the model. 
Furthermore some additional aspects are considered in each one of these considerations, 
(see tables 2 to 5). 
 

Table 2. Purpose of Open Learner Modelling.  
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SAVEMA  XX      

 
In the table No. 2 the upper part shows the general issues. The lower part shows 

the goals of openness of the learner model: XX for central goals; X for lesser goals and 
x for minor concerns. There are many purpose for open a learner model, however in 
this work the reflection purpose have been chosen as a way of promote meta-cognitive 
state that encourage the autonomy and responsibility in the learning process.  

 
 
 
 
 
 
 

Table 3. WHAT is modeled? 

 
Elements         Purpose 

 

Properties Reflection 

1. Extent of model accesible Complete  
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Partial X 
2. Match underlying 

representation 
Competence level 
Knowledge 
Difficulties 
Misconceptions 

X 

3. Access to uncertainty Learning issues 
Preferences 
Other 
Other users' LM 

 

4. Role of time Previous 
Current 
Future 

X 
X 

Complete 
Partial 

 
X 

5. Access to sources of input 

System 
Self 
Peer 
Instructor 
Other 

X 

6. Access to model effect on 
personalization 

Complete 
Partial 

 

 
In the table 3 what is modeled is summary. The main aspects considered are that 

the open learner model shows the competence level which take into account the current 
and previously level achieved. Only the system has access to the sources input and the 
learner model is showed in a partial way because there is some additional information 
in the learner model that at this time is not opened.  
 

Table 4. HOW is the model presented? 

 
Elements           Purpose 

 

Properties Reflection 

Textual (i.e...) 
Graphical (i.e...) 

 
X (level, skill meter and 
colours) 

7. Presentation 

Overview 
Targeted/all Details 
All Details 

 
X 

8. Access method Inspectable 
Editable 
Addition 
Student persuade 
System encourage 
Negotiated 

X 

9. Flexibility of access Complete 
Partial 

 

 
In the table 4 the way as the model is presented is described. The learner model is 

presented in a skill meter way with some colors that help to identify levels and 
competences. Not all details are available at this design in the leaner model. There are 
different methods for do that presentation of the model. The inspectable method has 
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been chosen in the presentation of the learner model in SAVEMA, this means that the 
student can view their learner model. 

 
Table 5. WHO controls access to the model? 

 
Elements           Purpose 

 

Properties Reflection 

10. Access initiative comes 
from 

System 
User 
Peer 
Instructor 
Other 

 
X 
 
 

Complete 
Partial 

 11. Control over 
accessibility (to others) 

System 
Peer 
Instructor 
Other 

X 

 
Finally in the table 5 details about who control the access to the models is given. In 

the design of this OLM the user access are defined but the student cannot decide what 
is available to see.  

In figure 2 the OLM is presented. On the left side, the competence levels novice, 
intermediate and expert are shown using the colors yellow, blue and green, respectively. 
Others visual effects are added to facilitate their differentiations. On the right hand side, 
a skill meter is used for each competence at a specific level. Skill meters were chosen 
as they are one of the most common forms of simple OLM adopted in systems [e.g. 25; 
37; 38], and have enjoyed high levels of use in real (voluntary) use settings to support 
university courses [36; 39]. 

As we have said, in the Unid of Learning/course design a competence could have 
until tree levels: Novice, Intemediate and Expert. The number of levels depends of the 
scope that the designer consider achievable. Because the designer of the course used 
has considered only two levels, figure 2 does not show any criterion in the expert level. 
The first competence has two criteria and the second one has one criterion. The skill 
meter shows how much the learner has achieved in a specific level for a specific 
competence.  
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Figure 2. Open Learner Model representation in SAVEMA. 

4. Summary 

SAVEMA was created with the purpose of achieving reflection in the context of an 
adaptive VLE. The OLM represents competence level: novice, intermediate and expert, 
which have been defined based on Bloom’s taxonomy [30]. The presentation of the 
learner model is done through the use of levels, skill meters and colors, and the method 
of access to the learner model is ‘inspectable’ – i.e. the learner can view their learner 
model, but may not directly contribute information about their knowledge. Although 
some preliminary studies have been done for validate SAVEMA this paper focus on the 
design of OLM. Future work will deploy new designs of OLM and also other studies to 
investigate the extent to which a OLM may facilitate use of a VLE; and investigate 
whether students might also benefit from an OLM using other features described in the 
SMILI Framework, in the AVLE context. 
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Abstract. The objective of this paper is to open a discussion within the workshop 
regarding the particularities of recommendations in the eLearning domain. In 
particular, in the context of learning management systems (LMS) that support 
inclusive scenarios, we aim to discuss the utility of an authoring tool for teachers 
to manage the recommendations provided by the LMS to students. The objective 
of this tool is twofold: 1) to facilitate the involvement of teachers in the process of 
understanding the needs of users when providing recommendations in the 
eLearning domain, and 2) to offer teachers a control mechanism on what is 
recommended to users. 

Keywords. Recommender systems, Accessibility, Authoring tools, eLearning.  

Introduction to the discussion topic 

In a world where information overload is constant, recommender systems (RS) 
represent a highly valuable feature: they aim to offer the most relevant products, 
services or guidance to each specific user. RS are based on technologies processing 
previous interactions with the system from a specific user or from similar users. 
Typical examples of RS are found in commercial web services (e.g.: Amazon, 
YouTube, LastFM. In the eLearning domain, at this time none of the major eLearning 
platforms, being commercial or open-source, include a RS. And it is a fact that in 
learning management systems (LMS) information overload exist.  

In aDeNu R&D group, we are developing a RS within the context of an e-learning 
platform that takes into account not only the user preferences, but also psycho-
educational considerations. Following a user centered design process, we have found 
out that in the case of e-learning scenarios involving interactions with a teacher, there is 
a need for a validation step, before publishing a recommendation. This “manual” step 
deviates from the initial concept of RS where recommendations are generated and 
published automatically using artificial intelligence techniques such as collaborative 
filtering and content-based filtering. Our approach is not to substitute the algorithms by 
the teachers’ knowledge (as in expert systems) but to provide a tool to facilitate the 
involvement of teachers in the process. It follows two objectives: 1) to offer a tool 
where teachers can modify, design and experiment recommendations, and 2) to offer 



 22 

teachers a control mechanism on what is recommended to users. Teachers can benefit 
from the reduced workload coming from the analysis of the users’ interactions and the 
generation of recommendations regarding platform support with artificial intelligence 
techniques. But they also want to have visibility and control on what is recommended 
to their learners within the course.  

The research questions that we aim to solve are:  
 What are the needs of users of LMS? 
 What psycho-educational support is required in inclusive eLearning scenarios? 
 What types of situations are meaningful for providing recommendations? 
 Which is the best action each learner should perform in each situation? 
 What type of recommendations can best benefit to the learners?  
 What is the most appropriate design for the teacher’s tool to manage 

recommendation? 
Currently, we are focusing on the needs of learners to improve the efficiency, 

effectiveness and satisfaction during their learning, and how the teacher can be 
supported in her tutoring task with a RS. A useful recommendation for a learner 
depends on many variables/factors: the user’s learning goals, the progress in the course, 
the quality of the contents contributed by other members, etc. Given the complexity of 
the learning context, it is not possible to design in advance the most appropriate 
navigation path for each learner in each situation as instructional design theories 
propose, but it has to be dynamically built taking into account the current learner 
features, her context and past interactions (of other users, whether they have been can 
be successful or not). Recommendations offer a personalized way to guide learners 
through the wide spectrum of possible actions to in the course. An adaptive system is 
required for such a personalized navigation support. In this respect, RS is considered a 
suitable solution to provide adaptive responses to users’ interactions.  

Our innovation here is to offer the teacher a tool to validate and modify the 
recommendations generated by the algorithms, as well as to introduce new ones that 
consider psycho-educational needs that may not have been covered by the algorithms. 
Two hypothesis support this idea (which are to be validated) are: i) teachers feel more 
confident with this control over the recommendations and ii) for the algorithms, this 
human input is useful to improve the quality and utility of the recommendations 
generated. The main research goal now is to understand the needs of learners in LMS. 
For this, a scenario-based user centred design process has been defined that involves 
teachers in the process to elicit relevant eLearning situations and what 
recommendations could be provided in them. We are designing an authoring tool that 
can be used by the teacher to create new recommendations and manage those that are 
given to the learners. The design of the authoring tool needs to take into account the 
conceptual model of the users in order to provide a simple interface for managing a 
complex system as it is the RS. 

We would like to take advantage of the expertise of the audience of the workshop 
to discuss the particularities of recommendations in the eLearning domain. In particular, 
in the context of LMS that support inclusive scenarios, whether an authoring tool for 
teachers to manage the recommendations is perceived as useful.   
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Abstract. The most common approach to content selection for educational 
purposes is often focused on how to display these contents in the variety of devices 
that the user could have (PC, PDA, mobiles, etc.); neither user needs nor 
preferences are taken into account, nor the desired features for accessible content. 
This paper depicts the standard based Expert System that is being developed on the 
framework of the European project EU4ALL [European Unified Approach for 
Assisted Life Long Learning - IST-FP6-034778]. The goal of this component is to 
select the content that provides best adaptation to the user. The first prototype of 
this component has been developed following a SOA (Service Oriented 
Architecture) approach so it can be easily integrated with existing Virtual Learning 
Environment. 

Keywords. Content selection, standards, accessibility, Expert Systems, SOA 

Introduction 

Nowadays many educational institutions open their virtual classes to students with 
different disability levels. The main challenge that students with disabilities face is to 
access education resources that are appropriate for them. Educational resources are 
usually the same for every student since no specific adaptation is provided to adapt the 
resource to the needs of the students. As a result, students cannot take full advantage of 
the learning experience that virtual learning environments offer. They are several works 
about the study of the content personalization as we can see in [1], [2], [3], [4]  and [5].   

In this paper we depict the solution proposed to solve this situation, the first 
prototype of the Content Personalization service (CP), a module that selects the most 
suitable resource for a specific student taking into account preferences, device 
properties and resource properties together with the adaptations available.  

1. Content Personalization 

The main goal of EU4ALL project is to design and implement an extensible 
architecture of services to support accessible lifelong learning for adult learners with 
special needs. These services are to be open, secure, standard-based, accessible and 
interoperable. 
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The CP is a component in the EU4ALL project. It is a resource selection module. The 
goal of the CP is find the most suitable resource resolving a request coming from a 
Virtual Learning Environment (VLE) and returning an identifier for the chosen 
resource. This way, the module provides users with the educational resource that best 
adapts to the preferences and needs of the student. To choose the best resource, the CP 
processes the user preferences (stored in the user profile), the device preferences 
(stored in the device profile) and the characteristics of the requested resource and its 
available adaptations (resource profile/adaptation). 

 
The standards used to implement the profiles are: 
 
 W3C CC/PP [7] (Composite Capability/Preference Profiles): Specification 

that defines the capabilities of the devices that the user is using. CC/PP is 
based on RDF (Resource Description Framework). In the EU4ALL project, 
we are using UAProf [8] (User Agent Profile) specification, based on the 
CC/PP standard. UAProf is concerned with capturing capability and 
preference information for devices, and this information can be used by 
content providers to produce content in an appropriate format for the specific 
device. 

 IMS AccLIP [9] (Accessibility for Learner Information Package): AccLIP 
documents only store accessibility preferences of the user. It could be 
integrated with the standard IMS LIP [10] (Learning Information Package). 

 ISO DRD [11] (Digital Resource Description, ISO/IEC 24751-3:2008): New 
standard use to describe the learning objects, both original resources and 
adaptations. ISO DRD is the 3rd part of the Individualized adaptability and 
accessibility in e-learning, education and training specification (“Access for 
all”). It provides a common language for describing digital learning resources 
to facilitate matching of those resources to learners' accessibility needs and 
preferences. 

 

2. Content Personalization behavior 

The behavior of the CP module is summarized in the figure 1. 
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Figure 1. Flow diagram of the CP module 

 
When the CP modules receives a request with the user identifier, a short 

description of the device and the resource identifier, the CP retrieves the profiles for the 
user, the device the resource and its available adaptations. There are two alternatives to 
retrieve the profiles, the first one to look for the profiles in the cache memory of the CP 
module and the second is to access the external modeling services (User modeling, 
Device modeling) via web services. In the first place, the CP module tries to retrieve 
the profiles from the cache, if these profiles are invalid or there are no profiles available, 
it tries to retrieve the profiles using external modeling services and it updates the cache 
with them. An invalid profile is a profile that has exceeded the timeout specified. The 
threshold for the timeout is configurable. 

When all the profiles retrieved by the CP are valid, it creates the facts for the user 
and device profiles. The facts are implemented in an intermediate language understood 
by the rule based engine. The profiles of the original resource and its adaptations are 
translated into a group of facts, where each group has the facts that correspond to a 
resource or to an adaptation. Then the CP loads the facts for the user, the device and the 
resource/adaptation in the rule based engine, and it validates them getting a score for 
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each resources. This score is stored together with the identifier of the analyzed resource. 
This operation is repeated until all the adaptations have been analyzed. Once the 
adaptations have been analyzed, if the resource/adaptation with the highest store is 
above a certain threshold, this will be marked as the most suitable resource for the user, 
as result, the CP returns the identifier of this resource. On the contrary, if the value for 
the highest score does not pass the threshold, the CP returns an identifier for the 
original resource and sends an e-mail to the administrator to notify that there is no 
adaptation available for a certain user and device. 

3. Architectural Components of the Content Personalization Module 

The CP module is made up of different components with the structure indicated in the 
figure 2. 

3.1. Web Services Layer 

The layer contains the available web services of the CP, and also it is used to access the 
external modeling services to obtain the profiles of the user, the device, the resources 
and the adaptations. By using web services it is possible to distribute the tasks among 
different modules that are completely independent without having to share features 
such as the programming language or the operative system. The first prototype for the 
CP uses Axis2 1.3 [12] for SOAP. 

 
 

 
Figure 2. Content Personalization components 
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3.2. Common Translator 

This component is in charge of translating the profiles to facts. These facts are 
implemented in an intermediate language managed by Decision-Maker. It will interpret 
the facts in order to validate the different resources and the adaptations. This way, the 
CP is standard independent by using Decision-Maker, since it works with an 
intermediate language. This eases the integration of new standards with the CP. To 
manage a new standard only implies to modify the Common Translator module, 
providing it with the capability to translate the new Standard into the intermediate 
language. The Common Translator component uses Jena 2.5.6 [14] libraries, which is a 
framework for semantic web that is also used to manage CC/PP standard through RDF. 
Figure 3 shows a translation example of a fragment of IMS AccLIP into facts. Of one 
user prefers a graphical alternative over a textual resource, this is translated to two 
facts; the first one is to deliver the visual resource as the preferred one and the second 
is to deliver the textual resource as the optional one. The values of the usage fields in 
the facts show that the user prefers a visual resource, but if it does not exist he accepts a 
textual resource. These facts mean the same that the piece of IMSAccLIP where the 
user prefers the visual resource, but he does not require it. Note that the “usage” 
attribute is setting the level of preference in the IMS AccLIP and could be “preferred”, 
“optionallyUse”, “required” or “notUse”. 

3.3. Decision-Maker 

This component is in charge of validates the facts. The first prototype for the CP 
module uses Drools [15] as rule based engine. The module provides a simple way to 
take AI decisions. The following code features an example for a rule that decides is a 
resource is valid. In the first prototype of the CP, a resource is valid if the visual, 
textual, auditory, format and language bits are valid. The rule “Visual missing” 
checks id the resource is not visual and the user required a visual resource. The rule 
“Hardware visual ok” checks if the device is compliant with the hardware handed 
to display a visual resource. “User visual ok” checks if the user wants a visual 
resource, and “Visual ok” checks if the hardware can handle a visual resource and if 
it is accepted by the user. Finally, the rule “Visual ko” is the oposite operation to 
“Visual ok” and decides when the user does not want a particular resource or when 
the hardware is not appropriate. 

 

Figure 3. Translation of  IMS AccLIP into facts  

<alternativesToText> 
   <graphicAlternative usage = “preferred” value = “true”/> 
</alternativesToText> 

name = “deliverVisual” usage=“preferred” 
name = “deliverText” usage=“optionallyUse” 

Translation 

Facts 
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rule "Visual missing" 
  no-loop true 
  when 
    not(exists(ResourceCharacteristic(name==“accessMode”, value==“visual”))) 

UserPreference(name==“deliverVisual”, usage!=“required”) 
    $mUserVisualOk:Message(message==“userVisualOK”) 
    $mHardwareVisualOk:Message(message==“hardwareVisualOk”) 
  then 
    $mUserVisualOk.setValue(true); 
    update($mUserVisualOk); 
    $mHardwareVisualOk.setValue(true); 
    update($mHardwareVisualOk); 
end 
 
rule "User visual ok" 
  no-loop true 
  when 
    ResourceCharacteristic(name==“accessMode”, value==“visual”) 
    UserPreference(name==“deliverVisual”, $usage:usage!=“notUse”) 
    $mUserVisualOk:Message(message==“userVisualOk”) 
  then 
    $mUserVisualOk.setValue(true); 
    $mUserVisualOk.setUsage($usage); 
    update($mUserVisualOk); 
end 
 
rule "Hardware visual ok" 
  no-loop true 
  when 
    ResourceCharacteristic(name==“accessMode”, value==“visual”) 
    DeviceCharacteristic(name==“imageCapable”,     
                         value=="Yes"||value==null) 
    $mHardwareVisualOk:Message(message==“hardwareVisualOk”) 
  then 
    $mHardwareVisualOk.setValue(true); 
    update($mHardwareVisualOk); 
end 
 
rule "Visual ok" 
  no-loop true 
  when 
    Message(message==“userVisualOk”, value==true, $usage:usage) 
    Message(message==“hardwareVisualOk”, value==true ) 
    $mVisualOk:Message(message==“visualOk” ) 
  then 
    $mVisualOk.setValue(true); 
    $mVisualOk.setUsage($usage); 
    update($mVisualOk); 
end 
 
rule "Visual ko" 
  no-loop true 
  when 
    (not 
      Message(message==“userVisualOk”, value==true) 
      and 
      Message(message==“hardwareVisualOk”, value == true) 
    ) 
    $mVisualOk:Message(message==“visualOk”) 
  then 
    $mVisualOk.setValue(false); 
    update($mVisualOk); 
end 
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3.4. Profile Management 

It works with all the profiles as if they belonged to a single type with regards to the 
standard. It retrieves the profiles from the cache using the DAO’s and decides if they 
are valid. If they are not valid, it is interacts with the Web Services layer to retrieve the 
profiles and launch the update process for the cache.  

3.5. Data Access Object Layer 

It abstracts and encapsulates all the access to the data. DAO [13] layer administers the 
connection with the data source to retrieve and store data, hiding implementation 
details inside the DAO’s. It paves the way to the possible migration to a different 
source of data, since in this case only the DAO layer needs to be modified. In addition, 
it centralizes all the accesses to data in a separate layer. 

4. Integration of the CP Module with others EU4ALL and VLE Components  

The integration with the EU4ALL modules is based on SOA (Service Oriented 
Architecture) [6], see Figure 4. This way an open architecture is achieved, easing the 
changes of processes and the integration of different technologies. This is very 
important since the functionality of the CP can be invoked from different VLE’s and 
these can be programmed in different programming languages such as Tcl (.LRN), 
PHP (Moodle), etc … On the other hand, the CP needs to connect to other modules 
such as User Modeling, Device Modeling and Metadata Repository in a transparent 
way. The communication protocol used by the CP with the VLE’s and the other 
modules is SOAP (Simple Object Access Protocol). The SOAP protocol wraps the 
different standards used in the communication. For instance, User Modeling responses 
to CP with IMS-AccLIP, on the other hand, Device Modeling uses CC/PP in the 
response, finally, Metadata Repository uses ISO-DRD in the communication with CP. 
All these standards are understood by the CP and they are translated to facts.  
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Figure 4. Connection schema between CP and the other modules 

 

 

5. Conclusions and Future Work 

The first prototype of the CP has been implemented with Java 1.5 and allocated in an 
Apache 5.5.23 web server. An open modular architecture has been created to easily 
change the profile retrieval, the cache storage and the decision make algorithm using 
different design patters. The module has been developed using SOA architecture, and 
as a result the different modules of the architecture are totally independent. 

Using a rules based engine in the Decision-Maker component eases the 
comprehension of the decision making process of the CP and enables to modify the 
business logic without having to rebuild the module. The structure of the CP allows 
changing the rules based engine easily.  

A graphical user interface (GUI) has been developed for testing purposes of the 
Expert System. The interface allows creating profiles (users, devices, resources) and to 
request a personalization for a resource. The figure 5 shows the main page of the GUI. 
Currently the prototype is under evaluation and the results will be available in late 2009. 
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A possible root to investigate would be to integrate new standards to the ones 
already managed by the CP like ISO PNP [16] (Personal needs and Preferences, 
ISO/IEC 24751-2:2008) which is used to model user preferences and whose integration 
with ISO DRD is better than the one provided by IMS AccLIP. For the second 
prototype of the CP it could be possible to conduct a study of the different AI 
techniques to be used to enhance the performance of the or to substitute the rules based 
engine with another alternative.  

The CP module integrated within EU4ALL architecture will be evaluated on a 
large scale in European universities at the beginning of 2010. That year the evaluation 
outcomes will be disseminated and could be checked whether the use of the component 
is really useful for the students taking into account their needs and preferences. 

 
 

 
Figure 5. Main page of the GUI for the Content Personalization module 
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Abstract. The scientific objective of this work is to develop an Adaptive 
Technology Enhanced Learning System (TEL) able to observe, by various means, 
the learner's actions in order to understand his/her behaviour and to response in 
real time by adequate reactions taking into account people with disabilities. Indeed, 
in most current computer systems, the interactions between the learner and the 
system are usually specified by the designer in the conception process and do not 
take into account the history of the learner and its evolution. The approach we 
advocate in this work is to use Interaction Traces as Knowledge Sources that can 
be discovered and exploited by the system. The Interaction Traces here are defined 
as a history of learner's actions collected, in real time, from his/her interaction with 
a computer system. 

Keywords.  Adaptive Systems, Interaction Traces, Technology Enhanced 
Learning, Accessibility, Disabilities. 

Introduction 

Adaptive Interactive Systems are characterized by the ability to adapt themselves to the 
user and use context. Among the factors that motivate this form of adaptation: 
personalization of interaction, flexibility of use, etc. Traditionally, we distinguish two 
kinds of adaptation, namely:  

 Content adaptation according to knowledge and goals of the user, 
 Interface adaptation according to preferences and skills of the user.  
The limitations of most existing approaches concern mainly the lack of 

consideration of cognitive and physical capacities of the user. Indeed, on the one hand, 
user capacities have a strong influence on his ability to efficiently carry out his tasks. 
On the other hand, they determine the way in which the user can interact with the 
system or perceive its state. This information is essential, particularly for taking into 
account people in "disability situations" and, more broadly, is potentially useful to 
everyone (eg a person aged, a person in a situation where his hands his eyes are 
embarrassed or occupied). 

In this area, the question we are concerned with is how a computer system can 
progressively learn from its interactions with users, including people with disabilities. 
The approach we advocate is to use the Interaction Traces as Knowledge Sources that 
can be exploited by the system in order to adapt its reaction to users. It consists in 
generating adaptive scenarios, suitable interaction modalities, personalized interfaces, 
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etc. according to needs, profile and behaviours of each user. The proposed scope of our 
project focuses in improving TEL accessibility for people with disabilities.  

This paper is organized as follows. The next section presents and discusses related 
work on adaptive systems. Section 2 describes the principle of our architecture. The use 
of interaction traces for improving adaptive behaviour of system is detailed in section 
3. Finally, section 4 presents the conclusion and perspectives. 

1. Related work 

According to Oppermann [3] a system is called adaptive "if it is able to change its own 
characteristics automatically according to the user’s needs". Adaptive systems consider 
the way the user interacts with the system and modify the interface presentation or the 
system behaviour accordingly. So, the adaptive systems receive the information about 
the user from observations of the user. Several work on adaptive systems, in various 
application area, have been developed. For example, [6] proposes an Adaptive 
environment of Interactive Educational Games for Autistic Children, [5] developed 
Nomadic Radio System that dynamically selects the relevant presentation for incoming 
mail, voice mail, hourly news broadcasts, or personal calendar events based on 
message priority, user activity and the level of conversation in the environment. 
NetCoach system [8] provides a way to assess the users’ prior knowledge and to adapt 
the course in different ways. 

In these systems and in the majority of existing approaches, the architectures 
basically consist of three main components as pointed out by [9]: 

 The user model represents the system’s beliefs about the user (learner model, 
profile model, psychological model…), 

 The domain model defines the aspects of the system and the world that are 
important for inferences, e.g., functions that might be altered.  

 The interaction model handles the dialog between the user and the application. 
However, to our knowledge, there is no model that proposes an adaptive approach, 

based on Interaction Traces, which takes into account the history of the user and his 
evolution. The history is a diary of activities suggested by system and the results 
carried out by user. It allows tracking of the evolution of the user and is also at the 
origin of many rules of decision.  

2. General architecture 

The figure 1 shows the general architecture of the system. Initially, the expert feeds the 
system with the domain knowledge. It is a set of scenarios related to the training 
objectives. Thus, this knowledge and the user profile will be used, in a reasoning 
process based on Case-Based Reasoning [6], to generate an adaptive learning scenario 
taking into account the suitable interaction modalities. For example, the system can 
read a text for blind people, enlarge the font size for visually impaired people, etc. 

During the interactions between the user and the system, all the user actions are 
stored in an Interaction Traces. A Traces Management System (TMS) uses in real-time 
these traces as sources of knowledge in order to control the scenario execution. TMS 
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allows also using interaction traces to update domain knowledge and user profile, 
which are represented by a Dynamic Bayesian Network.  

 

 
Figure 1. General architecture 

The idea of our approach, based on k-means clustering algorithm, is to update the 
structure of the Bayesian Network (BN) by analyzing the values of observed variables 
(the evidence variables of BN) in order to create/modify node(s) or relation(s) between 
nodes. 

3. Adaptive behaviour based on Interaction Traces 

The scientific objective here is to illustrate the close links between the Interaction 
Traces and Knowledge Discovery in the adaptive systems area. In this section, the 
transition from interaction traces to knowledge discovery is studied in depth and we 
present mechanisms used for personalizing user interfaces using multimodal 
interactions. 

3.1 From traces to knowledge discovery 

The Interaction Traces are defined as a history of learner's actions collected, in real 
time, from his/her interaction with a computer system. Formally, a trace is represented 
by a sequence of observed values generated from the interaction user-scenario. The 
scenario is a set of observable nodes generated by reasoning process from Bayesian 
Network. 

 
Figure 2. Example of Bayesian Network and interaction trace 
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The Interaction Traces of each user can be used by the system in order to adapt the 
learning scenario to the user and also to update the knowledge domain and the user 
profile. The figure 2 shows an example of a Bayesian network and the corresponding 
trace. The analyse of the trace of the user allows, on the one hand, to draw conclusion 
on the user profile concerning the basic arithmetic operations. On the other hand, the 
reasoning process can generate exercises more difficult on addition and other activities 
that explain the multiplication.  

These interaction traces can also be used by the user for analyzing his productions 
(See for example [1]). By doing this, we add a reflexive dimension to the user's 
activity, intended to help him apprehending its environment, making a better usage of 
it, and then improving the productivity of its activity. 

3.2 Multimodal user interfaces for improving systems accessibility 

According to Oviatt [4], multimodal interfaces have the potential to accommodate a 
broader range of users than the traditional interfaces. As a result, providing to the users 
systems with fine tailored, personalized multimodal interfaces will improve systems 
overall accessibility, all the more for people with disabilities [7].  

The difficulty of taking into account multimodal interfaces, in Adaptive Interactive 
systems area, is mainly due to the choice of appropriate modalities, i.e. that best suit  
cognitive and physical capacities of the user. To do this, we plan to use special 
mechanisms for setting user preferences (see [2] and ISO/IEC 24751-2:2008 3 ) 
according to the type of educational content that can be specified using ISO/IEC 
24751-3:20082. Generally speaking, it consists in comparing the properties of each 
modality with cognitive and physical capacities of the user in order to detect possible 
incoherence and to determine the preferred interaction modalities. For example, the 
presence of a disability that affects ability to use the computer with a gestural mode of 
interaction, or visual impairments that require the use of screen readers, etc. 

Interaction traces are used here to adjust user preferences, detecting the habits of 
the user concerning content presentation, content scanning, etc. Concerning 
presentation for instance, if a user, with a given visual impairment, often zooms in to 
enlarge size of specific fonts, system analyse of these interaction traces can result in a 
better adjustment of fonts or/and font sizes that will be used. Moreover, the system in 
some cases can suggest a bimodal presentation of the content, e.g. a visual presentation 
and an audio presentation. 

4. Conclusion 

This paper presents an approach of adaptive TEL based on Interaction Traces. It 
consists in taking into account the history of the user’s actions in order to adapt in real-
time the system reaction, particularly, the learning scenarios and user interfaces using 
multimodal interactions. 

The proposed representation of interaction traces allows to update the knowledge 
domain and user profile that are represented using a Dynamic Bayesian Network. The 
idea of the approach is to use k-means clustering algorithm in order to update the 
Bayesian network structure. 

                                                           
3 http://www.iso.org/ 
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The first obtained results by simulation are interesting and promising. However, 
more experiments are needed to validate the proposed models and architecture, 
particularly a TEL environment area. 

Future works include the verification of the scenarios coherence. Indeed, the 
adaptive scenarios may cause some inconsistencies in the overall logic of the learning 
session. 
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Abstract. This paper presents a solution to address the technological challenges to 
support the needs of people with intellectual disabilities towards an independent 
life, in the scope of the CISVI research project, which proposes a new research 
methodology to deal with the needs of disabled and social communities. 
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Introduction 

Research in Advanced Learning Technologies (ALT) could have a direct impact on the 
improvement of the quality of life (QoL) of disabled and non-disabled people. QoL 
represents the degree to which an individual can establish and sustain a viable self in 
the social world [1]. However, technology is very often not ready to support the final 
user in this way. 

In this context, at the aDeNu group we are doing advanced research on the 
Information and Communication Technologies (ICTs) to foster the inclusion into the 
society of people with cognitive and physical disabilities. At present, we are involved 
in the CISVI project (TSI-020301-2008-21), which faces different issues related to the 
inclusion of the disabled people using the ICTs. 

This paper addresses the challenges to help people with intellectual disabilities 
(PID) in easily learning the activities of daily living (ADL). 

Research Communities for Health and Independent Living  

The main goal of the Research Communities for Health and Independent Living 
(CISVI) project is to identify, test and validate a new methodological research 
framework named Social Spaces for Research (ESdI) in three scenarios: i) labour 
integration of people with cognitive disabilities (ESdI1), ii) home healthcare for elderly 
people (ESdI2), and iii) living independently (ESdI3).  
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The research activity carried out within the scope of these three ESdIs pose 
important contributions in the following areas of technology and its adaptation for 
elderly or to people with some kind of physical or intellectual disabilities: 

 Intelligence Environmental Technologies: RFID, mobile sensors, etc. 
 Mobile devices for accessing ICT suitable for meeting the needs of people 

with disabilities and dependence 
 Accessibility, usability and user modelling technologies 
 e-learning and e-mentoring ubiquitous technologies, adapted to people with 

disabilities and dependence 
 Tracking and geographic information technologies 
 IT security and identity 
The primary objective of ESdIs research framework is to encourage the 

involvement -from the very beginning of the research activities- of the end user as co-
creator of the services [2]. 

In this paper, we are focusing on discussing how Esdl3 is addressing independent 
life improvements of PID. Elsewhere it is described the Esdl1 approach, where 
adaptive e-learning and e-mentoring to support people’s work integration is provided in 
terms of recommendations [3]. 

EsdI3 Scenario: living independently 

The educational scenario is located at the ATADES-Santo Angel4 occupational centre 
for adults in Zaragoza, Spain. This centre has a long experience, and takes in people 
with heterogeneous intellectual disabilities for their long life learning. It offers training 
on general and social abilities, workshops, therapeutic activities, physical exercises and 
handcraft works for commercial companies. The goal is to facilitate the integration of 
PID into the community. Currently, about 200 people, ages ranging from 21 to 65 years 
old, with an average of 40, are in the centre. The professional team includes educators, 
psycho-pedagogues and managers. 

The investigation on key technologies aims to promote independent living for 
elderly and disabled people with the least possible assistance. According to the law of 
dependence [4], different technological supports need to be provided: 

 Educational support for learning basic daily life activities (health and hygiene, 
autonomy in food, dress) 

 Educational support for learning instrumental daily living activities (cooking 
autonomy, home order and cleanliness, using the telephone) 

 Educational support for learning advanced daily living activities (eating habits, 
food choices, make a shopping list, communication, leisure, tasks 
management, orientation, mobility) 

 Personal Safety support: 
o Detection of risk situations focusing on the individual person: fall 

detection, abnormal behavior (for example, a long time without 
getting out of bed), etc. 

o Risk detection focusing on the setting: cold / heat (for example, 
because of a window which has been left opened) fire, smoke, etc. 

                                                           
4
  ATADES - http://www.atades.org/ 
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o Detection of risks which may come from an external situation such as 
burglary; abnormal presence detection. 

The first experience supports the ADL of washing-up the hands. A touch screen 
hanged on the bathroom wall displays the sequence of steps to follow the activity. 

 

 
Figure 1. The “how to wash your hands, step by step” lesson 

 
The use of the ALT has a twofold impact, i) as a complement to empowering 

personal capabilities (abilities) and ii) as a tool for professionals that facilitates the 
follow-up of the global process. The goal of the training is the acquisition of abilities 
for daily independent living, but, depending on each person and the nature of their 
disability, ALT can contribute to:  

 Recalling in a continuous life-long learning process 
 Reinforcement for achieving trust in one self 
 Support for reducing their dependency level 
 Independent living, with the acquisition of the learned ability 

Supported Technology 

Educational supports are based on educational units in which different contents are 
presented, such as: 

 Videos of different daily activities in which different disabled people are 
performing daily tasks. These videos help to reinforce activity learning. 

 Audio with tasks carried out in the different stages of daily activity. 
 Images with pictures of disabled people executing these tasks. These images 

are complemented by iconography, based on augmentative language, 
according to the user-centered design principles.  

Devices which contain this interface consist of tactile screens with Wi-Fi 
connection, adapted interfaces such as: a switch adapted mouse, a virtual mouse, etc 

It should be noted that all the contents are shown according to the location of the 
user, by using location systems.  

On the other hand, personal safety support is based on ICTs, such as: location 
systems, movement and presence sensors, flood and smoke detectors, actuators, etc. 
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Activities during the project life cycle 

Within the project there are several phases in which successive iterations of short-term 
working periods evaluate the results within its phase, in order to improve the 
technological solutions and find new sustainable ways to perform the solution. 

As a result of the sustainable development of the ESdI, results will be shared 
within an open community of users and will be extended to other associations and 
related foundations. 

The project is in the first 6 months of its development, and has achieved:  
 The development of a technological support for teaching and learning basic 

daily activities such as “how to wash your hands, step by step”. ATADES 
Association, UNED5, FZCC6 Foundation and University of Zaragoza7 have 
taken part in this interface development  

 A survey and evaluation of accessibility and usability of the interface with the 
assistance of the ATADES multidisciplinary team, which suggested 
improvements. 

Currently, the evaluation of the interface with real users is being conducted at 
ATADES-Santo Ángel Occupational-Centre.  

It is planned that the ESdI evolves as follows until 2011:  
 Continued development of the interface in ATADES-Santo Ángel 

Occupational Centre, extending it to other activities (educational support for 
learning basic and instrumental daily living activities). 

 Support for independent living in the residential centres of the ATADES 
association. 

 Support for independent living in private homes and supervised apartments. 
 Support for independent living in flats of Valdespartera. 

 
Figure 2. The ESdI-3 life cycle 

                                                           
5
  Spanish National University of Distance Education - http://www.uned.es/ 

6
  FZCC - Foundation Zaragoza City of Knowledge - http://www.fundacionzcc.org/ 

7
  University of Zaragoza - http://www.unizar.es/ 
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Needs and Challenges 

In order to understand the needs of PID and provide some technological solutions to 
address them, we have carried out observational sessions at the occupational centre and 
had interviews with the professional team.  

After this process, the main conclusions we have gathered are: 
 Once PID are given some guidelines for working, they follow them without 

exception. 
 PID require additional effort to modify a learnt guideline (i.e. their capability 

to adapt to the environment is limited) 
 PID require alerts and reminders of the activities at each time. 
 Professionals look after the tasks and check if they have been carried out 

successfully. 
In this context, a set of challenges for the ALT appear to address functional 

diversity of PID: 
 Differences in user-agents (e.g. browsers) should be transparent to the users 
 Multi-media resources should be offered 
 Multi-modal interaction should be provided 
 Heterogeneous learners’ cognitive levels should be taken into account 
 Contents and presentation should be adapted for each learner according to the 

learner’s features (i.e. learner profiles managed by user modeling techniques) 
 Contents have to be frequently and continuously updated to cope with the 

changes in the environment and the processes 
  To facilitate the continuous updating, educators need to have a repository of 

learning objects conveniently marked with the metadata for the user profile of 
each student. 

  Educators also need an editor accessible and usable to provide a quick update. 

Solutions at the CISVI project for Esdl3 

The solution offered during the first stage of the project consist of: i) elaborating the 
template with the sequence of steps corresponding to a particular activity, ii) 
developing the learner profile, which includes the personal features that constrain the 
learning process, iii) selecting 6 PID from the occupational centre and describing their 
profiles, iv) specifying the most adequate tutorial for each one, v) developing each 
tutorial and vi) documenting the whole process for adapting contents and their 
presentation to the learner’s needs.  

The elaboration of the template was a process shared between the technological 
and educational partners, following a process of creation and revision. 

Each step of the template is a web page that incorporates multiple resources in 
different media (text, image, audio, video and iconography for augmentative 
communication). Moreover, the template includes different options for presenting the 
information, regarding colours, position of items in the screen, or navigation icons. 
Figure 1 shows the first slide for the washing-up hands activity. The navigation 
between the steps can be done by multiple modalities: mouse, keyboard, voice, tactile 
interaction, physical button or a time deadline.  
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This scenario requires a level of extreme personalisation to facilitate the complete 
adaptation of the resources to the individual: each user interacts with their own images 
and videos performing the activity; the time deadline for the automatic navigation is 
adjusted to the user pace on each step of the activity; the audio is the known voice of 
the educator; images identifying locations are from the real scenarios. 

This extreme personalisation of the solution poses the following challenges: 
 ALT need to include a repository of media resources with metadata that 

relates each media to the user or group of users, and from the template and the 
search on this repository generate the lesson for each user. 

 Facilities to support adaptations provided by the educator, thus the system 
needs to be flexible, configurable; it needs to provide the tools that facilitates 
the educator the easily modication of the application objects. 

 Tracking user’s interaction and providing recommendations from the 
recommender system. Several recommendations can be provided. For instance, 
advising the educator for configuring some parameters (e.g. the adjustement of 
deadline times for each step of each people). 

 The cost of building and deploying all media resources is very high. 
 
To date, experiences have been performed with 6 people. First, the activity was 

performed in a natural way; next the activity was repeated using the guide of the 
educator, and finaly with the use of the deployed technology. The experiences were 
recorded and analysed, so that conclusions can be drawn to improve the process. The 
experience proves the importance of the user-driven approach. Some of the developed 
enhancements are as follows: 

 New steps included in the process. 
 Detection of lack of recognition for some pictures (i.e. image with the name of 

a location replaced by the location itself) 
 Different deadline times for each user 
 The attention is centred on the audio more than on the image 

Conclusions and future works 

From our experience in the CISVI project, we have come to the following conclusions:  
 The individual differences of each user have to be taken into account from the 

ouset.  
 Combining design for all approaches with personalization features provide 

solutions that are able both to comform different types of needs from the 
design viewpoint and support their adaptation to the specific needs of the user 
while the interaction takes place. 

Future works deal with several cycles of experimentation and refinement, 
extension to other ADL, introduction of mobile devices, and dynamic support through 
recommendations.  
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Abstract. Since 2007, we have been using the Will Tools, a set of Blended 
Learning applications able to automatically assess students’ free-text answers and 
provide immediate personalized feedback to each student. In this paper, our 
hypothesis is that these tools can be easily adapted to be used by students with 
some type of non-severe cognitive impairment. In order to test this hypothesis, we 
present a procedure to transform the Will Tools into the Will Tools ALADE (the 
version of the Will Tools designed for students with cognitive disabilities). 
Moreover, an experiment in which 13 students, some of them with Down 
syndrome and others type of non-severe mental disabilities, have successfully used 
the Will Tools ALADE is described.  
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Introduction 

In the last decades, there has been a revolution in the field of the New Technologies for 
Information and Communication. The lower prices of the computer equipments and the 
greater number of computer applications have favored a change in the use of computers. 
In fact, computers are not longer regarded as complex tools just for Computer Science 
people, researchers or engineers, but useful tools for a great majority of the population. 

10% of the world population has some kind of disability [1]. They should not be 
excluded from the new technologies. On the other hand, they can benefit, even in some 
cases more than people without any disability from the use of the new technologies to 
get more integrated in the society. 

People having a disability are not longer regarded just as ill people to marginalize 
into hospitals, but as people to be integrated in the society. Therefore, computer 
applications should be designed according to the Universal Design to be used not only 
by impaired people but by everyone [2,3,4]. 

The new technologies help people with some kind of impairment to improve their 
quality of life. The role of computers in achieving this goal is helping as a facilitating 
tool. Currently, there is a wide number of available computer applications for several 
types of impairment. Many of them are free and they can be downloaded from Internet. 
Some of them even offer their code so that programmers can offer an improved version 
of them to the community. 

A great percentage of these computer applications for the attention to diversity are 
based on the idea of multimodal information redundancy. That is, they present the 
information not only graphically, but also in other media such as sound or haptic 
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information. That way, people with visual limitations can still access the information of 
a document. 

Graphical interfaces and visual stimuli has also benefited other types of disabilities 
such as autism. In fact, it has been claimed that autistic children interact better with 
those new environments [5]. 

People with hearing difficulties could be considered one of the most benefited 
collectives because the available information is usually visual. This is the reason why 
there are less computer applications developed to improve their accessibility to 
information. On the other hand, they can also take advantage of tools to communicate 
via text such as electronic mails, chats and specific programs designed to call by text. 

Physically disabled people can also get benefited from the new technologies to 
access information designed to overcome their limitations. For instance, tetraplegic 
people can work from home interacting with the computer with eye screeners or special 
buttons to use virtual keyboards instead of physical ones. 

In this paper, the focus is placed on people with cognitive disabilities such as 
students with Down syndrome, or with some type of mental disability. In particular, 
our hypothesis is that Artificial Intelligence in Education (AIED) tools such as the Will 
Tools can also be adapted to be used by people with non-severe cognitive disabilities 
(i.e. people that can still talk, read and write but at a lower pace or with assistance).  

The Will Tools are a set of Blended Learning on-line tools [6]. Blended Learning 
or Hybrid Learning tools combine traditional teaching methods with the application of 
computer applications for education. That way, it is possible to take advantage of the 
benefits of e-learning without bearing its disadvantages [7]. For instance, students can 
review their lessons after class, and teachers can monitor their students’ progress.  

These tools have been used with positive results in our home university since 2007, 
both in technical and non-technical domains, and by students with and without 
technical training (i.e. knowledge in how to use computers and computer applications) 
[6,8,9]. Therefore, we would also like to develop a version of the tools that could be 
used by people with cognitive disabilities, so that they can take advantage of the 
benefits of these web-based learning systems. 

We asked a group of our home university, who teach to students with Down 
syndrome and other types of mental disabilities, for their opinion about which changes 
should be made to adapt the Will Tools to a version that could be used by their students 
too.  

They provided us with a list of changes, and offered us the possibility of testing the 
new version of the Will Tools, that we called Will Tools ALADE, with their students. 
That way, we came up with a procedure to adapt Blended Learning tools to people with 
non-severe cognitive disabilities, and we implemented it in Will Tools ALADE 
(Atención a LA DivErsidad, attention to the diversity). 

In December 2008, we tested the Will Tools ALADE with a group of 13 students 
with Down syndrome and mental retardation, and they could successfully use them, 
supporting our hypothesis.  

The paper is organized as follows: Section 1 outlines the main features of the Will 
Tools; Section 2 focuses on the Will Tools ALADE version; Section 3 describes the 
experiment performed; and, finally Section 4 ends with the main conclusions and lines 
of future work. 
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1. The Will Tools 

The Will Tools are accessible on-line at http://orestes.ii.uam.es/willtools, and consist of 
four subsystems: Willow (the student tool), Willed (the authoring tool), Willov (the 
teacher tool), and Willoc (the administration tool). 

Willow is an automatic and adaptive free-text scorer system. It is able to provide 
feedback adapted to each student according to his or her answer written in natural 
language (in Spanish or in English). Figures 1 and 2 show a sample of question-answer 
interaction in Willow. 

 

 
Figure 1. Sample snapshot of Willow asking a question to the student. 

 

 
Figure 2. Sample snapshot of Willow providing feedback to the student. 
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As can be seen in both figures, the metaphor of a dialogue between the system and 
the student is followed. The system is represented by an owl as its avatar, and the 
student can choose its own avatar from the gallery of available avatars.  

In this paper, it is not explained the process of automatically evaluating the 
students’ free-text answers, or how to generate a conceptual model indicating which 
concepts should be reviewed (My Model and Class Model options in the menu) as both 
topics are out of the scope of this paper, and already published elsewhere [10]. 

However, it is important to mention that the core idea for the automatic assessment 
of students’ free-text answers is the comparison between the student answer and one or 
more correct answers provided by the teachers. In this way, the more similar the 
student answer is to the correct answers provided by the teachers, the higher the score 
that is provided to the student. 

Willed is an authoring tool in which teachers can create courses to be delivered in 
Willow. The courses can be created by interacting with Willed, or just uploading a 
plain text template with the content of the course. 

The template should contain the name of the course, a brief description, the 
language of the course, and per each lesson of the course a set of questions. For each 
question, it should be provided its statement, maximum score, level of difficulty and 
one or more correct answers written in plain text.  

Willov is a monitoring tool in which teachers can keep track of the performance of 
their students with Willow. Moreover, they can look at automatically generated 
graphics showing when the students have accessed Willow, how many questions they 
have answered and how long they have reviewed. 

Finally, Willoc is an administration tool in which it is possible to enroll or remove 
students in courses and manage the students’ data. 

2. The Will Tools ALADE 

As can be seen from Figures 1 and 2, although the interface has been designed using 
Human-Computer Interaction principles so that it is simple, user-friendly, consistent 
and no student without cognitive disabilities has difficulties using it, it still has some 
options that could be complex to use by students with some type of cognitive 
disabilities. For instance, the menu, which has many different options. 

In the meeting with the group of experts in teaching people with some type of 
cognitive impairment, they advised us: 

To simplify the interface so that the options of the menu that are not completely 
necessary are removed. 

To add more focus on the dialogue between the system and the student. 
To make answering the questions easier, especially as writing text into the 

computer may be really difficult for people with cognitive disabilities. 
To be constant in all interfaces so that once students know how to use some 

element in the interface, they do not have to keep learning new elements. 
To avoid taking into account the orthography of the sentence as the goal was to 

assess the content, and these students tend to have many problems writing the 
words with a correct orthography. 

We applied these guidelines to transform the Will Tools, especially Willow which 
is the student tool, into the Will Tools ALADE in less than a month-time of 
programming. The tools are also available on-line at http://orestes.ii.uam.es/alade/  
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Figure 2 and 3 show the new interface adapted to be used by any student in Willow 
ALADE for a question-answer interaction. The interface is in Spanish as there are no 
English courses in the system.  

As can be seen the menu has been removed as the options included in it have been 
moved to other systems of the Will Tools ALADE, or removed. For instance, the 
model options have been removed as in the current version of the system are 
considered too complex, and the modification of data, selection of topics and course 
have been moved to the monitoring tool so that teachers are now in control of these 
choices. 

The dialogue between the system and the student occupies now nearly all the 
screen, and the student is given the possibility of looking at different possible answers 
to the question by clicking on the help icon (i.e. the red question mark next to the 
evaluation button).  Only one of the possible answers provided is correct. The student 
has to choose which one is, and to type it into the text area to answer.  

It is also important to highlight here that this version of the tools meet the 
aforementioned Universal Design principle. As it has been designed thinking that can 
be used by all students. That is, given the focus on the dialogue and by providing hints, 
it is expected that can be used by students with Down syndrome, or some type of 
mental disorder, but also by children or adult students without any mental disability. 

   
 

 
Figure 3. Sample snapshot of Willow ALADE asking a question to the student (the question translated from 

Spanish into English is “what should you do if you arrive late for a job interview in a company?” and the 
answers shown are: “To ask for the interviewer when we arrive.” or “To wait until someone talk to us”) . 
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Figure 4. Sample snapshot of Willow ALADE providing feedback to the student (the answer translated from 

Spanish into English is “To ask for the interviewer when we arrive” ). 

 

Whenever a student click on the “Evaluate answer” button, the feedback page is 
generated as in Willow. However, the difference is now that the self-assessment feature 
is removed, as it is no longer necessary. Given that the student writes one of the 
possible answers from the list provided, the assessment of the answer does not have 
any difficulty, as it is just a comparison between two sentences that should be equal to 
pass the question (taking into account that no penalization should be applied because of 
bad orthography as the teachers advised us). 

It can also be noticed that the feedback page has been simplified, so that the 
correct answers are no longer shown separated from the qualification, but they appear 
in the same note. Moreover, a graphical help has been provided so that the students 
only need to look at a face: happy in case they have passed the question, sad otherwise. 

Willow ALADE keeps asking questions that have been failed until the student is 
able to pass them (a feature that the teachers want to keep from Willow).   

3. The experiment 

In December 2008, we asked the teachers, experts in cognitive disabilities, to test 
Willow ALADE with a group of their students. They allowed us to go to one of their 
classes, as it was the first experiment in which Willow ALADE was going to be used. 
They also told us that although the idea was that students try to use Willow ALADE on 
their own, they will be in the class in case that we need their help. 

Moreover, the teachers helped us into choosing which topic should be the more 
interesting for the course of the experiment. They told us that a course about social 
skills would be helpful as these students have problems with situations such as job 
interviews or how to react in new situations. It was estimated that students could pass 
this course in 2 hours as it has 15 questions, and to pass the course it was necessary that 
the students pass at least half of the questions (about 15 minutes per question). 
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They gave the content of the course to us as previously explained in Willed (it does 
not change for the ALADE version of the Will Tools), and the data of 13 students, 
some of them with Down syndrome and the rest with mental retardation. These 
students were chosen by the teachers to be the first students in using Willow ALADE. 
They were chosen because they did not have a severe cognitive impairment, that is, 
they were able to turn on a computer, use a keyboard to type and a mouse to point into 
the screen, and interact with simple options in text processors (e.g. to write a letter). 

Given that Willow ALADE is an on-line application the students could use the 
system from their computer lab. First of all, we gave a 5-minute talk explaining the 
goal of the system, without explaining the interface in detail. 

After that, the students started using the system during two hours with our 
supervision and the supervision of their teachers. Most of them did not find any 
difficulty into using the system, and they only asked questions about the content of the 
questions. In fact, 6 out of the 13 students (46%) were able to pass the whole course in 
less than the 2 hours that we have estimated, and 11 out of the 13 students (85%) 
completed the course in time. 

One of the students who was unable to complete the course was because he had to 
leave the class; and, the other student was because he has the more severe cognitive 
impairment. He needed our help to understand the mechanism of the system, and once 
he was able to understand what he had to do, he needed help to type the answers as it 
was too complicated for him to remember the sentence and type it again in the text area. 

Figure 5 shows a snapshot of Willov ALADE interface in which the teacher can 
see the progress made by the students. As can be seen, the percentage of questions that 
the student has tried and the percentage of questions that s/he has managed to pass 
appears next to the name of each student (removed for privacy reasons). The same 
information is also graphically displayed with a bar in which the green part indicates 
the questions that have been passed, the red part indicates the questions that have been 
tried but not passed, and the grey part indicates the questions that have not even tried. 

The last column is not used in this case because all students belong to the same 
group, but if the teachers had classified them into several groups, the label of the group 
to which each student belongs would appear here. 

We also asked the students to write their individual opinion about the system 
(especially focusing on which feature they have enjoyed the most and what they would 
like to change). Some of the sentences that the students wrote are: 

- “I have enjoyed this class very much, the questions were very good and I have 
enjoyed  the program”. 

- “What I have liked the most is the topic of the questions. That way, we can get a 
job. Thank you for helping us to get a job”. 

- “What I like about the program is some questions, but other questions are a little 
difficult and I did not know to answer them. The help icon is good because if you do 
not know how to answer, it helps you”. 

- “I have enjoyed this class very much as it has been fun”. 
We were surprised to notice that not only the students were able to correctly use 

the system and pass the questions of the course, but they seemed to like it, and some of 
them even claimed that they have found it a funny way to interact with the computer. 
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Figure 5. Sample snapshot of Willov ALADE with the progress made by the students  

 

4. Conclusions and future work 

In this paper, our hypothesis that the Will Tools, a set of Blended Learning tools able to 
provide automatic and adaptive feedback to each student from their answers written in 
natural language, could be adapted to be used by students with some type of non-severe 
cognitive impairment, has been supported. 

We asked the opinion of a group of teachers expert in students with cognitive 
disabilities, and they provided us with a list of changes to transform the Will Tools into 
the version Will Tools ALADE. The implementation of these changes was quite easy, 
and in less than a month programming time the new version was built. 

The Will Tools ALADE were used by 13 students, some of them with Down 
syndrome and others with mental retardation, and except for two students (one who had 
to leave the class, and other who considered the task too complex), the rest of them 
were able to complete the course with Willow ALADE without any difficulty. 

As future work, we would like to repeat the experiment with more students and a 
control group to be able to do a more complete statistical study of the data gathered. 
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Abstract. The lifelong competence development and transfer of competencies 
acquisition is a tendency of global world and specifically for e-learning.. Generally, 
an instructional based-competence process consists in four single sub-processes, 
the competence definition, competence development, competence assessment 
process and certification. This paper presents a competence-based adaptive 
assessment process for judging competence of learners in the context of a virtual 
learning environment. The goal of our research is build repositories of items linked 
to competencies definitions and rules specifications in order to the generation of 
adaptive evaluation. Assessment process cover different evaluation types in the 
virtual learning environment, linking the repositories with the correct assessment 
engine tools. The approach provides more accurate estimations of student’s 
competencies level and a stronger relation between knowledge, activities, learning 
resources and type of evaluation tools, supporting in this way the automatic 
assessment and learning design generation. The process is supported by usage of 
educational standards and specifications and for an integral user modeling. 

Keywords. Competencies, Adaptive Evaluation, Competence Assessment Process, 
Assessment Repositories, Virtual learning Environment 

Introduction 

The lifelong competence development is a global tendency and e-learning process is 
used with the purpose to eliminate the space and time barriers. In this context, new 
pedagogical models supported for new assessment process models are necessary. 

In order to integrate properly assessment within learning process, some proposals 
claim as main ideas: 1) Introduce assessment as another key element of leaning process 
and 2) Link each learning objective or competence with one or many kind of 
assessments. In this way, assessment becomes a way of spiral measuring for student’s 
learning achievement. Consequently, assessment turns into a good source for feedback 
to learners, for generation of recommendations and for drive adaptations in the learning 
environment. 

In this context we have analysed some proposals of new competence assessment 
process models and software tools. In this paper, a characterization of these models and 
software tools is presented.  

We propose two different approaches in order to improve competence e-
assessment process. The first approach is the generation of adaptive assessment 
structure in the learning design based in the competence element definition. The second 
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is to introduce the concept of new meta-information on the evaluation items in order to 
support information of competencies within the assessment repositories.  

An Adaptive Evaluation Engine Architecture (AEEA) is proposed too to supports 
the improved competence e-assessment process completely.  

Both approaches and the AEEA take into account different methods of assessment 
for monitor the student’s competencies knowledge evolution and produce adaptive 
changes in assessment and learning design, and also it is our goal to integrate both 
approaches upon the open source learning management system dotLRN. 

This paper is structured as follows: In section 1, the context and background of the 
proposal is described. In section 2, an extension for assessment process based on 
competencies evidence definition is proposed. In section 3, the data model for 
competencies assessment based on item’s meta-data is exposed. In section 4, the 
assessment process model adopted and the AEEA proposal is presented. In section 5, 
we outline some concluding remarks and future work. 

1. Context and Background 

Competencies are complex processes that people put into play in order to solve 
problems and to carry out activities (both at everyday life and at the workplace) [1]. 
Users and their characteristics are key elements in a competence-based learning process 
development, especially considering that the very evolution over time of those 
characteristics reflect the expected acquisition of users’ competencies. 

There are different standard and specifications to support competence definitions; 
some of them include elements about the competence development process and the 
associated actors. Table 1 describes three of the most important approaches. 

 
Table 1. Competence Definition Models 

NAME  DESCRIPTION 
IMS Reusable Definition of 
Competency or Educational 
Objectives  
 
Author: 
IMS Learning Consortium 

Minimalist, but extensible competence and educational objectives 
description. It considers basic elements such as competence title, 
description and also it offer the possibility of extend the competence 
information adding a general element <statement> in which can be added 
specific elements in the competence definition. The RDCEO Schema can 
be used in both academic and business contexts. It focus is to offer. 

HR-XML Consortium 
Competence Definition 
 
Author: 
HR-XML Consortium 

The objective of this project is the creation of an XML schema to provide 
trading partners standardized and practical means to exchange information 
about competencies within a variety of business contexts [2]. 
Additionally to the general information in the RDECO specification, this 
approach define explicitly two specifics elements in the competence 
definition, the evidence used to capture information to substantiate the 
existence, sufficiency, or level of a Competence and Weight element to 
capture of information on the relative importance of the Competency in 
different aspects. 

Ontology-Based Competency 
Management: Infrastructures 
for the Knowledge Intensive 
Learning Organization.  
 
Author: 
University of Alcalá 

Above approaches are focused only in the information about the 
competence definition. This approach was created to support competence 
management, for this reason take into account elements such as the actors 
in the business process and job situations in which competence should be 
demonstrated.  
It principal purpose is to offer a complete framework to support decisions 
in human management in the business context. 

In some countries, the trend is build and evaluates higher education academic 
curriculums driving by competencies definition. For example, in Colombia the 
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National Education Ministry has been develop, through the Superior Education Foment 
Colombian Institute (ICFES), a quality standard measuring reference for higher 
education checking the degree of competencies development in students attending the 
final year of undergraduate. This standard is called ECAES (for his Spanish acronym, 
Exámenes de Calidad de Educación Superior en Colombia) [3]. In ECAES for each 
academic curriculum a series of competencies are defined within his specific 
knowledge context.  

Interoperability, reusability, efficiency and abstract modeling have always been the 
main characteristics in e-learning design and e-assessment standards and specifications. 
In particular IMS Question and Test Interoperability (QTI) [4] is an open technical e-
learning specification to support the interoperability of systems and reusability of 
assessment resources. With QTI assessment items and test can be expressed and 
interchanged. IMS Learning Design (LD) [5] is a specification for a meta-language 
which enables the modeling of learning processes, designed to express many different 
pedagogies.  The activities to develop in a learning design can be expressed with LD.  

The current need of evaluation for competencies in long life learning process have 
exhibited some shortcomings of these standards and specifications mentioned. IMS 
QTI is just a specification about question definitions and response processing, and has 
nothing to do with teaching and learning activities [6]. Conversely, LD is used to 
support teaching-learning processes, but cannot explicitly support assessment [6].  

In order to support the measuring of competencies development within an e- 
assessment process new assessment types are required. Table 2 presents taxonomy of 
new assessment types.  

Table 2.  Taxonomy of new assessment types required in competence e-learning process 

Assessment Name Definition 
Summative Assessment After a period of work, the learner takes a test and then the teacher marks the 

test and assigns a score. The test aims to summarize learning up to that point. 
Formative Assessment Consider an assessment ‘formative’ when the feedback from learning 

activities is used to adapt the teaching to meet the learner's needs or to 
students take control of their own learning. 

Portfolio Assessment Portfolio assessment is that it emphasizes and evidences the learning process 
as an active demonstration of knowledge. It is used for evaluating learning 
processes and learning outcomes. It is used to encourage student involvement 
in their assessment, their interaction with other students, teachers, parents and 
the larger community. 

Self Assessment Assessment where students making judgments about their own work. Students 
critique their own work, and form judgments about its strengths and 
weaknesses. 

Peer Assessment Student assessment of other students' work, both formative and summative.  
360 Degree Feedback Is feedback that comes from all around the student. The name refers to the 

360 degrees in a circle, with the student in the center of the circle. Feedback is 
provided by subordinates, peers, and teachers. It also includes a self 
assessment and, in some cases, feedback from external sources. 

Specific Competencies 
Assessment 

Specific competencies are directly related to a specific occupation and are 
focused on the "know" and "do”. The individual competencies are a particular 
type of specific competencies. 

Transversal Competencies 
Assessment 

These affect various fields and are transferable to a multitude of functions or 
training programs. They are focused on the “to be". Special types of 
transversal competencies are the collaborative competencies. They allow a 
group of individuals to carry out a job as the result of joint effort and cohesion 
towards achieving a common goal. 

Some researches have been produced software tools to support new specific types 
of assessment in e-learning as [7] - [16] and so on. Table 3 shows a summary of some 
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tools with support for new types of assessment in e-learning environments. 
Nevertheless his data models are not based on standards producing loss of 
interoperability and reusability.  

Therefore, in order to support a competence e-assessment process preserving 
interoperability, reusability, efficiency and abstract modeling, new models to extend 
the current specifications are required.  First approaches in this sense [17] [18] propose 
to realize extensions providing insight into gaps between these different specifications, 
a UML model is proposed to extend and to combine QTI and LD specifications. Then, 
other research clarify the technical mechanism to do it, for example, it is possible to 
combine QTI and LD specifying how an outcome variable of QTI can be coupled to an 
LD property and integrating assessment applications tools to LD as services [19] - [24].  

The most recent proposal over the initial idea of extend the current specifications 
promotes to create a new layer over QTI an LD establishing a new specification 
although building high-level assessment process modeling meta-language [3] [25]. 

Other kind of proposal has arrived with the LAMS project [26] in which LD and 
QTI specifications are the basis, but a totally new specification is being built in order to 
support whole range of possibilities in e-assessment. 

Table 4 shows a summary of most important new models for e-assessment process 
focused in use of specifications and performing of traditional and new types of 
assessment.  

Table 3. E-assessment tools based in his own data models for new types of assessment 

Tool Name Type of assessment 
Peers [7] Peer Assessment 
Peer Grader [8] Peer Assessment 
Net Peas [9] Peer Assessment 
eSPARK [10] Peer Assessment 
Espace [11] Peer Assessment 
Turnitin Peer Review [12] Peer Assessment 
SEUV [13] ECAES [3] 
TELOS [14] Portfolio Assessment, Specific Competencies Assessment 
Coala [15] Specific Competencies Assessment in programming  
Middleware to connect APIS QTI engine and 
Google Maps [16] 

Specific Competencies Assessment in manage of maps 

Table 4. New models for e-assessment process for extend QTI and LD 

Model Name Type of  model New types of assessments 
validated  

OUNL/CITO Assessment 
Model [17] [18] 

* UML Model Peer Assessment. 

TENCompetence Assesment 
Model [19] – [24] 

* UML Model 
* Data-centric model using XML 

360 Degree Feedback, Portfolio 
assessment and Peer Assessment 

APS [3] [25] High-level assessment-specific 
process modeling language adopting a 
domain-specific modeling approach 
* Aggregation model 
* Conceptual Structure model 
* Process structure model 

Peer Assessment 

LAMS Model [26] * UML Model 
* Database Model 
* Data-centric model using XML  

Peer Assessment, Summative 
assessment and Formative 
Assessment 
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Table 5. E-assessment tools based on new models for e-assessment 

Tool Name Type of assessment E-assessment Process Meta-Model 
360 degree editor/runtime [19] [21] 360 Degree Feedback TENCompetence Assessment Model 
Portfolio assessment tool [19] [21] Portfolio Assessment  TENCompetence Assessment Model 
LAMS [26] Peer Assessment, 

Summative assessment and 
Formative Assessment. 

LAMS Model 

 
Table 5 shows a summary of new tools for e-assessment based on these new 

models. Tools have been developed only for TENCompetence Assessment Model and 
LAMS Model. For OUNL/CITO assessment model were not developed Tools perhaps 
because TENCompetence Assessment Model is a reduce version of it and the research 
is concentrated in this small version. 

According with the analysis of the state of the art in the competence e-assessment 
process there are different open questions in this research area such as: How it can 
express all types of assessment task in a standard learning design? What types of 
assessment are more appropriate for the educational objectives of a learning 
experience? How can these types of assessments to be customized to a specific learning 
context and to the expected benefits of a particular learning experience? What are the 
strategies for monitoring, assessment and evaluation? What are the adaptive strategies 
to provide in e-assessment process?. In particular, we are interesting in the automatic 
generation of adaptive assessment structures in a learning design, the support of whole 
e-assessment process and support of all kind of assessment types. 

We propose two different ways to address the problem, the first use the 
Competence Element Definition, specifically, the evidence definition to decide how 
assessment structure can be generated. Our second approach describes a Data Model 
for Competencies Assessment based on item’s Meta-data which are the input to an 
adaptive retrieval process. Finally the AEEA proposal incorporates the two approach 
mentioned above in a competence e-assessment process. 

2. Assessment Process Based on Competencies Evidence Definition 

Our interest in this first approach was define a particular model for competence 
definition that permit us to specify the necessary elements in order to generate adaptive 
learning designs in the context of learning management systems [27].  

IMS-RDCEO was the specification selected because it offers the possibility to 
define completely, the necessary elements for the learning design generation, which 
were identified by analyzing different curricular design methodologies.  

Competence definition consists of elements such as learning results, essential 
knowledge, evidences, and competence context. Each of them has a specific identifier 
in the definition. 

The proposal to extend [27] is to make that each learning resource have a 
competence element associated, in particular, those which their type is assessment, 
have a reference to the identifier of the evidence element in the competence definition. 
This association support the assessment structure generation in the leaning design.  

Figure 1 shows an example of a learning design generated, performance evidence 
activities are the assessment structures generated.  
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Figure 1. Learning Design with Assessment Structure 

This first approach is based on the existence of repositories of different types of 
evidence and in the association of this evidence to the competence definition. 

3. Data Model for Competencies Assessment based on Item’s Meta-data 

In this second approach we begin proposing a modification on dotLRN Assessment 
Package. This Package is an implementation of QTI Light Specification. 

Assessment offers to users the possibilities to add general information about the 
items such as the item description, if the item is required or not, the feedback for the 
student, associated points and the description of question type. 

Our interest is to improve the assessment package in order to support retrieval 
process based in the item meta-data. 

In this way, we propose to associate information about the competence definition 
in the item meta-data. In the Table 6, the information proposed to add is described. 

With this extra information and the data existing now we are testing some vectorial 
algorithms to support assessment construction step. 

 
Table 6. Competence Definitions Models 

Element of Information Description Objective 
Competencies knowledge Describes the main needed content to be 

addressed in order to be included in the 
adapted learning design for supporting 
competence acquisition. 

Implement retrieval process based 
in the knowledge domain. 

Competence Context Environment in which the competence 
should be demonstrated. 

Implement retrieval process based 
in the business associated context. 

4. Adaptive Evaluation Engine Architecture (AEEA) 

The proposal of adaptive assessment process is based on e-assessment process model 
proposed on [17] and [29] which define six steps. We group the steps in two big stages: 
Design time and Run time. Design time involves the first three process steps and Run 
time involves the last three process steps. We also propose that the adaptive decision 
could affect not only the feedback of the first step but also the feedback of the fourth 
step. Figure 2 show the e-assessment process model adopted. 

 
Design Time Process Steps: 
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1. Competencies Assessment Plan Design: To select the sequence of assessment 
types that are appropriate for yield student’s competencies. Construction and 
definition of decision rules and assessment policies for adaptation.  

2. Items Construction: To prepare items of evaluation in different assessment 
authoring software tools.  

3. Tests Construction: To build units of assessment for each type of assessment 
propose in the assessment plan. The unit must assure the type and value of 
expected response in the plan.  

 
Run Time Steps:  
4. Assessment Execution: To display tests according to assessment plan and 

manage the student’s answers.  
5. Qualification, Classification and Response: To calculate rubric score for tests 

and calculate the indicator score of competence assessment for each student.  
6. Adaptive Decision Making: To follow the assessment plan rules for adaptive 

changes for each student. In some cases adaptations impact the execution of 
next tests, in other cases implies actualizations of the assessment plan. 

 
In our previous work [28] a first approach of AEEA was proposal. In accord of the 

new e-assessment process model adopted, a second version has been produced. The 
AEEA is composed of two packages: Author Assessment Package and Monitoring 
Assessment Package. Figure 3 shows the new AEEA proposal.  

 

Figure 2. E-assessment process model adopted. Based on [15] and [17] 
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Figure 3. Adaptive Evaluation Engine Architecture 

 
The Author Assessment Package supports the three first steps of e-assessment 

process in design time. The Monitoring Assessment Package supports the three last 
steps of e-assessment process in run time. 

In the first step, Competencies Assessment Plan Design, an LD Editor Software 
Tool is used for configure the LD assessment plan where outcome variables of QTI can 
be coupled to LD properties. The result is the Competencies Assessment Plan supported 
over LD specification and XML meta-data for competencies information. Additionally, 
the Competencies Data Model and the Student’s User Model are design too inside this 
step.  

In the second and third steps, Items Construction and Tests Construction, items 
and tests are designed using Assessment Editor Software Tools and communication 
with External Test/Item Repositories. The complete result is the Competencies 
Assessment Data Model which is composed by four elements: Teacher’s Formative 
Assessment Model, Summative Assessment Model, Self Assessment Model and a Peer 
Assessment Model. This data model is based in specifications as QTI and XML meta-
data to keep relation between competencies and assessment items. 

The Monitoring Assessment Package provides Assessment Software Tools as 
services to LD for monitoring user’s assessment tasks and update Student’s User Model, 
executes adaptive transformations according the LD assessment plan and deliver 
recommendations. In order to produce adaptive transformations, Competencies 
Assessment Plan rules are checked and Student’s User Model is modified.  

The AEEA has been conceived to support new types of assessment, in particular: 
Summative Assessment, Self Assessment, Teacher’s Formative Assessment and Peer 
Assessment. Also, the most important, assessment objectives are integrated with the 
other key elements of learning design through the Competencies Assessment Plan and 
the monitoring process for delivering feedback to learners in all assessment tasks.  
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5. Conclusions 

Assessments play a significant role in the competence development process, and 
consequently there is a clear need for run interoperable and adaptive assessment test in 
the e-learning systems.  

In this paper, we have looked at the problems associated with adaptive e-
assessment systems. Through an analysis of QTI and LD, we found that a combination 
and extension of both and service-oriented approach can meet technical requirements 
for supporting new forms of e-assessment. 

We have proposed two different approaches in order to support competence e-
assessment process. First, the generation of adaptive assessment structure in the 
learning design based on the competence element definition. Second, the concept of 
new meta-data on the evaluation items for maintains information of competencies. The 
AEEA proposal is based on new models for e-assessment process which extend LD and 
QTI specifications. The AEEA proposed can give direction to the use of the LD and 
QTI specification to align teaching, learning and assessment. This educational model 
has been constructed to match the new approach of assessment, and can be used to 
describe new assessment types. Our approach has advantages in supporting 
interoperability, flexibility, and seamless integration with learning activities. 

Our working now is focused on the first part of the AEEA implementation, in 
particular, develop of the Assessment Editor Software Tools and also prepare items of 
evaluation in different repositories and testing some vectorial algorithms. 

As future work, the implementation of the Assessment Software Tools as services 
of dotLRN and proof of the architecture for design time and run time are projected.    
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Evaluating accessible adaptable e-learning 
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Abstract. Two different approaches can increase the accessibility of digital 
educational materials: content that has been built with the widest possible set of 
users in mind (universal design), or content that has been designed in such a way 
that it can be personalised to individual user needs and preferences (personalised 
design).  This paper outlines a number of approaches that could be used to evaluate 
the provision of learning materials that have been adapted to or chosen for 
individual learners.  A number of different perspectives are considered in this 
paper: a learner’s perspective, the perspective of the tutor or teacher, and an 
institutional perspective.  A number of complementary methodologies are 
presented.  It is argued that the evaluation of a system that provides personalised 
learning content is a challenging activity that necessitates the application of 
multiple methods to effectively understand the underlying costs and benefits of 
providing personalised learning materials. 

Keywords. accessibility, elearning, evaluation 

Introduction 

The emergence of tools such as virtual learning environments has enabled institutions 
to create digital services that can be used to augment face-to-face teaching.  Learners 
can increasingly access a wealth of digital learning resources that can either help 
students become familiar with the subjects that are going to be discussed before a 
lecture or class, or allow learners to consolidate concepts that were taught during a 
lecture.  

The development of these new technologies can, to a varying degree, be 
considered to be especially beneficial to learners with disabilities.  Those students who 
are unable to attend a class may be able to use a virtual learning environment to make a 
contribution by participating within on-line activities.  The accessibility of learning 
technologies ultimately depends upon the accessibility of the tools that are used to 
present learning materials (such as a VLE) as well as the learning material it contains. 

Digital learning materials (or content) can be presented in a multitude of different 
formats.  Digital content can be in the form of simple web pages, audio pod casts, 
fragments of video, or even interactive demonstrations such as simulations.  The choice 
of what format to use may depend upon a wide range of factors, including the learning 
objectives that the educator aims to convey the availability of appropriate digital 
resources from a third party, the amount of time that an educator or learning 
technologist could spend creating those resources, and levels of internal expertise. 

Although a range of digital resources can be created and presented through a 
virtual learning environment, there is a risk that some of the content may be 
inaccessible for certain groups.  A visually impaired user may not be able to benefit 
from the provision of a video resource if it does not contain additional audio 
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descriptions or other complementary materials.  Similarly, a learner who has an 
auditory impairment may not be able to take advantage of a pod cast if the pod cast 
does not have an accompanying transcript. 

 The accessibility of learning material for learners who have disabilities rests upon 
representatives from an educational institution making practical decisions to ensure that 
no students are disadvantaged in terms of either being able to ‘access’ the materials 
through a preferred modality, or being disadvantaged through the adoption or use of 
learning objectives that makes their academic achievement difficult or even impossible. 

The next section of this paper introduces the notion of content personalisation and 
adaptation as a way to enhance the accessibility of digital learning resources.  This is 
contrasted with the competing notion of universal design: the ideal that all products, 
resources or systems should be accessible and usable by all people. 

Within an educational institution, many different people have a collective 
responsibility regarding the provision of accessible learning.  A number of groups or 
people who are acknowledged to have a responsibility are highlighted in the 
stakeholders section. 

The focus of this paper lies with understanding how to evaluate whether it may be 
possible to deploy or develop a successful content personalisation approach to deliver 
the best possible educational experience for the widest possible group of learners.  The 
EU4ALL project aims to build a practical framework to demonstrate the operation and 
potential benefits of content personalisation and other processes that can enhance the 
provision of accessibility [1].  A number of possible evaluation methods are presented 
within the methodologies section.  This is then complemented with a discussion.  The 
paper then concludes with a set of practical suggestions about how the EU4ALL 
framework and its content personalisation functionality can be evaluated. 

1. Content personalisation and adaptation 

There are two fundamental approaches for the development of accessible resources.  
The first is the development of a resource that is universal, i.e. a digital resource that all 
learners can use, regardless of their disability or sensory impairment.  A video may be 
designed in such a way so that all the themes and principles it presents can be 
explained through the audio track with any accompanying visual descriptions merely 
emphasising the points that are being made.  For the video to be accessible for people 
with hearing impairments, a set of subtitles may simultaneously be presented.  This 
means, that the learning resource could be useful to people who have either visual or 
auditory impairments. In this way, such a video may be considered a product of 
universal design. 

One argument against universal design is that learning resources that can be used 
by all people may not be optimal for everyone: each learner may have their own precise 
learning needs and requirements since each learner may have a unique combination of 
skills and disabilities.   An alternative to the ideal of a universal resource is the notion 
of personalised or adaptable resources.  A digital resource could be designed in such a 
way so it could be adapted (or customised) to match the needs and preferences of 
individuals.  Some learners may prefer to listen to spoken versions of learning content 
due to a learning style preference.  Some learners, on the other hand, may require 
subtitles of a particular size, colour, font or speed.  Other learners may find that a 



 66 

transcript of a video might be more useful, since it can be more readily edited or 
manipulated. 

The EU4ALL and TILE [2] projects have both attempted to explore the 
practicalities and challenges inherent with the creation of a system that enables 
educational materials and user interfaces to be adapted to the needs of individual users.  
The TILE project, an abbreviation for The Inclusive Learning Exchange, aimed to 
implement and explore an emerging generation of learning technology standards.  
Using a simple user interface that is akin to a ‘wizard’ end users (or learners) can 
specify a range of different content preference settings that suited their personal needs.  
Users can specify what media types are preferred, whether video resources are to 
contain subtitles or additional audio descriptions, for example.  The TILE system 
would then choose and deliver resources that were suited to the preferences associated 
to a particular learner. 

 

 
Figure 1. EU4ALL Framework conceptual diagram. 

 
EU4ALL project has created a framework that can facilitate discussion about how the 
accessibility of virtual learning environments and e-learning systems in general might 
be improved, developed and enhanced.  The EU4ALL framework can also be 
practically implemented through its proposed adoption of a service-oriented design and 
use of a new generation of learning technology standards.  As a result, the framework 
has the potential to be used by a range of different VLE systems that can eventually 
deliver personalised e-learning to different users. 

The EU4ALL framework comprises of a number of distinct components.  The 
VLE system is used to store digital learning resources.  Information about the 
accessibility of the resources is held within a component known as the Metadata 
Repository (MR).  The accessibility information is represented in terms of whether a 
particular resource is appropriate for a particular modality.  Information about the user 
is held within the User Model (UM).  The choice of the content that is appropriate to 
the user is performed by the content personalisation module (CP).  The EU4ALL 
framework offers other components that are discussed elsewhere, a Device Model 
(DM), a Recommending System (RS) and an E-Services Server (ESS) which provides 
accessibility provision administrative support in the form of workflow services.   



 67 

It should be stated that there are some parallels that can be drawn between 
EU4ALL and the ADAPT2 architecture [3].  Similarities can be seen in the application 
of a user modeling component and the fact that a structured ontology has been used to 
attempt to describe the different services that the ESS component could represent.  Key 
differences relate to the application and combination of different learning technology 
standards and a clear and distinct focus towards the important issue of accessibility. 

The learner interface to the system is facilitated through the link to the Virtual 
Learning Environment (VLE).  Other external information systems can be connected to 
the EU4ALL framework, hence the link to an external ‘Staff Intranet’, where 
administrative personnel can gain access to other components, such as performance 
statistics that are produced by the ESS. 

Different components of the EU4ALL framework have been implemented by 
different project partners.  The User Modeling (UM) and Recommending System (RS) 
has been implemented by the aDeNu (Adaptive Dynamic online Educational system 
based oN User modeling) research group which are situated at the Universidad 
Nacional de Educación a Distancia (UNED) of Spain.  The metadata repository has 
been developed by a commercial partner, ATOS Origin, and the content personalisation 
component has been implemented by an organisation called Indra.  A substantial 
challenge lies with ensuring not only that all the individual components work together, 
but also to ensure that the end result from the entire system is of benefit to learners and 
different institutional stakeholders. 

2. Stakeholders 

The use, availability and presentation of accessible digital resources requires co-
operation between different stakeholders.  Whilst a single teacher or educator may be 
able to upload their own notes or presentations to a VLE which may be accessible in 
their own right, the availability and accessibility of the VLE is dependent upon a 
number of other people.  The following table describes a number of important 
stakeholders who guide the development and provision of accessible e-learning.  The 
names of the stakeholders are designed to be ‘high level’ groupings that can be used to 
guide discussion about the various roles and responsibilities.  The notion of an 
academic manager, for example, can be represented by either a dean (a head of a 
faculty), or a head of a department. 

 
Table 1. List of stakeholders that need to be considered as a part of the evaluation activities 

Stakeholder Roles and responsibilities 

Learner Requires access to accessible digital resources. 

Tutor Provides learner support and guidance.  Responsibility varies depending upon 
institution.  Potentially responsible for the uploading and selecting of 
materials. 

Lecturer Designs learning materials that are to be delivered to learners.  Can be the 
same person as the tutor. 

Learning Technologist Provides tutor, lecturer and other technical staff guidance about how to best 
make use of different formats and learning technologies.  Can have training 
responsibilities to ensure that staff are familiar with the operation of new 
technologies. 
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System Developer A software specialist who is responsible for developing and enhancing the 
operation of one or more learning technologies.  The developer needs to have 
an awareness of the importance of accessibility and is likely to liaise with the 
learning technologist and system administrator. 

System Administrator Responsible for deploying and ensuring continual operation of learning 
technologies that have been selected by the learning technologist and/or 
lecturing staff.  Liaises with other technology personnel to ensure continual 
network operation and service.  Also provides security support and backup 
services. 

Disabilities Advisor Offers institutional guidance to individual learners.  In some institutions this 
stakeholder may be split amongst a number of roles, including needs 
assessments and sourcing of appropriate assistive technologies that are to be 
supplied to tutors. 

 

Academic Manager Line manager for individual lecturers or tutors.  In terms of lecturers, the 
academic manager may be a head of a department or a dean, for example.  
For tutors (within the Open University), the line manager would be called a 
staff tutor.  The academic manager may need to be aware of support issues 
and be able to make available resources to facilitate the provision of 
accessible learning. 

Principle Individual or group that is responsible for the operation of an institution.  
Principle has responsibilities for adhering to national and international 
legislation and developing organisational structures that permit the delivery 
of accessible learning. 

 
This table is by no means complete and its precise constituents will vary depending 
upon the differences between institutions.  All of these stakeholders have a role to play 
regarding the delivery of accessible learning experience. 

Given a similar list of stakeholders, a substantial question that should be asked is: 
will these stakeholders accept the development or the delivery of a system that presents 
learning materials that are personalised to the needs of individual learners?  The 
following section aims to consider what evaluation methodologies could be used to 
uncover what issues or barriers may prevent the acceptance or development of the a 
personalised approach to accessibility. 

3. Evaluation Methodologies 

To understand the complexity of introducing a system that personalises learning 
material requires the application of a number of different evaluation methods.  The 
choice of the method depends upon the question that is to be assessed, and this varies 
between the perspectives held by each of the stakeholders.  A learner will hold a 
different perspective than the tutor, or the principle, for example. 

This section presents a brief description of the different methods that could be used 
to evaluate the EU4ALL framework (outlined in figure 1) and its content 
personalisation functionality. 
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3.1. Software Inspections 

A software inspection, also known as a code review, is where the internals of a 
software system are shared between a number of different developers who then debate 
its internal design and quality, drawing upon prior experience of other systems.  Issues 
discovered as a result of applying this method are likely to be discussed and any design 
flaws may be either addressed or recorded for further consideration.  It is possible that 
this approach could be modified to facilitate the inspection or internal evaluation of an 
accessible adaptable resource. 

3.2. Automated Checking 

Automated checking tools can be used to provide guidance about whether digital 
resources conform to a number of well known accessibility guidance.  Tools, such as 
the Imergo web compliance manager [4] can be used to provide resource designers and 
development an indication as to whether they have missed any important issues and 
indicate, in some cases, whether assessment is necessary to complete checking.  The 
W3C Web Content Accessibility Guidelines [5], however, are oriented towards the 
principle of universal accessibility.  When interpreting the results from automated 
checkers, the needs and preferences of the individual to which a particular resource 
may relate to should be taken into account. 

3.3. Heuristic Evaluations 

A heuristic evaluation is a recognised human-computer interaction technique that aims 
to quickly identify usability problems with an interactive device by asking usability 
experts to assess an interface using a number of known usability principles [6, 7].  A 
heuristic evaluation is likely to be useful to evaluate the interface that a student uses to 
gain access to the learning material that is then personalised.  The approach can also be 
used to evaluate the interfaces that tutors, lecturers or administrators use to add or 
change learning materials that are presented to end users. 

3.4. Predictive Evaluations 

Predictive evaluations represent a range of techniques that are designed to predict the 
performance or the effect of a design change.  A well known predictive technique is 
called GOMS [7, 8].  The amount of time a user may spend on a particular screen or 
page is estimated in terms of time allocated to the analysis of elements that can be 
found on a screen.  The length of time attributed to the execution of actions (such as 
menu choices or mouse clicks) can also be estimated.  The resulting data can be used to 
provide clear information about the effectiveness of one design over another. 

3.5. End-user Evaluations 

A difficulty with predictive evaluation is that they do not take into account differences 
between users.  A difficulty of heuristic evaluations is that experts may fail to find all 
usability problems, or alternatively find usability problems that do not exist (known as 
a false positive).  Evaluating a system with real users allows researchers to gain an in-
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depth understanding of real difficulties that are faced, given a particular task or activity.  
End-user evaluations are often carried out after a series of heuristic evaluations have 
been completed since they are considered to be both expensive and time consuming.  
This said, end user evaluations are considered essential to uncover accessibility 
problems. 

3.6. Field Evaluations 

Whilst end-user evaluations are usually carried out within a laboratory, field 
evaluations are carried out in the situation where a product or system is likely to be 
used [7].  If a virtual learning environment is to be primarily used at home, a field 
evaluation will take account of whether the system is appropriate for the environment 
in which the system inhabits.  Field evaluations have the potential to illustrate the 
impact of issues such as personal assistive technology and operating system 
preferences on the usability and accessibility of a system.  Field evaluations may 
involve an observer, or may involve end users making diary entries at either critical 
events or certain points throughout the day to record observations and current activity.  
Field evaluations are also useful to understand how tutors and lecturers may create their 
own learning material, and whether a system needs to change or offer alternative 
functionality to help the user with their tasks. 

3.7. Pedagogic Evaluations 

Pedagogic evaluations aim to assess whether a system (or a pedagogic practice) can 
facilitate learning.  Assessment of learning is usually carried out through a test or task 
that has been designed to explore whether certain principles or knowledge has been 
retained.  The effectiveness or performance of a learning tool, system or practice may 
be demonstrated by offering pre and post ‘learning task’ tests to participants.   Control 
experiments can be used to explore the effect or power of a particular system.  Whilst 
test scores can provide a quantitative assessment of learning, a complementary 
qualitative approach is to explore the attitudes or perceptions learners hold regarding a 
system.  Learners could be asked if they felt that one system was better than another in 
terms of usability or accessibility.  More detailed questions, presented in terms of 
usability and user experience goals, [7] may be able to assess whether a system could 
either positively or negatively interfere with learning activities and tasks. 

3.8. Economic Evaluations 

A substantial evaluation consideration should be whether or not a new system is likely 
to be cost effective either in terms of how much time a system takes to operate, or how 
much money it could cost to implement and maintain.  These financial dimensions can 
be implicitly seen within some of the other evaluation approaches.  The predictive 
evaluation method aims to proportion time against elements of an interface.  The act of 
conducting a user evaluation (with either the tutor or a learner) may indicate clearly 
that certain tasks may be difficult to understand.  In yielding such a response, it may be 
possible to conclude that a system may be costly to use, and increase the risk of it not 
being used or accepted.  A thorough economic evaluation in terms of whether any new 
system can be connected to an existing information technology infrastructure is also 
necessary.  If, from a maintenance perspective, rework or redevelopment of existing 
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systems is necessary or the purchasing (and operating) of additional hardware, the 
management personnel within an organisation need a clear picture about its underlying 
costs and benefits. 

3.9. Perception Evaluation 

It is important to take into account the attitudes that the various stakeholders may hold 
towards the proposed system since this is likely to influence whether it is likely to be 
accepted, regardless of whether or not the system is likely to improve the learner 
experience.  Perception evaluation, as it is called here, can be carried out by carrying 
out a series of stakeholder interviews.  If the new system requires the mobilization of 
additional resources to ensure that the system can be effectively deployed, this 
technique will help the attitudes relating to such issues to be explored.  It may be 
possible to mitigate against challenging attitudes by presentation of end user 
experiences, current legislation and potential benefits to the institution as well as to end 
users. 

4. Discussion 

The comprehensive evaluation of a new system (or framework) like EU4ALL that aims 
to deliver learning materials and services that are customised to an individual’s needs 
and preferences is a considerably challenging task.  Not only are there a number of 
different methods and approaches that could be used, there are also a wide and varied 
number of stakeholders whose views must all be taken into consideration. 

The end users perspective is essential when it comes to understanding the 
difficulties that learners face when interacting with a system.  The difficulty of using a 
system is likely to go hand in hand with the task that a system is used for.  Whilst 
consuming content that has been personalised for a learner may be an activity that 
could be straightforward, there are significant challenges in understanding how 
lecturers and tutors might be encouraged to create materials that can be ‘personalised’ 
when the task of a lecturer is not to create personalised content, but to lecture or to 
teach.  As a result, any system that allows personalised content to be authored must be 
as easy to use as possible.  One of the challenges of evaluation is to find an approach 
that enables some of the key difficulties to be identified.  When issues are identified, 
their usability or accessibility could be further developed, or tasks could be reduced in 
complexity. 

Another key issue that must be remembered when conducting an evaluation of any 
system is the issue of ethics.  This issue is particularly significant when we begin to 
consider the issue of pedagogic evaluations.  Consider the example of constructing an 
experiment where there are two systems: one system that provides learning materials 
that are universally accessible, another system that may be personalised to an 
individual’s needs and preferences.  If both systems were deployed in a formal 
educational setting, it may be possible to argue that one student may have an advantage 
over the other if the system that is the subject of the evaluation is considered to be 
ultimately successful.  The key, of course, is to always ensure that the participant is 
always considered to be the most important element of an evaluation.  The technology 
that may be the ultimate focus of a series of studies should always be of secondary 
importance.  It should be unambiguously stated that any evaluation should not be 
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connected with a formal course or qualification.  Should a pedagogic evaluation be 
considered to be required, it may be necessary to create a set of learning materials that 
are representative of those that may be found within a real course.  One of the 
challenges is to create materials that are interesting enough to persuade participants to 
become involved with the evaluation. 

A further challenge inherent when performing the evaluation of any 
recommendation or content personalisation system is to assess how the system may be 
deployed or used within an existing system.  To build a complete picture and to learn 
what must be done in order for real institutions to adopt the proposed approach, 
consultation with administrative and managerial stakeholders will be necessary.  Since 
the structures of organisations differ, it is suggested that stakeholders from a number of 
different institutions are consulted.  One approach to efficiently gather information 
relating to the subject of deployment is to carry out a series of focus groups or 
workshops to assess the political, economic, social and technological (PEST) barriers 
for acceptance. 

The process of evaluation is likely to point towards the ways in which the 
framework may be applied within a large organisations, such as the Open University.  
From one perspective, EU4ALL can be seen as technical framework that can guide the 
practical implementation of new learning technologies and enhancements to existing 
VLE systems.  From a different perspective, it can be used as a tool to uncover the way 
that information technology can enhance the provision of services to people with 
disabilities. 

5. Conclusion 

To summarise, a multi-method approach is necessary to comprehensively evaluate the 
acceptance of a new accessibility framework that contains a content personalisation 
component.  It is necessary to evaluate the perspectives of both the learner and those 
who are responsible for creating new adaptable (or customisable) digital resources.  It 
is also necessary to assess the extent to which a system may be integrated with and 
connected to an existing infrastructure.  A number of different evaluation approaches 
can be drawn upon.  The following practical activities are suggested: 
 

1. Conducting heuristic evaluations of initial interfaces to assess the efficiency of 
proposed interfaces. 

2. Complement heuristic evaluations with automated testing of digital resources, 
taking account of end user profiles. 

3. Complement heuristic evaluations with a series of usability tests. 
4. Design a series of qualitative pedagogic evaluations and liaise with internal 

pedagogic evaluation experts to assess the effectiveness of their design. 
5. Carry out a series of workshops for senior stakeholders that aim to uncover the 

complexities inherent in supporting the delivery of accessible material and 
services. 

 
By conducting a combination of these approaches, it is hoped that a rich understanding 
of the complexities inherent in developing and deploying a framework that contains a 
content personalisation system will emerge.  The resulting lessons can then be used to 
offer feedback into further designs and be used to inform how most effectively offer 
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mechanisms that can support the provision of accessibility services to further and 
higher education institutions through the application of information technology. 
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