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Abstract

Collaborative filtering systems are probably thestianown
recommendation techniques in the recommender sgstem
field. They have been deployed in many commeram a
academic applications. However, these systems fsiille
some limitations such as cold start and sparstylenas.
Recently, exploiting semantic web technologies sash
social recommendations and semantic resources lieere
investigated. We propose a multi view recommendatio
engine integrating, in addition of the collaborativ
recommendations, social and semantic recommendation
Three different hybridization strategies to combiliféerent
types of recommendations are also proposed. Finafly
empirical study was conducted to verify our proposi

Introduction

Dealing with information overload is one of the mos
challenging problems in the information accessdfi¢he
Web is a perfect example. Unlike retrieval systems
(Google, AltaVista, Yahoo, ....) which succeed irestihg
suitable items according to a specific user quéngse
items are the same for every user in every sitoatio
recommender systems aim to make
recommendation to users according to their preta®n
tastes and interests expressed by users themselves
learned by the recommender system over the time.

There has been much work in this research aremy fr
the early 1990 and still remains up to now. Foltd a
Dumais experiences (Foltz and Dumais 1992) on four
recommendation techniques have shown ambitioustsesu
Resnick and collaborators proposed one of the &irst
probably the most known recommender system in the
literature; Grouplens (Resnick et al. 1994) which
recommends films to users according to their previo
ratings.

Since, several models were proposed in the litezat
and much more applications were developed in the
industry. Examples of such applications include e-
commerce websites like Amazon.cdar recommending
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books, CDs and different other items. MovieLensd an
Netflix for recommending movies and DVDs...

Recently, a new generation called semantic anéalsoc
recommender systems have emerged taking advanfage o
the advancements in the semantic web technologids a
features such as ontologies, taxonomies, socialanks,
tagging.

In this paper, we introduce a multi view recomnmand
system that includes collaborative, social and seima
views of the user’s profile. Each view recommend&taof
items. Hence, three hybridization strategies ampgsed
for recommendations re-ranking. Finally, resulsnirour
experimentations are presented.

The rest of the paper is organized as followsstRive
present the introduction of new Web 2.0 aspects in
recommender systems. Then we expose our multi view
recommender system, we present user's multi view
representation and then present three recommendatio
modules: collaborative, social and semantic matghin
hybridization strategies are also exposed. Finallg
discuss our experimental results and conclude \with
summary of conclusions and outlooks.

Related Work

The key for an efficient recommender system is ebett
understanding of both users and items. However,
traditional recommender systems consider limiteda da
(ratings, keywords) to compute predictions and ditake
into account different factors necessary to undeckt
reasons behind a user’s judgment; is it the itecoistent,
quality, is it because a friend recommended it?...
Consequently, the users’ classic communities’ c&slenly

a global similarity usually insufficient to describe relatis
connecting users and even more items.

With the emergence of the Web 2.0, advancements
allowed the apparition of a new generation of
recommender systems: semantic and social recommende
systems.

The availability of large product taxonomies oe iWeb
(UNSPSC, Amazon.com, ODP for example) has
encouraged the use of a taxonomy based userséitem’
description in  recommender systems. Quickstep
(Middleton, Shadbolt, and De Roure 2004) used aepap



topic ontology, AKT-ontology, to extract weighted
ontology topics as user's profile. (Lops, Degemnaisgd
Semeraro 2007) implemented k-means clustering
algorithm for neighborhood generation based on séma
similarities between users. Each user’s profiletaimis two
semantic vectors; positive and negative weightettepts
extracted from Wordnet lexical database.

Mobasher and collaborators (Mobasher, Jin and Zhou

Userx Item rating matrix and the Us&rUser trust matrix
and produces as an output a predicted Uskem rating
matrix less sparse from the original one. Such oubtis
particularly beneficial in new user recommendations

Proposed Approach

2004) propose an enhanced similarity measure which Seeking on greater understanding of user’s choareb

combine two measures; a semantic items’ similaaity
the classical rating similarity in a linear combioa to
perform recommendations. Moreover, (Wang and Kong
2007) calculate three similarity measures: collaboe,
semantic and demographic similarities. An offline

judgments, we propose a novel approach which iotesl
social and semantic levels into the recommendation
process beyond the collaborative level. Hence @oimdp
collaborative recommendations with social and sdiman
ones is the key idea of our proposal.

clustering algorithm is applied to reduce compotati
complexity.

Another promising aspect of the semantic Web is the
items’ tagging (Flickr, del.icio.us). Karen and leblorators
(Karen, Marinho, and Schmidt-Thieme 2008) proposed
extend Userx Item rating matrix with user tags as items
and item tags as users. Szomszor and al. (Szorasabr
2007) proposed the use of collaborative taggingp al
known asfolksomiesto enrich users’ profiles. Thus, each
user has a tag cloud, as well as items. User'sigiest
interest on each tagged item can be made basetieon t
semantic similarity between items’ tags and us¢ag-
clouds.

The huge popularity of online social communitiassts
as Facebook (175 million registration), MySpace 0(11
million registration) has encouraged the use of'ssacial
and personal data in recommendation process, edlyeni
taste related domains (movies, music, ).

The first idea about the way to introduce socidwoeks
in recommender system was to replace the similaased
neighborhood formation by social neighborhood (fde
and friends of friends). (Sinha and Swiringen 2001)

compared collaborative recommendations made bysuser
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friends and those predicted by the system. Theltsesu
showed that users prefer friends’ recommendatidihss
can be explained by the fact that useust their friends’
choices.

(Groh and Ehmig 2007) conducted an empirical stody
compare collaborative and social recommendatiote T
experiments have shown that social recommendefsrper
as good as the best collaborative filtering systevhen
data is sparse. Similarly, (Golbeck and Ziegler 600
developed a social network website, FilmTrust, \eher
users manage their FOAF (Friend Of A Friend
Vocabulary) based profiles and used TidalTrust rétigm
(Golbeck 2005) to infer trust values over the socia
network. The experimental results have shown thetetis
a strong correlation between trust relationships @nofile
similarities.

Figure 1: Multi view recommendation engine

User's Representation

Among the user’s needs, user's profile is represery
three dimensions or views.

The collaborative view contains user's explicit or
implicit ratings.

The socio-demographic viewontains user’'s social data
like age, gender, profession, location, personat an
professional home pages, and friends’ contact lists

The semantic viewepresents user’s interests in terms of
a weighted concepts vector based on a hierarchiéab’
classification

Neighborhoods Generation

(Massa and Avessani 2004) presented a trust-awareEach of the three views, proposed above, will leusy a
recommender system named «Web of Trust» where usersf€commendation engine to affiliate the user intpecific

define a number of users they trust. This modek uke

neighborhood and thus generate recommendations.



Collaborative Neighborhood. The collaborative view 4.cis a new concept, and is neither a super clasa sab
contains user's explicit or implicit ratings. Pears class concept of a conceptQy;

Correlation can be used to compute users’ simgariand We propose the following algorithm (Algorithm X¥or
k nearest neighbors’ algorithm to determine such semantic user's profile updating. It is executed éach
neighborhood in a classic way. new ratingr:

Social Neighborhood.Social recommendations are based Algorithm1: Profile Updating
on user's social community. It contains user'srids with Begin
trust values expressing how much the active usetgrhis

; ; ; : , diod dyed . d d .d .
friends. The user annotates his relationships \gitich Input  Cg -{(01 Wy ) (eg . wp (e Wy )}/* item’s d vector */
information. Trust can be binary (trust or dontidt) or on . , .
some scale, 1-5 scale where 1 is low trust and Kigis C, ={(C{‘,W{’),(CE,W§’),...(C% W%)}’ User'su vector/
trust. Based on these trust values, user's social v o=t /* usew rating on iterd */
neighborhood can be inferred over the social ndtweor u.d
example, Tidal Trust algorithm can be used (Golbeck |Foreach ¢ O Cd|wid2minwd Do
2006). Switch ¢
Semantic Neighborhood Semantic view represents user’s S oe Cid already exists irc, */

interests about items’ content. For this, itemsnastic ;
content representation is needed. R A ’
Our choice was pointed on the use of a hierarchic e T w, +w ¥
semantic items’ classification combined with user’s i
evaluations to generate such view. The motivatiehird
this choice is the availability of such meta-infation,

I* mfeight’s updating*/

d .
Oc! 0Cy |c‘“ 0s(cy)  Psuper class concept of a concepCity

like those of internet and e-commerce portals (aho c={c'|c-mcu&c755(c-)}
Open Directory, LookSmart, Amazon, etc), whereemis .
are gathered into topics, which are themselvesnizrgd Foreach ¢ ¢ Do
into a hierarchy going from the most general to rhast %ijui +w! Osim(e’, o) Or
specific. We: = rwi Dsime oy /M
We assume the existence of such classificdtiowhere hd JZW’ eI ey
every itemd is represented by a weighted concept vector d
Cy: eoc,leosec?) : /% asub class concept of a concefin Cu*/
d . d d . d d ,d d Aeime od
C ={ ci wy ), (cs5 w5 ),..(Cph W } 2wV +wi Osim(c',¢) Or
d_(1.1.)(2 2)(n.n) N oo 0 e,
The semantic view is a key element in our propas& ZW- +w; Osim(c',¢)
represented by weighted concepts vectdr. These wor ‘
concepts are extracted from items’ descript@nwhich G, =G, D{(q } I* adding cfoC, */
the user has already rated. L .
Else /*c, is a new concept /
Cy {(01 wi'), (el Wy ),... )} c,=c, D{(q wor } /* addinge toC, */
Max,
Concept's weight represents its interest scoretffier e
user. We propose the use of the weighted average to End
compute the concept’s average rating expressing how End

much the user is interested in this concept; thsilrds
divided by the maximum rating valldax, (5 for example)
to have a value between [0,1]

In order to generate recommendations based onntsiema
view of the user’s profile, users with similar ireets must
be found to build semantic neighborhood.
‘ Hierarchical concepts organization allows us tache
W(C)zzl Yi'u,j Max users with _similar_ concepts_and_those having mpeeiﬁc_
Tiw r concepts in their semantic views. For example, in a

] ) hierarchic film classification, if we know that aaru likes
User’s vectoiC, is updated when the active user rates "comedy films in general, he should have concept

a new itemd. Hence, for each conceptcontained in the "comedy with a high interest weightp.9' for example, in
new item’s vector, there are four possible situstio his semantic view and there are other users wtilah |
1. c already exists iI€y; more specific comedy kind films such "akark comedy or
2.cis a super class concept of a concet,in "fantasy comedy these users should belong to the active
3.cis a sub class concept of a concepin user's neighborhood with a certamembershipdegree

(Algorithm 2.) builds such neighborhood ;



Algorithm?2 : User Concept Matching

Begin

Input C,, ={(cij wit),(ch wh),...(cp,

Foreach ¢ OC,

,w% )}/* User's u vector*/

w" > min,,, Do
cs0Cy & c O subconcepts(c‘“)}

Do

Vi = {uJ ‘q“ o CUJ}D {u,

Foreach u. ov .
j o init

sim(c, ¢

degree(uj) = @ “J)
wit = wj[+1

Priority_List_¢ .add(y,degree())
End
Wy = {Ui =1 mPripority _ List_ci”}
End
End.

The membership degree formula is proportionalhi® t
similarity between the two users’ concepts and riseky
proportional to the difference between their int¢isEores.

Thus for each concept with a significant weight
(>=min,,), we look for users having the same concept in
their semantic viewsMinit) and users with more specific
concepts,Subconcepts(cfunction looks for such users
(Algorithm 3.).

Algorithm3 : SubConcepts (c)

Begin
f (depth(c)=depth(H)then /*cis a leaf concept*/
subconce(c) = ¢

Else
f (depth(c)=depth(H)-Lthen [*c is a super class concept of a
leaf concept*/
subconces{c) :{CIC'IS-A ¢ &cn Cu}
Else
subconceps(c) :{clc‘IS—A c& Eu|c‘DCu}
C ={c'1c"|s-Ac'&c'|s-A c}
hile ( subconce(c)=¢ Do
subconcepts(c) =1 |J subconcepts(c')
C:{c'1c"IS-Ac'&cTDC}
End

End
End
End.

Once semantic neighborhood built,
predictions on items (Algorithm 4.).

remains rating

Recommendations’ Re-Ranking

Since each collaborative, social and semantic
recommendation engines produce their own list of
recommendations, recommendations’ re-raking isiredu
The question here is “which hybridization stratety
adopt?” Burke (Burke 2005) experimented five
hybridization strategies: weighted, switching, eaks
feature combination and feature augmentation hgbrikh
this paper, we propose three possible hybridization
strategiesmixed, weightedndswitched

Algorithm4 : Prediction

Begin
Foreach c¢'0OC, Do
hile Priority_List_c! .count>0 Do

n .
Pu,j = kiglslm(u,ui )Vi,j
1

with k=
¥ sim(u,u;)
i=1 1
and sim(u,u;) =—— > w degreg(u,u;)
Z\N'u i<=m
nd i<=m
End

End.

For this we introduce a confidence value per cpnhce
and per recommendation engine. This value repre$ent
much a user likes items from a specific recommeadat
engine which are classified under this concept. The
intuition behind this proposition is that a specifiseru
may like friends’ recommendation focdmedy films and
semantic recommendations foddcumentary films for
example.

Hence, for each concept in semantic view, we thtoe
three confidence values denoted Bgj, Fsoc and Fgep, for
collaborative, social and semantic concept confideie
compute the percentage of returned items thatedesant
for each recommendation engine classified undemaept

c:
H{d/ru g >= R.cOC,  we> W }H
F= ’

H{d/cmcd W >= W }H

R is the minimum user’'s rating to be considered as
relevant, 4 for example, and is the minimum concept’s
weight in itemd to be considered as significant, 0.7 for
example.

For each concept in the semantic view, the three
confidence values are maintained. Thus, the conesgtior
C, is completed as follows:

Cu= (cf,wf,pm”l, Psoa psenl)’"'(CFn’Wum’pcollm’ Psocmt psemnq}

For new concepts, the three confidence values are
initialized asF¢q= Fsoc =Fsene1/3.
Mixed Hybridization. Perhaps, the first idea that comes to
mind is to simply mix recommendations from the &re
recommendation engines. If an item is recommendad f
more than one engine, the final rating is calcdae the
average between each engine’s rating. The followirear
combination computes such average:

ru’d = a.rco“ + ﬁ.rsoc + d.rsem

With: a=8=9d=1n if d is recommended byn
recommendation engines (n<=3). If a recommendation
engine doesn’t recommend| its corresponding rating
will be 0.

Weighted Hybridization. Unlike the first hybridization
strategya, B and O values are proportional to the
confidence values of recommended item’s concepts.
Hence,a parameter is computed as the weighted average
of item’s collaborative confidence values, as vesl3 and



0. We propose the following algorithm to be applited
each resulting item (Algorithm 5.).

Algorithm5: Weighted Hybridization

Begin
Input  C :{(ci1 ,wld ),(cé1 ,wg Yoo cg ,wg )} * item’s d vector/

_{ U u
Cu = [(C_L V‘%LJ Ptz Psoa psenl)"“(cm’v‘}rjn’ Peolim’ Psocm psemrﬂ}
[* user'su vector/
ZW? Peollj
i

d d
ZWj Psocj ZWj Psemj
J J

J=

a=

B=

d d d
2w 2w 2w
] ] ]

I Peollj = Psocj= Psem=¥3 if ol oic, */

* Normalizatiort/

a 9

B

a+fp+0 a+p+0

a= ;0=

a+pB+0

End.

Switched Hybridization. In this strategy, if an item is
recommended from more than one recommendation
engine, we chose the rating provided by the engine
corresponding to the maximum value of item’s global
confidence values, Sor J .

Experimental Evaluation

In order to experiment our multi view recommender
system, we useBookCrossing datasét This dataset
contains 42643 implicit ratings provided by 100G@n1s on
21944 books, which gives an average of 4.26 ratiag
user. These ratings were collected fréih Consuming
website where people can share their interestst ddmmks,
movies, food and other items. However, user’s f&rist

is not available, only user’s age and locationaualable.

Amazon uses a hierarchy of nodes, calBbwse
Nodes to organize its items for sale. Each node reptese
a collection of items, such as “Harry Potter booksst the
items themselves. Browse nodes are related in
hierarchical structure.

Hence, for all rated books in the dataset, we lg@the
Amazon web service for 15 days to get each boosdes,
the result was 309205 nodes including 6176 disticte
which gives an average of 14 nodes per book.

However, Amazon does not provide nodes’ weiglts, f
this and in order to favor most specific nodes ahdhe
same time to diminish the weight of nodes that oeeuy
frequently, we have estimated nodelgeight as follows:

a

depth
(7
Maxgepth
Maxyeight

. Iog(n—N_))
1

Weight(i) =

! http://www.informatik.uni-freiburg.de/%18cziegler
2 http://www.allconsuming.net/

With depth is node’si depth in Amazon’s classification,
Maxgeptn is the depth of the most specific node of the
current itemN is number of items classified under the root
node ‘books, n is number of items classified under nade
and finally, Maxepm is used to normalize all resulting
weights values for the current item. We also uséd
semantic similarity for this evaluation.

Our evaluation methodology was as follows. User's
collaborative, social and semantic views are built.
Collaborative view contains user’s ratings. Sinaser’s
friends’ list data is not available; we have sinethsuch
neighborhood by considering users living in the sam
location and having similar ages. For the semarigws,
we have generated different user's semantic views
depending on ratings number considered; seven
collaborative and semantic views are constructeccéezh
user for 1, 5, 10, 20, 30, 40, 50 ratings considlefiehe
social view remains the same since it does not rieppa
user’s ratings.

We have varied the number of ratings consideredhier
recommendation generation and then measured
recommendation accuracy using MAE measure and
coverage using RECALL measure, applied on each
recommendation engine separately and also with dnixe
hybridization strategy .

For each recommendation list, we have calculated th
average of MAE and Recall values for Top5, ToplO,
Top20, Top30, Top40 and Top50 items. Figure 2 digpl
our results.

Preliminary results show that in term of precision,
semantic recommendation engine produce more aecurat
recommendations comparing it to collaborative eegin
especially with small nucmber of ratings (<10) hgesin
terms of recall, collaborative engine recommendsem
relevant items. Semantic engine bad recall mayain lpe
explained by the fact th&ubConceptunction was limited
at one level, i.e. we have only considered dirabckasses
in user's neighborhood generation.

Mixed hybridization strategy appears to compromise
between semantic recommendations good precision and
collaborative recommendations good recall. It orfgyens
collaborative engine in terms of recall and keepghe
same time a good accuracy comparable to the samanti
recommendation engine (Figure 3.).

Recall B Mixed

m Social
Vote
I ! u Concept

0.4 0.6 0.8 1

0 0.2

Figure 3: Comparison between collaborative, social,
semantic and mixed recommendation engines



Figure 2: TopN MAE and Recall for collaborativerrsmntic and multi view recommendation engines
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Golbeck, J. 2005Computing and Applying Trust in Web-
C lUsi based Social NetworksPh.D. thesis. University of
onclusion Maryland. College Park, MD USA..
In this paper, we have proposed a multi view Golbeck, J., Ziegler, C.N. 20085enerating Predictive

recommendation engine which exploits semantic web
technologies such as semantic items’ descriptiahsacial
networks beyond the classic ratings data. The tsestilour
experimentations were very promising and improveel t
recommendation process in many ways:
1. Exploiting semantic background knowledge enriches
description of different system elements (useesns);
2.Enhanced semantic description improves items’
classification and users’ clustering, it helps #ystem to
produce more accurate predictions;

We believe that the introduction of a semantic leme

Movie Recommendations from Trust in Social Netwadrks
Proc. of the fourth international conference onstru
management.

Groh, G., and Ehmig, C. 200Recommendations in taste
related domains: Collaborative Filtering vs. Social
Filtering, ACM GROUP'07.

Karen, H.L.; Marinho, L.B.; and Schmidt-Thieme 100B.
Tagaware Recommender Systems by Fusion
Collaborative Filtering AlgorithmsACM SAC’08.

Lops, P.; Degemmis M.; and Semeraro, G. 2007.

of

recommender systems explains users’ judgments in almproving social filtering techniques through WortN

semantic way and should lead to a greater undelisiguof
the target users.

Social elements are particularly benefit in tagtkated
domains. Our multi view recommendation system could
make semantic enhanced predictions for an itentegoay
(scientific papers for example) and social enhanced
recommendations for another item’s category (music,
movies) if the user prefers that. Thus, experirmgnthis
proposition in an online study will be interesting;
constitutes one possible outlook to investigate.

The use of interesting Web services which provide
social data about users based on unified user'setsod
(FOAF, APML for example) is also another interegtin
issue to investigate. Social communities may irseeaust

Based user profiledJM 2007.

Massa, P., and Avesani P. 2004Trust-aware
Collaborative Filtering for Recommender Systein “On
the Move to Meaningful Internet Systems: CooplS,A)O
and ODBASE". Berlin, Heidelberg: Springer, pp. 3-17

Middleton, S.E.; Shadbolt, N.R.; and De Roure, 2a04.
Ontological User Profiling in Recommender Systems
ACM Trans. Information Systems, vol. 22, no. 1, pg-
88.

Mobasher, B.; Jin, X.; and Zhou, Y. 2008emantically
enhanced collaborative filtering on the W&ok chapter.
Web Mining: FromWeb to SemanticWeb.

Resnick, P.; lacovou, N.; Suchak, M.; Bergstrom;dnd

over recommender systems and encourage users toRiedl, J. 1994.GrouplLens: An open architecture for

communicate with like-minded people. Thus, this
consistent users’ participation provides more imfation
about their interests and preferences;
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