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Preface 

The Web has affirmed its undisputable role as communication platform not only for 
human actors, for instance, exchanging emails or instant messages, but also for soft-
ware actors interacting via protocols like HTTP, SOAP, SMTP, or the like. In this 
context, today’s industrial and academic research efforts are characterized by a huge 
interest in service-oriented technologies, models, architectures, paradigms, etc., espe-
cially for the development of distributed, web-based services and applications.  

In its beginning, the service-oriented computing community mainly focused its at-
tention to the problem of abstracting from implementation details and devising tech-
nology-agnostic communication protocols, such as SOAP (and its various extensions), 
in order to enable reliable communication and exchange of information among soft-
ware actors. Then, the attention was (and still is) captured by the problem of service 
composition, yielding a variety of approaches (e.g., declarative, semantic, goal-
driven, adaptive, self-healing) and a de-facto standard like BPEL. Nowadays, the 
novel challenges are called lightweight or user-oriented composition, hybrid composi-
tion of services and user interfaces ala web mashups, software as a service, cloud 
computing, and so on. Besides these technical challenges, there are many additional 
research issues related to the adoption, management and governance of service-
oriented systems. 

The ICSOC/ServiceWave PhD Symposium 2009 aims to bring together excellent 
PhD students working on topics that are related to service-oriented computing and to 
discuss the ideas, solutions and trends of tomorrow. Specifically, the Symposium is an 
international forum for PhD students working in all the areas addressed by the IC-
SOC/ServiceWave 2009 conference (http://www.icsoc.org/). The Symposium oper-
ates in a workshop format and gives PhD students the opportunity to showcase their 
research and particularly encourages students that are still developing their research 
methodology or are somewhere in the middle of their research program to submit 
their contributions for discussion.  

 
The goals of the ICSOC/ServiceWave PhD Symposium are: 

 
− To bring together PhD students and established researchers in the field of 

service oriented computing; 
− To enable PhD students to interact with other PhD students and to stimulate 

an exchange of ideas, suggestions, and experiences among participants; 
− To give PhD students the opportunity to present and discuss their research 

in a constructive and critical atmosphere; 
− To provide students with fruitful feedback and advice on their research ap-

proach and thesis. 
 
The ICSOC/ServiceWave PhD Symposium 2009 in Stockholm is the 5th PhD 

Symposium of a series held in conjunction with the ICSOC conferences in Sydney, 
Australia (2008), Vienna, Austria (2007), Chicago, USA (2006), and Amsterdam, the 
Netherlands (2005).  



This year’s edition attracted 22 submissions, out of which 10 high-quality contri-
butions have been accepted for presentation during the Symposium. Contributions 
cover almost all aspects of the software lifecycle, spanning from design time issues, 
such as model checking for service compositions, security, guided and automatic ser-
vice composition, to testing, maintenance, and evolution of service-oriented applica-
tions. Accepted papers have been submitted from 7 different countries (Austria, Chi-
na, Denmark, Germany, Italy, The Netherlands, and the United Kingdom), affirming 
the growing role of China in the context of service-oriented computing, next to the 
traditionally Europe-centered audience of the ICSOC/ServiceWave conference. 
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Verification of Services Specified in BPEL

Joseph C. Okika⋆

Supervised by Prof. Anders P. Ravn
Computer Science Dept. Aalborg University, Aalborg, Denmark

Abstract. This project investigates, implements and evaluates tool sup-
port for analysis of SOA-Based service contracts using Model Checking.
The specification language for the contract is Business Process Execu-
tion Language (BPEL). It captures the behavior of services and allows
developers to compose services without dependence on any particular
implementation technology. A behavior specification is extracted from a
BPEL program for formal analysis. One of the key conditions is that it
reflects the intended semantics for BPEL, and in order to make it com-
prehensible, it is specified in a functional language. The resulting tool
suite is hosted on an Eclipse platform.

1 Research Question and Its Significance

Service Oriented Architectures (SOAs) are applicable when multiple applications
running on varied technologies and platforms need to communicate with each
other. In this way, enterprises can mix and match services to perform business
transactions with less programming effort. However, a service operates under
a contract/agreement which will set expectations, and a particular ontological
standpoint that influences its semantics [14]. Services are first class citizens and
are autonomous as well as distributed in nature. They can be composed to form
higher level services or applications to solve business goals. Of course, this raises
a lot of issues such as managing composed services, monitoring their interac-
tion, analyzing the behavior of interacting services, verifying the functionality
of individual services as well as composed services.

One of the most widely used languages for specifying services is BPEL [2].
It offers a programming model for specifying the orchestration of web services
through several activities. Activities are categorized into two; basic and struc-
tured. Basic activities (for instance invoke, receive, etc.) define the interaction
capabilities of BPEL processes whereas the structured activities are made up of
constructs such as flow (for synchronization), compensate, and pick among other
activities all of which can be inside a scope.

The interaction of all the features makes the behaviour of BPEL programs
hard to understand. Consider a scenario in which a scope named A contains two
scopes named B and C, which both have compensation handlers. Assume that

⋆ Partially supported by the Nordunet3 project COSoDIS - “Contract-Oriented Soft-
ware Development for Internet Services“. E-mail: ojc@cs.aau.dk

ICSOC&ServiceWave 2009 Conference PhD Symposium

1



C has completed successfully and therefore can be compensated. However, an
activity in scope B throws a fault that propagates to a fault handler in A:

〈A . . . 〈C . . . Ccomp〉; 〈B . . . Fault . . .〉 . . . AFaulthandler〉

If the A fault handler invokes compensation to undo the effect of the inner blocks,
it is not done, because B has not terminated successfully. Its compensation han-
dler is not active, thus its predecessor C cannot be compensated.

Traditional testing would hardly catch such a scenario, because the fault
might be thrown at runtime by a dynamically composed service. Thus, there is
a clear need to employ and integrate successful analysis techniques like model
checking in the design of support tools for high quality SOA-based services.

Current Results In [5] we have demonstrated a viable solution to the problem
of checking for some functional and behavioural properties of individual services.
This is done through translation of the specifications to timed automata followed
by model checking for relevant properties. In [3] we consider the problem of
consistency across specifications and identified a need to set up a correspondence
between the individual automata. The novel contribution in that paper is to
make such a consistency check practical by translating the automata to CCS,
the input language for the Concurrency Work Bench. As demonstrated by a case
study, this technique is applicable and gives a handle for automating yet another
consistency check for web services.

In [12] we give a classification of service contract specification languages based
on application families and aspects. The classification identifies competing lan-
guages across aspects. It shows where a language may fit into the development of
service based applications as well as the ones that allow for desired analyses, for
instance match of functionality, protocol compatibility or performance match.
In addition, we use the classification to survey analysis approaches. Further-
more, the classification may assist in planning of development activities, where
an application involves services with contracts that span across families. Such
scenarios are to be expected as service oriented applications spread. Another
paper [4] focuses on analyzing behavioral properties for web service contracts
formulated in Business Process Execution Language (BPEL) and Choreography
Description Language (CDL). The key result reported is an automated technique
to check consistency between protocol aspects of the contracts. The contracts
are abstracted to (timed) automata and from there a simulation is set up, which
is checked using automated tools for analyzing simulation relations.

2 Current knowledge and the existing solutions

In this section, we present several efforts geared toward formalizing/analyzing
services specified using BPEL. The overall observation about these works is
that they all deal with three major issues; semantics definition, mapping to an
analysis language and applicability. In Figure 1, δ represents those efforts that
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[19, 11, 17, 8]
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[6, 7, 15]µ
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?

Fig. 1. BPEL Formalizations

cover semantics definition and mostly applying Petri net simulation while µ

represents those that focus on mapping/translation to an analysis language.

Although most of these results cover only fragments of the language and
some say little about the underlying analysis language and automation, tehy
pave a way for a potential exploration of simulation in the case of Petri net
based models and several kinds of analyses for automata based models.

The work with Petri net seems most complete and is an important yardstick.
However, Petri nets give very very general models and it may be difficult to
find subsets that allows model checking for desirable properties. Thus we shall
try another road with a semantic preserving mapping of full BPEL activities
to the UppAal tool leveraging the underlying transition system semantics of
UppAal as well as the automatic verification engine. This will by necessity be
an abstraction or an over-approximation of the functional parts and for some
unbounded dynamic activities.

Work closer related to ours include: Abstract state machines which are used
in [16] to define an abstract operational semantics for BPEL for version 1.1.
The work focuses on formal verification of service implementations and resolving
inconsistencies in the standard. Abouzaid and Mullins [1] propose a BPEL-based
semantics for a new specification language based on the π-calculus, which will
serve as a reverse mapping to the π-calculus based semantics introduced by
Lucchi and Mazzara [10]. Their mapping is implemented in a tool integrating
the toolkit HAL and generating BPEL code from a specification given in the
BP-calculus. Unlike in our approach, this work covers the verification of BPEL
specifications through the mappings while the consistency of the new language
and the generated BPEL code is yet to be considered. As a future work, the
authors plan to investigate a two way mapping. We look forward to seeing this.

Several model checking approaches have been employed to provide some form
of analysis. An overview of most of the semantics foundation is given in [18]. An
illustrative example which is well-explained is [11]. It deals with specification
of both the abstract model and executable model of BPEL. The approach is
based on Petri nets where a communication graph is generated representing a
process’s external visible behavior. It verifies the simulation between concrete
and abstract behavior by comparing the corresponding communication graphs.
Continuing with Petri net, an algebraic high-level Petri net semantics of BPEL
is presented in [17]. The idea here is to use the Petri patterns of BPEL activities
in model checking certain properties of BPEL process descriptions. The model
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is feature complete for BPEL 1.1. Lohmann extends this work with a feature-
complete Petri net semantics for BPEL 2.0 [8]. As there exists several BPEL for-
malizations including a comprehensive and rigorously defined mapping of BPEL
constructs onto Petri net structures presented in [19, 13] a detailed comparison
and evaluation of Petri Net semantics for BPEL is presented in [9].

In the case of using labeled transition systems as models for formalizing
BPEL, a few efforts is found in the literature. They focus on some fragments of
BPEL constructs. For instance, Geguang et al. present a language µ-BPEL [15]
where a full operational semantics using a labeled transition system is defined
for this language and it is mapped to Extended Timed Automata. Fu et al.
presented a translation from BPEL to guarded automata in their work [6]; the
guarded automata is further translated into Promela, which is the language for
the SPIN model. Similar approaches are also followed in [7] but the mapping
is not semantic preserving. All these efforts points to the fact that there is an
important need for service contracts to be specified and analyzed.

3 Proposed Ideas

As mentioned in the previous section, many researchers have considered seman-
tics of BPEL and its use for analysis. However, there are several issues around
these semantics. First, there is the issue of coverage - that is to say, is the full
BPEL language covered or some fragments of it? Most of the efforts using au-
tomata as presented in the previous section covers only some fragments of BPEL.
A few of the efforts using Petri net covers a feature-complete BPEL. Our frame-
work is an alternative based on automata (LTS). Second, there is the issue of
translation where one may ask: is it semantic preserving? There is also the third
issue of whether it is manual, semi-automated or automated.

Figure 2 shows the proposed approach; mapping BPEL to timed automata
(TA). This defines a semantics for BPEL with a clear description of what is
included and what is abstracted in the mapping and thus answers the issues
raised above.

BPEL SBPEL

UppAal STA

sem

β

γ

given

?

Fig. 2. The new Approach

BPEL UppAal STA

γ ◦ α

β γ

Fig. 3. Functional Composition

Looking at Figure 2, starting from BPEL, we consider a full behavior of
BPEL syntax and define the semantics based on UppAal, SBPEL. We follow a
functional approach where we define a function β mapping BPEL to UppAal.
We use timed automata for the formal model but with a rendering to UppAal
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because it is a mature model checking tool with wider audience and supported
in our research environment. It can be a different choice (for example SPIN) in
another environment. Note that the function given which takes care of the TA
semantics is given with the UppAal tool and it’s transition system semantics.
Composing these two functions as shown in Figure 3 relates BPEL to STA.
In effect, having defined the function mapping BPEL to UppAal, we achieve
a semantic preserving extraction/translation. That is, taking the inverse of the
function gives us the result.

Fig. 4. Plug-in Architecture

4 Contribution to the problem domain and Discussion

The project offers three distinct contributions in the development of analysis and
verification tools for SOA-based services. 1) The technique employed is a rigor-
ous use of the power of functional languages in defining a property preserving
mapping for the full behavior of BPEL. 2) Model checking of behavior properties
of BPEL. General properties such as those related to deadlock and reachability
as well as application specific properties are considered. Eg., services should not
deadlock even with faults and compensation. 3) A prototype Integrated tool.
The supporting tool will allow developers to leverage the already existing IDE
such as Eclipse to design, specify and analyze SOA-based services.
Tool Development : We focus on building a theory based tool that gives de-
velopers of SOA-based services a clear understanding of BPEL processes. We
consider SML, a functional language to be very suitable for transformations.
An alternative is to use the XSLT transformation proposed by OMG but its
verbosity and XML syntax make it hard to understand and one relies also on
the transformation engines which again is hard to understand what is going on.
We are implementing the integrated supporting tool as a plug-in in the Eclipse
framework. A model (UML) of the various components of the analysis tool is
shown in Figure 4.
Discussion : The main novelty is to solve the issue of semantics unrelated to
analysis tools. This is achieved by defining the extraction function using a func-
tional language. As a side effect to this, we develop a functional XML parser/un-
parser for Standard ML. As this is an ongoing work, further effort will be geared
toward tuning the tool. We plan to build a service based point of sale system
using ActiveVOS orchestration system to demonstrate analysis of properties.
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Cross-organizational Service Security –
Solutions for Attack Modeling and Defense

André Miede
Supervised by Ralf Steinmetz

Multimedia Communications Lab (KOM) – Technische Universität Darmstadt
Department of Electrical Engineering & Information Technology

Merckstraße 25, D-64283 Darmstadt, Germany
Andre.Miede@KOM.tu-darmstadt.de

Abstract Security is an important aspect of Service-oriented Architec-
tures (SOAs), enabling the service-based integration of partner IT sys-
tems across organizational boundaries, i. e., in the Internet of Services.
Current trends in SOA security, e. g., reducing it to Web service secu-
rity, do not take into account SOA-specific threats, vulnerabilities, and
attacks. In this paper, measures to support the modeling of attacks in
general and in order to show the service-oriented difference regarding
security are introduced. Based on this understanding, mechanisms to
defend against SOA-specific attacks will be designed and evaluated.

1 Introduction

Challenging market dynamics and the rise of complex value networks require
organizations to adjust their business processes rapidly in order to stay compet-
itive. As many organizational processes are supported or even enabled by infor-
mation technology (IT), a process is only as flexible as its underlying technolog-
ical representation. A special integration challenge in this context are processes
which span across organizational boundaries, e. g., customer creation processes,
where data has to be checked against external watch lists in order to fight or-
ganized crime. Another example are trading processes in investment banking,
where market data or credit ratings are bought from external providers.

The Service-oriented Architecture paradigm (SOA) [1] offers possibilities on
both a technological and organizational level to integrate company-wide and
inter-company IT systems. SOAs are based on the “service” concept, where
services can be seen as black boxes representing business functionalities. These
services are used to assemble business processes as service compositions and may
even cross enterprise boundaries, thus, being cross-organizational service-based
workflows [2, 3], e. g., in the Internet of Services scenario [4].

The rest of the paper is structured as follows: Section 2 presents the problem
statement and the research questions which are at the foundation of my thesis.
Section 3 structures both preliminary results and open challenges for the pro-
posed questions. Section 4 concludes the paper and gives an outlook on next
steps.
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2 Problem Statement and Research Objectives

Just as any economic system requires security in order to work and to be accepted
by its participants, the security of the involved systems, exchanged messages, and
used communication channels has to be ensured for cross-organizational service-
based collaboration. Achieving and guaranteeing basic IT security goals such
as confidentiality, authentication, authorization, non-repudiation, integrity, and
availability [5–7] is an absolute must in this context and still an active topic,
both in research and industry. Thus, the differences SOA introduces into the
field of IT security have to be analyzed and addressed.

The main tenor of current SOA security research is that conventional security
measures are not sufficient in the SOA context [2, 8–10]. For example, a major
argument in this context is the necessity to switch from point-to-point-security
to end-to-end-security, because any used service can call an arbitrary number of
different services on its own. Another argument is the need for decoupled security
decision points, in SOA usually called security-as-a-service. Yet another trend
is to equalize SOA security with Web service security, reducing SOA security
requirements to Web service security standards and their configuration.

While these approaches are important building blocks for SOA security, they
are not sufficient as they do not take into account SOA-specific threats, vulner-
abilities, and the corresponding attacks. In order to close this gap, the following
research challenges and objectives were identified:
1. Analyze SOAs regarding security challenges and specific attack scenarios,

e. g., for the Internet of Services. The analysis must not be limited to par-
ticular SOA implementations, i. e., Web services, but focuses on SOA char-
acteristics such as loose coupling, composability, etc. Based on the analysis
of these security impacts, SOA-specific attacks have to be identified and
modeled.

2. Develop means to understand and model attacks in general, i. e., analyze
and define the elements they consist of. This objective is not service-specific,
but a general IT security challenge. The results of this objective are used to
model the SOA-specific attacks identified in the first objective.

3. Provide technology-independent solutions to defend against SOA-specific at-
tacks. Based on the modeled attack scenarios, selected countermeasures have
to be developed or adapted from other areas of research in order to make
cross-organizational SOA scenarios safer.

The next section discusses my proposed solutions and their expected outcomes
for theses challenges.

3 Proposed Solutions and Expected Outcomes

Addressing the research challenges and objectives outlined in Section 2, my re-
search focuses on the following solution building blocks as depicted in Figure 1.
In the following, for each of these solution building blocks, first results, their
impact, and the progress beyond the state of the art is briefly discussed.
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Figure 1. Research structure and approach

3.1 Cross-organizational Security – The Service-oriented Difference

Cross-organizational SOA security deals with the application of core IT se-
curity concepts such as threats, vulnerabilities etc. on the elements of cross-
organizational SOA such as loose coupling, composability, etc. These elements
are assembled in the form of a conceptual model which is based on SOA defini-
tions and descriptions found in standard literature on SOA [2,3,11–13] (cf. Fig-
ure 2). The goal is to evaluate the security impact of single SOA elements and
their relationships. While single security aspects of these elements are already
well-known, i. e., for distributed systems characteristics, the combination of and
relationships between the SOA elements as well as their impact makes cross-
organizational SOA a special security challenge [14]. An example for such an
impact is compromising an organization’s legal or regulatory compliance, which
can result in fines, the revocation of licenses, or loss of customer trust. Com-
posability has also a high security impact, creating seams for exploitation, e. g.,
caused by the incomplete integration of different security technology, or by the
possibility to introduce malicious services into the composition.

Compared to standard literature on SOA [2, 3, 11–13], which differ in their
definitions, presentation, and coverage of SOA core elements, this approach offers
a compact and visual inventory as a basis for communication and analysis, i. e.,
a dedicated SOA security analysis.

3.2 A Generic Metamodel for IT Security

The proposed generic metamodel for IT security [14] brings together the most
important ideas of IT security (including their relationships) and consists of three
main parts: a Core of basic IT security concepts, Attacks, and Countermeasures.1

It lays the foundation for describing and understanding the different elements of
attacks and countermeasures in an IT security context.

1http://www.kom.tu-darmstadt.de/~miede/soasecurity/secmetamodel.pdf

ICSOC&ServiceWave 2009 Conference PhD Symposium

9



Goal

has

Business 
process-

orientation
Compliance

Distributed 
Systems 

Characteristic

Infra-
structure

Enterprise 
Service Bus

Service 
Repository

Application 
Frontend

Distribution

Heterogeneity

Loose 
Coupling

Service

Abstract Reusable Stateless Composable
Autonomous

Self-
contained

Formal 
Contract

is

has

has utilizes part-of

is is

Internal

Legal

Regulatory

with

builds on

is

Figure 2. Conceptual model of cross-organizational SOA [14]

In order to show the applicability of the metamodel to real-life scenarios,
attacks on different distributed systems were modeled, i. e., on Peer-to-Peer sys-
tems, on Mobile ad hoc Networks, and in SOA contexts. Compared to similar
concepts such as attack patterns [15,16] or security patterns [17], this metamodel
offers building blocks which help with actually assembling such patterns, thus,
improving the means to understand and model attack knowledge.

3.3 Attacks on Cross-organizational Service-oriented Architectures

Cross-organizational SOA-specific attacks target vulnerabilities of single SOA
elements and combinations thereof (cf. Figure 2). All types of attacks which
are already known from classic distributed systems or which focus on specific
technologies, i. e., Web services, are not considered cross-organizational SOA-
specific attacks. This is due to the fact that these attacks can also occur outside
SOA contexts. Examples for such attacks are XML injections to manipulate the
structure of messages or Denial of Service attacks via oversized payload using
a very large message [18]. However, these attacks still pose a threat for cross-
organizational SOA and have to be addressed by common countermeasures such
as message validation and processing mechanisms [18]. This approach is depicted
in Figure 3, using abstraction layers as an attack taxonomy for SOA.

Examples are service selection attacks, where differences in the security level a
provider offers are exploited. The analysis of service consumer-provider-commu-
nication can also be an attack to gather information about the business (requests,
used providers, time, frequency, etc.). Loosely coupled and malicious service
compositions are a likely attack as well, if “good” services are encapsulated by
“bad” ones in order to manipulate data or to gather information.

Compared to other work on SOA attacks [2,8,10,18] which have a strong focus
on Web service technologies, this approach adds insights on attack scenarios
which target specific SOA elements such as loose coupling and composability.
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3.4 Selected Attack Defense Mechanisms

Based on the above results, several areas of interest for defense mechanisms were
identified and now have to be evaluated regarding their potential for deeper
research activities. These areas are the following:
1. decentralized service provider reputation for securing service compositions,
2. communication obfuscation, e. g., using Mixes [19], to avoid the exposure of

information about business activities in the case of traffic analysis, and
3. service consumer profiling for detecting malicious service consumer behaviour.

It is planned not to pursue each of these areas in full depth, but to develop
initial concepts in order to determine which area is the most fruitful for valuable
contributions beyond existing approaches.

A prototype (DFENS.KOM) as basis for the above areas is already in develop-
ment and it is based on an open-source SOA platform. There, service consumer
and provider communication is relayed via a messaging system which was en-
hanced to forward messages to a proxy system. Via a configuration policy, this
proxy is planned to trigger certain dedicated agents, e. g., for profiling consumer
behaviour and checking against existing profiles, for obfuscating the communica-
tion to complicate traffic analysis, or for gathering reputation information about
consumer and provider.

4 Conclusions and Future Work

As outlined above, the basic structure as well as the theoretical and conceptual
foundation of the thesis is already in place (Sections 3.1–3.3) and will be further
refined as follows:
– a critical revision of the conceptual SOA model elements regarding complete-

ness, redundancies, and relationships,
– further extensions of the IT security metamodel regarding countermeasures

and possibly adapting it to the Meta-Object Facility (MOF) standard,2

– identifying attack sub-steps from lower layers, the creation of a detailed at-
tack model inventory, and implementing attack models for simulating attack
behaviour in an Internet of Services scenario (ATCK.KOM).

2http://www.omg.org/mof/
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However, the next major step will be to determine which of the above areas (rep-
utation, obfuscation, profiling) to pursue further and in what direction. Basis for
this will be an extensive review of related work, its applicability to the identified
SOA-specific attack scenarios, and own initial solution concepts. Furthermore,
appropriate evaluation techniques for such defense mechanisms have to be de-
vised. This includes determining the evaluation basis, i. e., using a testbed based
on our extensions of an open-source SOA platform or using simulation models
for attacks and countermeasures in an Internet of Services scenario.
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Abstract. Migration of legacy assets to SOA embodies a key software
engineering challenge namely rehabilitation of pre-existing enterprise as-
sets into service based systems. Existing service analysis and design
methods mostly focus on development of new services while they lack
in transforming services from already existing enterprise assets. We ar-
gue that, a comprehensive SOA migration methodology is essential for
creating a well-constructed SOA out of pre-existing enterprise assets. To
this end, the necessary knowledge concerning the migration should be
identified, captured, analyzed and generalized. We propose an approach
for migration that exploits relevant knowledge to transform an existing
legacy system into a new service-enabled system. For this purpose, we
will devise a reference knowledge model capturing types of knowledge
that drive SOA migration.

1 Introduction

Facilitating the reuse of existing business functions from legacy systems is con-
sidered as one of the key features of the service oriented paradigm. Many organi-
zations aim at modernization of legacy systems to SOA to achieve the advantages
offered by SOA and still reuse the enterprise assets embedded in the pre-existing
legacy systems. Since early use of SOA, migration of legacy assets to services
has caught a lot of attention in research and industrial community. However,
it is mostly assumed among researchers and developers that, existing enterprise
assets are made to act as services simply by creating wrappers and leaving the
underlying implementation untouched. It is worth mentioning that, the main
goal of SOA is to promote highly standardized, loosely coupled services to fos-
ter easy composition of distributed applications [1]. Unless legacy elements are
“inherently” suitable for use as a service with the aforementioned characteristics
(which usually are not), it takes a considerable effort to provide an enterprise
asset’s functionality through services. As a result, a comprehensive SOA migra-
tion methodology is of critical importance for creating a well-constructed SOA
out of pre-existing enterprise assets.

Let us consider the following example:
A pre-existing legacy system stores and manages a patient’s medical records. The exist-

ing knowledge about this legacy system includes the description of the provided function-

ality, the business processes the system supports (e.g. update medical record, analyze pa-

tient history to formulate a diagnosis), and the business value for the current/potential
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Fig. 1. SOA Migration Process

users (like the medical doctor) embedded in the legacy system. Such information can

then be translated into business processes, business data and user added-value, which

in turn can be associated with, respectively, task-centred services, data-centred services

and end-user applications. For instance, if the knowledge regarding business data and

functionalities associated to patients is not extracted, a smooth transition to patient

data service is not possible. All the knowledge concerning the existing patient informa-

tion system, the target SOA environment (e.g. types of services) and transformation

techniques (e.g. wrapping) affect the migration process in terms of “what”is going to be

migrated and “how” the migration is performed.

Despite its simplicity, this example already reflects essential requirements and
challenging issues of the migration methodology from a knowledge management
perspective:

– The main types of knowledge concerning the pre-existing legacy system
should be identified (Box a, Fig.1)

– The knowledge concerning elements of service based systems should be ex-
tracted (Box c)

– Methods and guidelines should be devised for transforming legacy elements
into types of services (Box b)

We argue that a comprehensive knowledge management approach is of great
importance for SOA migration methodology. The reason behind this is that,
knowledge management helps to rationalize the investigation of legacy assets as
candidate services, isolate their properties and transform them into meaningful
business services while adhering to service relevant aspects and challenges. This
research is part of a project named the Service-enAbling PreexIsting ENterprISe
Assets- Methodology (SAPIENSA) aiming at proposing a migration methodol-
ogy for creating a well-constructed SOA out of pre-existing enterprise assets.
Our contribution in this project is to effectively exploit architectural knowledge
to migrate an existing enterprise system into a new service-enabled system.
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2 Proposed Solution

In this section we further explain our proposed solution. To clarify the idea,
we recall the example presented in Section 1. The following types of knowl-
edge could shape the migration process of the medical information system: 1)
the body of knowledge concerning the properties of existing system including
lost abstractions (structural design, business processes, business rules, etc.) and
know-how (design decisions, discarded alternatives, etc.) 2) patterns, templates,
and methods that address altering and reshaping the extracted legacy elements
to relevant type of services 3) SOA specific characteristics and properties. We
aim at devising a reference knowledge model capturing types of knowledge that
drive SOA migration. To this end, we propose to analyze different migration
processes (from industrial cases) and extract the implicit and explicit types of
knowledge, which shape the migration. We propose the phases depicted in Fig.
1 for the service-enabling methodology using architectural knowledge (AK). We
argue that these phases facilitate extraction of a reference AK model as it helps
gathering architectural insights and transforms them to well-constructed ser-
vices. These phases along with their associated research challenges are discussed
in the followings.

2.1 Architectural Knowledge Elicitation

The main goal of this phase is to identify the legacy elements that are relevant for
migration to SOA and make the decisions regarding how to transfer to services.
To this end, we aim at identifying, isolating and describing the knowledge about
the typical “standard” elements that belong to pre-existing enterprise assets,
and generalize the reusable knowledge. In order to address these aspects, the
following research questions should be resolved:

– RQ1) what are the knowledge elements that are relevant to be made ex-
plicit? For instance, solution-related knowledge such as architecture, design
decisions, etc., as well as problem-related knowledge including functional re-
quirements (e.g. business processes and business rules) and non-functional
requirements (e.g. privacy and security), should be externalized.

In order to enable an effective knowledge capturing and sharing, the knowledge
extracted in this phase should be explicitly represented. Architectural knowledge
models aiming at representing decisions in general are considered as a potential
means of codifying the elicited knowledge. For instance, the AK core model
developed in our previous work [2] is relevant for making AK explicit. Knowledge
elements specific to an organization or an application domain should be defined
as specific extensions to the core model described above. We consider service-
oriented enterprise architectures as SOA extensions.

2.2 Transformation

The transformation phase embraces the actual migration of legacy assets to ser-
vice based assets. The AK acquired during the AK elicitation phase will be used
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as a fabric for creating new business services. This transformation could be in
the form of reshaping design elements, restructuring the architecture and/or al-
tering business models and business strategies. It should be noted that, each one
of these forms of transformation belongs to a specific level of abstraction. For
instance, a legacy element can be transformed to services by altering its encap-
sulation using wrapping techniques. In the same way, a composition of legacy
elements can be transformed to a service or composition of them. At a higher
level, an existing business model is transformed to a to-be business model based
on new requirements as well as opportunities offered by service based systems.
In all these cases the knowledge element extracted within AK elicitation phase
is converted to another knowledge element in the SOA environment. Feasibil-
ity of each type of migration depends on many additional factors, such as past
design decisions and knowledge about extra functional aspects like technologi-
cal constraints or quality attributes. It becomes therefore even more important
to capture the relevant AK in pre-existing and new systems in order to assess
the feasibility of different transformation techniques. Recall that in this research
work, we aim at isolating and describing the AK about the typical “standard”
elements that belong to pre-existing enterprise assets; in the same way, we want
to describe the AK about the “standard” elements of an SOA, including the
architectural patterns relevant for SOA transformations like for instance ser-
vice topologies and worst-case quality concerns. By carrying out a number of
industrial case studies, we will define how we can typically transform a standard
element of preexisting enterprise assets, into a “standard” element of an SOA.
This will result in a number of transformations, as represented in the horizontal,
continuous arrow in Figure 1. In this way, the “SOA migration decision making
process” will be supported by a knowledge base of SOA transformations cap-
turing necessary technical and nontechnical AK. In order to address all these
aspects of transformation, following research questions should be addressed:

– RQ2) what are the elements which drive the transformations? For instance,
past design decisions, quality attributes or technical constraints can have
influence on the solution regarding the transformation problem.

– RQ3) what are the possible types of transformation regarding different levels
of abstraction?

– RQ4) how to represent the body of knowledge associated to transformation?

2.3 Service Composition

Processes need to be designed in terms of constellations of the interacting ser-
vices obtained in the transformation phase. This is supported in the service
composition phase, which provides the ability to restructure, compose and de-
compose services. Certainly, bodies of knowledge addressing SOA environment,
service association, message partnership, transaction ownership, etc., have to be
captured. This phase is researched by another partner of the SAPIENSA project.
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3 Related Work

Our work aims at enabling the migration process with knowledge capturing,
sharing and reusing. Therefore, we position ourselves in the fields of architec-
tural knowledge management and migration process. Accordingly, we discuss the
related work in these two research fields. A vast body of work in the area of SOA
migration mostly focuses on exposing legacy code as (web) services. Sneed pro-
poses an approach that includes salvaging legacy code, wrapping the extracted
code and making the code available as services [3]. Typically, the focus of these
works is limited to implementation aspects of migration which usually covers
techniques to alter a segment of legacy code to web services. A further family of
approaches aims for covering the whole migration process. These approaches are
comprised of two main sub-processes: top-down service development and bottom-
up service extraction [4, 5]. The main goal of the bottom-up sub process is to
support understanding of existing legacy system and extracting services from
legacy code using code analysis and architectural recovery techniques. Within
the top-Down process the target services are designed and implemented based on
existing legacy components as well as new requirements in the problem domain.

Recently, there is an increasing focus on management of architectural knowl-
edge including architectural design decisions and their rationale [6, 2]. However
existing work focuses on capturing and representing the AK as such it is rele-
vant for any application domain. To the best of our knowledge, there are limited
results in identifying the architectural knowledge relevant for SOA. A specific
type of AK is contained in architectural and design patterns, which document
standard solutions to recurring problems in software design. Some research is
emerging in identifying SOA patterns [7, 8], addressing several important as-
pects of service development and management. In these approaches, disciplined
design decisions and compliance to SOA patterns are considered key criteria
for successful development. Still, the documented knowledge mostly captures
reusable technical solutions, while the related rationale or decision process that
led to the solution is missing.

4 Research Plan

This research is carried out in a consortium of two universities and industrial
partners. These industries provide us with case studies and give regular feedback.
My research work will adopt an iterative incremental approach where the indus-
trial partners provide industrial cases on migration of legacy systems to SOA.
The main goal here is to identify the state of practice regarding the migration
problem. More specifically, we are seeking to find out how migration process is
performed in practice.

Also, we aim at identifying the kinds of activities that are performed and
the types of knowledge that are captured. To this end, we plan to perform the
following tasks:
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– Elicit AK of pre-existing enterprise assets from case studies and model it as
SOA extensions to the AK core model (RQ1)

– Devise from case studies the transformations to candidate services, SOA
patterns and related AK (RQ2, RQ3, RQ4)

– Integrate candidate services into the target service-oriented system

After a startup phase defining the methodology to be used and the AK refer-
ence model for pre-existing systems and SOA, three iterations will occur (one
for each project year). In each iteration, the cases carried out will be followed by
a reflection period aimed at giving feedback on migration process and AK ref-
erence model, and defining the possible transformation methods. A final phase
will consolidate all results in a generalized and reusable solution. The expected
contributions of this research work are as follows:

– SOA model representing the AK relevant for SOA migration
– Patterns codifying architectural practices as ready-to-use solutions for the

migration problem
– Prototypes and test beds supporting the reference knowledge model for SOA,

including a pattern repository, a visual modeling environment and AK search
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1 Introduction

The performance evaluation of a computer system involves constructing a suit-
able model of the system and then using it to predict the system behavior. The
model incorporates domain-specific and a priori knowledge about the system
inner structure and the workload. The model may be solved either by using ana-
lytical techniques or simulation or both. The fundamental parameters needed to
specify performance models are arrival times and service demands. The former
refers to the frequency of new incoming requests entering the system. The latter
indicates the amount of time a request needs to be served, therefore its precise
estimation is of vital importance for defining models that are both representa-
tive and robust. The number of resource consumption estimation methods that
can provide an adequate estimation of the service demand placed on the sys-
tem [7, 9] is limited compared to the various modeling and evaluation techniques
that exist to obtain performance predictions. Essentially, existing techniques for
characterization of resource consumption needed for model parameterization are
based on direct data measurement and statistical inference. Direct data measure-
ment techniques propose to set up performance probes in the system possibly at
different levels, depending on the layers to be analyzed. For example, Magpie [1]
automatically extracts system workload characteristics using low-overhead in-
strumentation. It correlates system generated events to the control flow and to
the resource consumption of the requests. Although effective, it is not always
possible to adopt instrumentation based approaches of this type in production
systems, thus statistical inference is often preferred. Statistical inference encom-
passes the use of statistics and random sampling to make inferences concerning
some unknown aspect of a given population, e.g. response time of service re-
quests. For instance, statistical learning techniques are appealing because they
may assist in building system models or subsets of them in an automated or
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semi-automated manner with limited previous knowledge of the system environ-
ment. The present work proposes to investigate the way: (i) machine learning
can be used in workload characterization tasks; (ii) statistical inference can assist
in the correlation of low-level metrics for prediction of system states and in the
characterization of resource consumption for system analysis and model param-
eterization purposes. Initial work done in the latter presented two methods for
estimating the service demands of requests based on measurement of their re-
sponse times [6]. This approach is particularly suitable in scenarios of virtualized
systems or for services controlled by third parties. Not surprisingly, the impact of
this approach may be of relevance in the near-future, especially when it is fore-
casted that by 2015 more than 75% of Information Technology infrastructure
will be sold as a service by service and infrastructure providers [3]. Preliminary
results show the very good accuracy of the proposed approach and a further
extension of this investigation is presented in Subsection 3.1. The remainder of
the paper is organized as follows. The research challenges of the investigation
are presented in the following Subsection. Related work is then introduced in
Section 2, followed by a detailed description of the research proposal in Section
3, including (i) and (ii).

1.1 Research Challenges

This subsection offers a short glimpse into the open research fields of computer
performance evaluation, namely parameterization of performance models, work-
load characterization and correlation.

Parameterization of performance models. The challenge of model parameter-
ization is to determine the mean service demand E[D] of the incoming requests
at the server such that the response times predicted by the model match ac-
curately those measured in the real system for all possible numbers of users.
The predominant approach to model parameterization makes use of explicit sys-
tem performance models, such as control-theoretic or queuing-theoretic models.
These approaches have achieved major success in many specific performance
management applications. However, it is noted that the development of ac-
curate models of complex computing systems is both complicated and highly
knowledge-intensive, and moreover, such modeling should become progressively
more difficult as systems become increasingly complex and distributed.

Workload characterization. A system workload may be composed of several
types of transactions or requests; each one may stress a system in a different man-
ner, therefore possibly consuming system resources differently. Every transaction
or request type is also known as class. A key challenge in workload characteri-
zation is to determine in an automated manner the number of workload classes.
For instance, the work done in [8] embraces such a challenge by proposing an
inference-based technique to solve the request categorization problem using as in-
put only high level aggregated system measurements (e.g. CPU). However, more
work needs to be considered in the area for exploring the limits and scalability
of similar approaches.
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Correlation. Another open question in this field is: How do we know what
system-level metrics are ‘Key Performance Indicators’ (KPIs) of a system?. In
other words, it is important to understand the relationship between low level
metrics and system states for achieving system performance management excel-
lence. It is preferred to have small subsets of metrics that capture most of the
patterns of performance behavior in a way that is accurate and helps to explain
the causes of observed performance effects.

2 Related Work

There are two main trends in the literature regarding system modeling for dis-
tributed systems. One trend consists of analytical models based on queuing net-
works [9], control theory [4] and Petri nets [5]. Although mature and mathe-
matically sound, most of the aforementioned models have several limitations:
i) the models might be complicated to build, for example, due to absence of
knowledge about black-box components; ii) model construction can be prone
to human errors; iii) models built are a priori and might not adjust properly
to workload or system changes; iv) assumptions that diverge considerably from
actual system conditions may have to be made. The second trend is the emerg-
ing research rooted in statistical learning which traditionally have used general-
purpose learning algorithms. However, in a practical problem where there is prior
knowledge it can be difficult to incorporate such knowledge into these very gen-
eral algorithms. Moreover, the classifiers built by these general algorithms are
often difficult to interpret as their inner structure may not reflect the real-world
process being modeled. An approach to solve this problem has been the use of
generative stochastic models. A stochastic model is a model that describes the
real-world process by which the observed data is generated. By and large, the
process of learning a stochastic model consists of the following steps: a) choosing
a graph structure; b) specifying the form of the probability distribution at each
node in the graph; c) fitting the parameters of those probability distributions to
the training data. In most applications, steps a) and b) are performed by the
user and step c) is performed by a learning algorithm. However, recent research
has made progress in developing algorithms for learning the structure from data
as well. For example, Tree-Augmented Bayesian networks (TANs) are learned
from data to correlate low level system measurements, e.g. CPU usage, etc., with
system states [2]. Thus, once a stochastic model has been learned, probabilistic
inference can be carried out to support tasks such as classification, diagnosis and
prediction.

3 Research Proposal

Developing effective models for performance management in distributed com-
puting systems is an important goal of current systems research. Heading in this
direction, the present work aims to investigate: i) mechanisms to improve the
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process of model parameterization, essential to yield reliable performance pre-
dictions; ii) correlation of low-level metrics for prediction of system states; iii)
automatic or semi-automatic mechanisms for workload characterization. At this
stage, preliminary work has been done using a simple M/M/1 queuing model [6],
however, it is needed to further investigate whether other models can capture
system performance more accurately. The discovery of hidden associations be-
tween low level measurements and the manner by which they impact the final
perception of performance may yield in a deeper understanding of the system
behavior. Both the mechanisms for model parameterization and workload char-
acterization can benefit from this outcome.

3.1 Estimating Service Resource Consumption

In the current work, it is proposed to conduct further model investigation and
experimental studies for estimating service resource consumption. This is the
extension of previous work [6] that for the first time elaborates the estimation of
service demands without knowledge of server utilization measurements. Instead,
linear regression (RR) and maximum likelihood (ML) methods are utilized for es-
timating the request service demands based on the response time measurements
only. This means server instrumentation or sampling is not required, therefore
the proposed approach significantly simplifies parameterization of performance
models when measuring utilization is difficult or unreliable, such as in virtualized
systems (because filtering hypervisor system overheads is troublesome and rarely
done) or for services controlled by third parties. Furthermore, an intrinsic advan-
tage of the proposed approach is that response times at a server depend on all the
latency degradations incurred by requests within the system, therefore they are
inherently more comprehensive descriptors of performance as they also account
for bandwidth, memory, and I/O contention delays. Very rarely, these compo-
nents are all directly accounted in models, yet they can be critical performance
drivers and are ignored by the utilization approach. During the experimentation
phase the RR method service demand estimates (obtained by computing the lin-
ear regression of a sequence of response time samples and arrival queue-length
averaged on 20 consecutive requests) were used to parameterize a closed M/M/1
queue model representing an industrial ERP application. Figure 1(b) shows that
the response time predictions obtained through the RR method (Rresp) match
closely the real response time measurements (Rmeas) by achieving an accuracy
of 90-95%. In contrast, the response time predictions provided by the utilization
based approaches, namely Rcpu and Rtwp, clearly underestimate (on average by
50%) and overestimate (on average by 130%) Rmeas respectively, as depicted in
Figure 1(a). Rcpu is obtained from the estimate of E[D] using linear regression
of the cumulative times for CPU and DB processing against the number of com-
pleted requests, whereas Rtwp is obtained from the estimate of E[D] using linear
regression of the total time spent in the work process after admission in the
system against the number of completed requests. The learning from this early
work reveals that further sensitivity analyses need to be done by considering
various aspects. For example, the impact of non-exponential features in arrivals
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Fig. 1. Comparison of response time predictions.

and service demands for the different request classes and utilization levels is un-
known. Regarding the queue-length seen on arrival to the system, it is important
to investigate the outcome of using a steady state distribution instead. Another
aspect requiring investigation is the utilization of the M/GI/1/PS queue. Fi-
nally, it is crucial to understand how the lack of information on the residual
time of requests impacts on the overall accuracy.

3.2 Statistical Correlation

It is planned to use TAN models to represent the relationship between the low
level metrics and the high-level system state as a joint probability distribution.
Out of this distribution, a characterization of each metric and its impact on the
system state, e.g. violation of a quality of service contract agreed as a maximum
two-second response time, can be extracted. The measurements collected from
the ERP case study used in subsection 3.1 are vast. It includes several dozen
attributes such as sequential read database (DB) rows, number of DB procedure
calls, DB update average time/row, time spent in the work process, wait time,
CPU time consumed, etc. However, it is important to consider the fact that
smaller subsets of metrics allow a more efficient representation and evaluation
of the model.

3.3 Machine Learning

The idea of considering the request categorization problem as a Blind Source
Separation (BSS) problem seems to be novel as presented in [8]. BSS aims to
separate a set of signals (or vectors of measurements) from a set of mixed sig-
nals (or complex workload), without the aid of information or with very little
information about the source signals or the mixing process. Those vectors of
measurements are grouped in request categories, which represent classes of re-
quests that have similar resource consumption requirements. Therefore, inferring
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various characteristics of a workload has direct application to the performance
modeling of an application, in other words it simplifies the performance model
parameterization process. The work done in [8] proposes to use a machine learn-
ing technique known as Independent Component Analysis (ICA) to solve the
underlying BSS problem. It presents preliminary results on a synthetic workload
using an e-commerce benchmark, showing an error within 4 to 17%. Inspired by
the potential of such work, it is proposed to investigate the application of similar
data-driven techniques for BSS including ICA, Principal Component Analysis
(PCA) and Canonical Correlation Analysis (CCA) in a real ERP environment.
In contrast to [8], the current investigation will use representative workloads
that include standard business transactions such as creating and listing sales
orders and invoices. Similar to the investigation conducted in [6], it is planned
to use a realistic workload model with several classes and conclude whether the
techniques are indeed scalable, given the fact that they were used in [8] within
an experimental study based on an overly simple workload model.
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Abstract. When similar business processes are deployed in different or-
ganizations, one typically adapts manually a template process to the dif-
ferent execution environments and organizational needs. Service-Oriented
Architectures facilitate the task of adaptation by exposing the function-
alities needed by the process in an abstract way, decoupled from the
implementation. Nevertheless, manual intervention to customize the pro-
cesses is still highly necessary, making it hard to maintain the processes
obtained as the result of customizations. Even more complex is the sit-
uation where several processes are customized independently but they
are still treated as linked with each other or inherited from one base
(reference) process.
In this paper, we provide an initial investigation of customization of
controllable processes.

Keywords: Variability management, Customization, eGovernment

1 Introduction

The idea of having one process to fit all needs is not realistic. In general, one
either designs a process for a very specific task, or designs a template of a process
more or less formally, to be adapted by different parties to their specific situa-
tion. Governmental laws are a good example of such circumstances. The central
government approves a law, which is a collection of requirements expressed in a
peculiar type of natural language. The law is then accompanied by an interpre-
tation document which explains how to implement it, again expressed in natural
language. Then the bodies involved in the law need to take action in order to
manage/enforce/adapt to the law’s indications.

The service-oriented approach, together with initiatives on corresponding
standardization and implementation are strongly pursued by the Dutch govern-
ment. In this work we deal with more technical aspects of these initiatives. We
concentrate on the area of workflow management, which has seen great progress
in the last years (e.g., [1]) and, if we consider the brand of Service-oriented archi-
tectures known as Web services [5], the natural candidate for modeling processes
is the Business Process Execution Language (BPEL) [2].

★ Distributed Systems Group
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Fig. 1. Overview of the two-phase transformation.

However, BPEL has some limitations with respect to the vision of process
customization. BPEL represents a business process as a tree-like structure with
the individual activities as nodes, and the control of flow statements (if-else,
while etc) as branching points within this tree. If the process itself is complex
then this tree will also be complex and hard to understand by a human reader.
Yet more problems rise while the process needs to be customized. There are
several extensions like [3] or [4] which introduce a way to simplify representation
of the complex business process via dividing it into the two parts — the “core”
process and the additional rules over it. It simplifies the understanding of the
whole process while providing a way to make customizations in the form of
additional rules.

In case of a regulated environment while there is a need in keeping con-
trol over the possible customizations, those extensions will not help since they
do not provide an explicit control over customization process. Such a control
should be performed manually and there is no guarantee the changes applied
are compatible with the existing regulation constraints.

To manage customization in a regulated environment, such as that of eGov-
ernment, we propose a process language that allows us to express variations
and constraints, and also a two phase transformation framework to manage the
customization and maintenance of the processes. The overall transformation is
illustrated in Figure 1. On the left, one starts with a description of a process,
perhaps informal. The business analyst then transforms this into an unambigu-
ous process description and then adds variations and constraints to make sure
that the process described is as widely applicable as possible. This concludes
phase 1, the output of which is a process with variations described and a set of
constraints to be satisfied. Phase 2 consists of the customization of the process
at the many different points of execution. This last step is fully automatize and
initiated by an IT specialist.
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2 Issues with process maintenance

The approach proposed in this article makes it easier to maintain process evolu-
tion. For example, consider a situation in which a reference process is changed
due to the fixing of an error or a change in the requirements for implementation.
In this case, it is required to repeat the second phase of transformation in order
to propagate the changes in all inherited process automatically. Such an advan-
tage is achieved via the restriction of possible customizations as well as dividing
the customization into the two formal phases.

On the other hand, while predictable change can be managed in this way, it
is impossible to anticipate all the possible changes in the requirements. There-
fore, this solution does not work for all cases, and this is why the solution is
offered for regulated environments such as eGovernment where it is easier to
restrict the possible changes by means of administrative rules. Also, under some
circumstances it is necessary to change the inherited process directly due to local
needs which were not anticipated by the original design. The whole picture is
illustrated in Figure 2. Here the reference and inherited processes are displayed,
and the horizontal arrow labeled with “1” represents the existing transformation
rules which are forming the link between the reference and inherited processes.

The reference process may also be changed, leading to athe new reference
process; this is illustrated by the left vertical arrow labeled with “2”. As a result,
having the link between the reference and inherited process, it is possible to build
a new inherited process via repeating the underlying transformation. Obviously,
this transformation may become invalid over the changed reference process and
thus the first issue appears: How can we identify whether the changes being
applied to the reference process are compatible with all inherited processes?

At the same time, the inherited process may also be changed, which is re-
flected by the right vertical arrow labeled with “4”, and in that case the second
issue appears: Once the inherited process has changed, is it feasible to keep the
link with the reference process? In other words, is it possible to maintain the link
between the inherited process and the base process, while at the same time re-
taining the ability to make arbitrary modifications within the inherited process?

Note that the transformations “1” and “3” are the same since they both
represent the link between the reference and inherited process. The remaining
problem is that the transformation “3” may be invalid, as already described as
the issue one.

3 Ways to address the issues

Several approaches may be identified in order to solve aforementioned issues
related to the workflow maintenance and evolution:

– Make an automatic merge of two workflows basing on formal graph trans-
formation rules

– Confine the possible customization changes so it would be easy to perform
a maintenance — the “difficult” cases in customization just not allowed
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Fig. 2. The process maintenance.

– Identify a “change set” or “change region” and treat it like a base building
block of customization.

The first approach requires complex analysis of the merged graph since apart
from the geometric difference we also have to consider semantic meanings for
each node as well as the side effects of any change in the process structure.
These issues represent a challenge which is beyond the scope of this paper.

The second approach is the easiest one but reduces the flexibility, thus making
it difficult to use for real world tasks. This approach is based on the assumption
that the particular “difficult” customization cases are not important and may
be suppressed. Such an assumption could only be made after analysis of the
particular domain area and identification the most frequent customization cases.
Therefore, is approach is not suitable for a general-purpose solution.

For the third approach there are many investigations related to the identify-
ing of a change set, for example [6]. The extraction of a change region may help
to construct a conversion function as an interpretation of manual changes. This
conversion function corresponds either the arrow “4” or the arrow “2” on Fig-
ure 2, depending on which process is changed. Once the conversion function is
extracted it is possible to use the combination with the existing transformation
function — either the combination of “2” and “3” (when the reference process
was changed) or “1” and “4” (when the inherited process was changed).

Regarding the third approach, many investigations have been carried out
related to the identification of a change set, for example [6]. The extraction of a
change region may help to construct a conversion function as an interpretation
of manual changes. This conversion function corresponds either to the arrow “4”
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or the arrow “2” in Figure 2, depending on which process has changed. Once
the conversion function has been extracted, it is possible to use the combination
with the existing transformation function - either the combination of “2” and
“3” (if the reference process has changed) or “1” and “4” (if the inherited process
has changed).

The main issue in relation to this approach is to extract the conversion func-
tion correctly and to identify the possible cross-influence between this extracted
conversion function and the existing transformation link. This is a subject for
future research.

Fig. 3. An example of an e-Government process for obtaining a wheelchair.

Consider an example of a typical eGovernment process — issuing a wheelchair
for elderly people (see Figure 3). Reading the figure from left to right, we observe
the initial activity of registering to obtain a subsidized wheelchair. The next
activity is that of an expert from the municipality visiting the home of the
requesting person. Then there is a choice point requiring a choice being made
by an authorized civil servant. Based on this choice, three further activities are
possible, which then rejoin in an accepting the request activity. Now a further
automatic choice is performed, such as a check on the age of the requesting party.

Finally, the original person will receive a wheelchair, either having to pay for
it himself, or having it subsidized. However, in one municipality the minimum
age for getting a wheelchair may be 70, and in another one it may depend not
only on the age.

Now, consider the case in which the reference process is not acceptable for
one of the local municipalities, so they make an appropriate change and as a
result is the process shown in Figure 4. The changed regions are outlined with
dotted rectangles for convenience.

What happens if the reference process itself is changed after the customiza-
tion has been done? For example, the reference process is modified in a way
when the activity “Refer to CIZ” is no longer needed . This modification is not
dangerous since the activity which is removed from the reference process is not
used in the inherited processeither. On the other hand, this activity belongs to
the change region which may lead to difficulties with automatic resolving.

Another example of the reference process change is the removal of the activity
“Indication”, which not only belongs to the change region but is also used by the
inherited process. Two options are available here: to remove this activity from
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Fig. 4. Customization example

the inherited process as well or to report an error since such change is illegal. It is
not possible to identify which option is correct since the decision depends on the
logic beyond the processes and the nature of changes made to those processes.

These simple examples show the difficulties with the automatic process main-
tenance therefore making the task of automatic process maintenance challenging.
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Abstract. This paper presents a platform that facilitates building scientific ser-
vices on top. We describe the problems in building such services and derive a 
general-purpose, extensible layer for accessing any resource that has a URI and 
is accessible on the Web. The platform, and more in general the classes of sys-
tems that have this functionality, is referred to as Resource Space Management 
System and is the (scientific) resource analogous of a data space management 
system. In this paper we describe the model and conceptual architecture of the 
platform, discuss its benefits and outline the research plan for its realization. 

Keywords: Resource Space Management Systems, Scientific Resources, Scien-
tific Services  

1 Introduction 

With the advent of the Web era we have moved away from printed papers and jour-
nals towards digital formats. As a result, a large number of services allowing their 
dissemination, archiving, sharing and reviewing have emerged. This has also made 
possible the rising of other non-conventional types of scientific contributions, e.g., 
video, datasets, and other resources; very rare before the Web. Thus, the Web has 
opened a world of possibilities for how scientific knowledge dissemination, creation 
and evaluation could be done and for how the notion of scientific contribution could 
evolve to serve the need of scientists to learn about novel, interesting research ideas 
and results. 

There has been a considerable amount of work, ranging from theoretical to practic-
al proposals, on how to exploit the Web to improve the way we do science today. 
Perhaps, one of the most representative of such initiatives, due to is ambitious goals 
and scope, is Liquidpub1, an EU project that aims at capturing the lessons learned and 
opportunities provided by the Web and open source, agile software development to 
develop concepts, models, metrics, and tools for an efficient (for people), effective 
(for science), and sustainable (for publishers and the community) way of creating, 
disseminating, evaluating, and consuming scientific knowledge [1].  

Besides concepts and models, from a technological/service perspective, imple-

                                                           
1 http://project.liquidpub.org 
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menting the vision of initiatives such as Liquidpub requires the development of ser-
vices for, among others, i) supporting scientists in knowledge search, aggregation, and 
evaluation by interfacing with “traditional” or “novel” data sources (from Springer-
Link and ACM repositories for access to scientific data and metadata to social book-
marking sites such as citeUlike), ii) interfacing with systems that support the know-
ledge evaluation process (e.g., conference management systems), and iii) interfacing 
with systems that provide for early sharing of knowledge (blogs, wikis). These are 
just some examples of the arbitrary number of scientific services that can be built 
once access to scientific resources is available.  

Given the above, we need an extensible and common platform to access the vari-
ous kinds of scientific resources available on the Web, that makes it easy (or at least 
easier) to develop services on top. The goal of this research work is to design and 
develop such a platform; which we refer to as a resource space management system 
(RSMS). We plan to achieve this by providing the RSMS with the following characte-
ristics: 
• Homogenous programmatic access to scientific resources and web services 

regardless of how they are implemented as long as they are web accessible (via 
browser or rest/soap API). 

• Universality. We aim at covering a large set of scientific resources of various 
kinds as described above. While anything identified by a URI is in scope of RSMS 
(whether it is a scientific resource or not) we aim to provide concepts and services 
for scientific resources, such as built-in notions of authors, references, and the like.  

• Collaborative Extensibility. Given the large amount of services available, it is 
practically impossible to provide a monolithic infrastructure that incorporates all of 
them. We made an early design decision to facilitate extensibility by the communi-
ty where developers can just register adapters that interface with systems such as 
scientific resources and that may be hosted within RSMS but also by other parties 
(i.e., there is no need for plugging in code).  
 

Building such an infrastructure presents several interesting issues and challenges 
not only from a practical but also from a conceptual point of view. These issues and 
their implications (that will be addressed on this work) can be summarized as follows:  
• Lack of common conceptual model for scientific resources. Given the vast 

number of resources in the “space” of resources, it becomes difficult for services to 
handle each resource-specific operations (e.g., searching, publishing, changing 
access rights) and properties (metadata). The lack of a common conceptual model 
for resources makes services to be limited to specific resources, i.e., the ones hard-
coded in the service implementation. It also means that clients need to integrate the 
different data sources and give the semantics to the resources and their relations. 
What this implies is that a common conceptual model should be general enough to 
cope with the potential requirements of the services on top, and simple enough to 
be useful. Defining such a conceptual model with a proper compromise is part of 
this research work. 

• Heterogeneous interfaces. Scientific resources can be provided by “traditional” or 
“novel” data sources. Interfacing with such heterogeneous data sources normally 
requires clients to implement the access for each of them, given that the interfaces 
of these sources have different signature details.  In some cases,  sources are not 
even exposed via APIs or meant to be crawled (for example, getting citations from 
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Google Scholar), then requiring clients to implement wrappers and raising some 
other problems like limited access, banning, etc. Therefore, to facilitate building 
services on top, the platform should abstract the specifics of the different data 
sources and provide a common interface.  

• Difficulty to extend sources available. Extending the sources available to the 
services implies in most cases changing the service implementation to introduce 
the required support (e.g., adding a new citations source to a service that computes 
citation-based indexes). To avoid this problem, the platform should incorporate an 
extensibility model that allows us to extend the sources available without introduc-
ing changes in the platform.  

• Maintenance cost and scalability. Associated to the above problems is the main-
tenance cost. Adding new sources, maintaining wrappers as they may become ob-
solete, providing support to new resources; all of them imply effort. Moreover, as 
the number of services grows, the scalability of the platform becomes a problem. 
Therefore, to sustain a platform like the one we intend, it is necessary to reduce the 
effects on costs and performance. A preliminary model based on distribution of ef-
fort and computation is presented in this paper.   

 

In the following we outline a research plan towards the design and development of 
models and systems for RSMSs. 

2 Use case: Liquid Journals 

As part of this research work, we will develop a use case based on a new model for 
scientific knowledge dissemination: liquid journals (LJ) [2]. This use case will allow 
us validate the concepts, models and system developed in the context of this work. 

In a nutshell, LJ is a system capable of querying the Web for “interesting” and “re-
levant” scientific contributions, and that can evolve to include new contributions as 
they appear on the Web (or become “relevant” to the journal). In the context of LJ, 
scientific contributions can range from traditional peer-reviewed journals, to blogs 
and scientific datasets. It is up to the editor to specify the type and qualities of contri-
butions he/she wants in the liquid journal.  

Thus, the effort in developing the liquid journals will be on the definition of a 
query language capable of capturing the notions of “interestingness” and “relevance”, 
and on the development of the underlying query engine on top of the RSMS, capable 
of merging results from various data sources (e.g. search engines, social bookmarking 
services, …), filtering and grouping the results according to the query definition and 
to rank them according to their relevance. The RSMS will provide seamless access to 
the scientific data sources and a conceptual model for scientific contributions. 

3 Research Space Management Systems 

In order to overcome the issues we have presented before, we build the platform 
around the abstraction of scientific resource and provide a general and extensible 

ICSOC&ServiceWave 2009 Conference PhD Symposium

33



model: the resource space. Then, from the infrastructure point of view, we provide a 
collaborative-extensible and distributed platform. An overview of the preliminary 
model and platform is presented in the following. 

3.1 The Resource Space 

RSMS is based on the notion of viewing every possible kind of scientific contribution 
available on the web as a scientific resource. Under this assumption, the web is a 
(scientific) resource space and the RSMS manages – and simplifies – access to these 
resources. 

A resource can be any artifact we can refer to by an URI and that is accessible over 
the Web (e.g., documents, experiments, but also metadata from citeUlike and Google 
Scholar, etc). These resources are managed by potentially different service providers 
(e.g., Google Docs, Google Scholar, ...). We refer to these service providers as re-
source managers. Then, the third element we consider is the action. Actions describe 
the services provided by resource managers and that allow us to operate with the 
resources (e.g., to share or search documents, or more complex actions such as crawl-
ing a web site for scientific metadata).  On top of this we provide set of abstractions, 
to free upper layers of implementing resource specific operations. 

Incidentally, these abstractions are natural extensions of the basic elements. Thus, 
the first abstraction we consider is the resource type, which characterizes families of 
resources with similar behavior. Analogously, resource manager types denote general 
classifications of resource managers, such as archives, search engines, control version 
systems, etc. Then, the action type provides a common interface for semantically 
equivalent actions. For example, to “change access rights” in both Wiki and Google-
Docs regardless the differences in their “signature” detail. 

On top of these constructs, we define entities and specific metadata and operations 
for scientific resources that correspond to common resources and actions that services 
need to perform. In this preliminary model, we consider the following scientific enti-
ties: scientific contributions, people, communities, events. The mapping of those 
entities to the resource space is performed by defining particular resource types that 
encapsulate the properties, relations and behavior of those. It is possible, however, to 
extend these entities following our extensibility model below. 

3.2 Extensibility model 

In general terms, the approach we follow is to provide a set of core modules that can 
manage the adapters and access to resource managers through these adapters. Adap-
ters are provided by third parties and made available to the upper layers trough the 
registration service of the RSMS. This allows us to extend the sources available with-
out introducing changes into the platform, so making the platform easier to maintain. 

The RSMS extensibility approach, the resource manager and the concept of re-
source type collectively support a flexible binding approach that can range from static 
to dynamic binding to both adapters and (for services using the RSMS) to resources. 
Static binding to adapters is implemented by restricting (for a given or all RSMS 
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clients) access to a given (set of) resources to go through a specified adapter - and 
therefore using a specific mapping between generic actions and actual operations. 

However in general it is possible to change dynamically the adapter we use to 
access a given resource: the mappings are specified and the adapters are registered, 
this is transparent to RSMS clients. Besides load balancing, the key benefit here is 
reliability and the ability to leverage the community to maintain a complex distributed 
system. For example, the RSMS could switch to another adapter in case the one in use 
becomes obsolete. Note that dynamic binding here is “provider-enabled” in that the 
provider of the adapter makes sure to define the mapping with the resource type ac-
tions. 

4 State of the Art 

With the goal of providing access to scientific resources available on the web, search 
engine technology has been explored and applied to scientific content [3]. Examples 
of those are Google Scholar and Citeseer, which provide only a partial view of what 
we consider as scientific contributions. Besides efforts on standardizing the access to 
scientific content (e.g., the OAI-PMH protocol, www.openarchives.org/pmh), these 
search engines, as well as most of scientific services, provide heterogeneous interfac-
es and metadata format. Moreover, in the scope of this research we also consider the 
problem of operating on data sources (not only search). 

Thus, a relevant area is that of service integration and interoperability, where re-
search on service compatibility [4], and recently on models and frameworks for ser-
vice integration, replaceability and interoperability has been done (e.g., [5, 6]). These 
works serve as foundation over which we build our strategy for providing uniform 
interface for operating on scientific resources at different levels of abstraction. In this 
work, however, we take the resource perspective, paying particular attention on mod-
eling the scientific services associated to the resources, while ensuring universality, 
maintainability and scalability.  

In other dimension we have the information integration, which is important as most 
relevant scientific services imply getting metadata from sources with different meta-
data schema. In this area, important research has been done on techniques for data 
integration, organized in two general approaches: global-as-view [7] and local-as-
view [8]. From these research works, we have learnt about strategies that can be com-
bined and applied to our proposed model of resource space, at different levels: from a 
resource manager to it correspondent resource manager type, and from this to our 
uniform model of scientific resources.  

Finally, a highly relevant work to RSMS is that of Dataspaces, which extend 
DBMS concepts to reach heterogeneous data sources by allowing integration to be 
done in an incremental fashion [9]. In particular, building applications over this layer 
allows searching and operating with multiple data sources using a common interface. 
As this framework is general, therefore, it does not provide any particular modeling 
for scientific resources. In addition, there is not focus on extensibility, on providing 
resource type abstractions, which hides the specificities of the resources and allows 
operating on resource of the same type with the same set of operations. 

ICSOC&ServiceWave 2009 Conference PhD Symposium

35



5 Conclusion and Research Plan 

In this paper we have introduced a conceptual framework for RSMS. This system is 
inspired by the idea of having a homogeneous view of a space of resources, in which 
those resources can be provided by different and heterogeneous resource managers on 
the Internet. In this context, we have also introduced a preliminary model for the 
resource space applied to scientific entities. The innovative aspects of the proposed 
abstraction layer rely on a combination of universality, which allows us to manage 
any web-accessible resource; accessibility, in terms of homogeneous and source-
independent access to resources; simplicity, in terms of the general model and of the 
abstractions used, and extensibility, which is a property of both the model (which 
allows us to define different new resources and actions at different levels of abstrac-
tions) and of the architecture (that allows us to plug new resource managers).  

The current status of this research work is a preliminary conceptual model of the 
resource space, and architecture and working prototype of the RSMS core (based on 
the resource management module of Gelee [10]).  

As future work, we will define a detailed conceptual model of the scientific entities 
and integrate it with the resource space conceptual model. We will extend the RSMS 
core to cope with advanced features such as dynamic adapter binding and distributed 
adapters and, once finished, we will bootstrap the platform with a set of common 
research services that we will derive from the liquid journals use case. The platform 
described in the context of this research will constitute the foundation of the technical 
architecture of the Liquidpub project.   
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Abstract. Service-oriented architectures have found their way into industry to
enable better business-to-business cooperations. With this software architecture
new challenges for software development and testing appeared.
In this proposal we discuss the problem of testing these complex, and distributed
systems in dedicated test environments. We argue that state and configuration of
the production system can influence system behavior in an unexpected way, and
that test environments do not reflect the final system adequately. Therefore, we
propose the development of an online testing method to detect state-based faults,
and discuss related research challenges and solutions.

1 Introduction

A service-oriented architecture (SOA) is a software architecture that aims at reusabil-
ity and interoperability by exposing functionality as loosely coupled services, that can
be composed to form business processes. Testing such systems is aggravated by stake-
holder separation: third party services are black-boxes for integration testers, and in-
fluence in their evolution and maintenance is not permitted. Dynamic features, like
ultra-late binding or dynamic composition of services, allow a flexible and dynamic
way of composing a concrete system just at runtime, but restrict the ability to test a
priori. The context in which a service will be used is often unknown at the service’s de-
velopment time, imposing problems for service testers to predict and foresee possible
requirements and usage scenarios. The limited testability of service-oriented systems
imposes the need of reconsidering and redesigning traditional, and inventing new test-
ing methods and processes, as mentioned in [5, 8, 10, 12].

This proposal suggests online testing as a method to identify state-based faults in
online reconfiguration of service-oriented systems. Online testing is testing carried out
in the realm of the production system, and in parallel to its operational performance. In
our context, state comprises information about previous executions, the concrete set of
installed and active programs, as well as history of preceding configuration activities.
Reconfiguration includes evolution of business processes, services, business logic and
changes in the execution environments.

The proposal is structured as follows: first, related work is summarized. Section 3
states the problem and formulates the research hypothesis. The related research chal-
lenges and possible solutions are discussed subsequently. The research plan is outlined
in Section 5, followed by the evaluation plan in Section 6. The expected outcomes are
summarized in Section 7.
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2 Related Work

Influenced by the need of new testing methods and techniques for SOA, many ap-
proaches on unit, integration, interoperability, and regression testing can be found in
the literature [4, 6]. We are focusing especially on related work concerning integration
and online testing, where in particular the lack of control of integrated services e.g., to
access the service code or to put a service in test mode, and the lack of information of
integrated services e.g., to generate stubs, aggravate testing.

Similar to online testing is in vivo testing [7], also dubbed as perpetual testing1,
used to assess live applications after deployment. However, while in vivo testing fo-
cuses on performing unit tests, our proposal focuses on integration testing of service
compositions. The scope of the test naturally affects the test approach, the test cases
required, and their number. Online testing, as we see it, does not replace offline integra-
tion testing, but offers an efficient approach to address reconfiguration faults that cannot
be identified in the offline test environment.

Bertolino et al. [1, 2] have also looked at the field of online testing, with interoper-
ability testing, approaching the testability problem by redirecting service invocations to
stubs. They suggest that the originally passive registry should take over an active audi-
tion role, and check the correctness of a service against its specification before listing
it. Services already active in the SOA do not take part in the testing process. In contrast,
our method will check the service implementation against expectations (specification)
of requesting services, and not against its own specification.

Heckel et al. [11] discuss an approach, in which a central third party, called the dis-
covery agency, checks that a service conforms with its specification, i.e., a model, by
performing full behavioral and functional tests, before it is registered. Later on, other
services can compare their requirements against the model provided by a discovered
service. Their assumption is that the service could be faulty, either unintentionally be-
cause of insufficient testing, or intentionally for introducing malicious services. This
differs from our online testing in which we focus on integration faults that are not eas-
ily caught using just offline testing. Further, it is not obvious in their description how a
service checks its requirements model against the service specification model.

To run a test in the production system, undesired side effects need to be avoided,
thus the system must provide test isolation, which has been addressed by [3, 9, 13]. Our
approach to achieve test isolation differs from these approaches where a test sensitive
component is cloned, replaced with a proxy, either in test mode or operational mode, or
where testing is completely aborted. In our online testing framework, a component is
not cloned, but two versions of a service are instantiated, whereby inheritance is used
to allow test isolation, which makes the solution less expensive. Since both services are
available at the same time, testing does not block the operational service, and can be
executed concurrently.

All testing approaches abstract away from the complex and heterogeneous environ-
ments in which the services are operated, and do not mention their influence on systems’
behavior.

1 http://www.ics.uci.edu/∼djr/edcs/PerpTest.html
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3 Problem Statement and Research Hypothesis

Testing of SOA systems means testing of organization-spanning systems-of-systems. In
most cases it is not feasible to set up an accurate test environment, that represents the
final environments of all involved parties in which services are used. Many parts of third
parties have to be stubbed or mocked, even if there is a lack in provided information.
Different and heterogeneous execution environments and their configuration have to
be recreated, whereas a clean initial system state still does not reflect the production
environment. Beside resource limitations, also time restrictions hinder adequate set-
ups, leading to the risk that even tested software fails during online integration in the
production environment.

We want to determine how the state of a system can influence its behavior in an
unexpected way, and develop an online testing method for identifying state-based faults
during online reconfiguration of service-oriented architectures.

On account of this the research hypothesis is: “Online testing is an effective strategy
for detecting state-based faults in service-oriented systems.”

4 Research Challenges and Proposed Solutions

An efficient online testing method to detect reconfiguration faults has to address fol-
lowing challenges.

What are the typical reconfiguration faults in SOAs, and which state and configuration
produce those, even if software and services have been offline tested?

The main challenge is to determine which state and configuration data influence
program execution in a SOA environment. This has to be narrowed down by the ques-
tion: “Which information is often left out in the set-up of test environments?”.

To define possible faults it has to be clear how reconfigurations of service-centric
systems are propagated to local and remote systems. Possible faults have to be parti-
tioned in those that can easily be detected during offline testing, and those that cannot.
Latter faults have to be subdivided again, based on the question: “Which errors are al-
ready handled by the middleware, and which have to be handled by services and systems
themselves?”

Regarding state and configuration, security and authentication policies are often
not known or accurately implemented in a test environment. Many errors, like ser-
vice unavailability and deployment errors, will be detected and partly solved by the
middleware. During composition, and service execution, typical integration faults, like
interface, data format, and communication protocol mismatches are to be expected.
Further, dependency errors caused by evolution of parts of the system can occur, espe-
cially if some of the services and systems involved are stubbed or mocked in the test
environment. It is important to analyze the impact of software evolution on the exist-
ing systems, either local or remote, and which layers of a SOA are affected. This can
reach from changes in the business process layer, to the business logic layer and also
to changes in the execution environment. Also application tolerance, which is the tol-
erance of multiple applications for each other, has to be addressed if a new services is
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integrated. Changes in the backend of a service, be it the business logic or the configu-
ration of the execution environment, can have rippling effects on local or even remote
systems. These changes can be for instance, policies, new installed software, changes of
database schema or changes of the database management system. Such modifications
can cause service level agreement violations, because the network load increases, the
new database management system responses slower, or access is now denied.

How should an effective online testing framework for SOA integration and system test-
ing be designed, and what are the requirements for such a framework?

Challenging during design and development of an online testing method, are test
isolation, performance, and application enhancement effort. If a system’s behavior is as-
sessed online, it has to be guaranteed that testing is isolated from the production system,
and no unintended side effects appear. Test execution can only take place if no perfor-
mance decreases or even unavailability of service are experienced. Enhancement costs
for applying online testability mechanisms have to correspond to the positive impact
accompanied with them. This implies that the tradeoff of online testing is corporeal.
“But how can the effectiveness of an online testing method be assessed and measured?”
Evaluation could be based on the capability of online testing to reveal faults in contrast
to offline testing.

Information regarding the state of execution environments and infrastructures (e.g.
application server, messaging bus, etc.) should support online testing to reveal faults.
“But what is an accessible and uniformed way to provide state information to testing
entities?”

Monitoring capabilities can be used to notify about reconfiguration changes in the
system. An observer service, installed on each server involved in the SOA environment,
could provide access to this information to interested and authenticated testing entities.

How can test cases, oracles, and system models be derived or generated?
In many SOA environments, abstract business models, business process models or

UML documents, as well as service descriptions are present. Those represent a good
foundation to derive system models and test cases. Test cases should not represent full
behavioral tests, but address aspects that could not been tested offline.

To solve the oracle problem, functional equivalence testing can be applied. The run-
ning system is considered to be correct and the test output for testing the new, adapted
version of the system is compared with the output of the old, stable system. Capture and
replay techniques can help to increase observability, and controllability of the testing
process, because old input and output sequences are recorded and reused ad libitum.

5 Research Plan

We have implemented an online testing framework providing test isolation in a case
study, based on OSGi (Open Service Gateway Initiative), to evaluate the fault finding
capabilities of our online testing approach. We could gain a first insight in state-based
faults, mainly caused by missing required packages, wrong class bindings, and incon-
sistencies in the overall system. Services have been consistent with their specification,
but when integrated in the execution environment, inconsistencies between different
services emerged.
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In the coming year, we plan to set up a SOA laboratory in order to examine con-
figuration and state information that is significant during system reconfiguration, and
to understand better how these influence the testing effectiveness and accuracy. Based
on the results we want to develop a fault taxonomy for faults caused by evolutions in
distributed, heterogeneous runtime environments.

In the next year, our online testing method has to be enhanced to identify these
faults, and to be applicable in industrial SOA environments (e.g., IBM product suite).

Subsequently, we will explore capabilities to reduce the application enhancement
effort. This will include automatic generation of test cases, and of testability artifacts
allowing runtime service assessment. With this outcome, the online testing method will
be extended to an open source online testing framework, providing support for test gen-
eration and execution. Throughout the research, the outcomes will be evaluated based
on case studies.

6 Evaluation Plan

The SOA laboratory is a network of distributed servers, on which services, installed in
different execution environments, form actual applications, inspired by industry. Com-
munication is handled by a centralized service registry and bus.

This laboratory will be used to conduct representative case studies, following Yin
[14], to evaluate our online testing method. Update scenarios of different parts of the
system will function to determine the accuracy of the test environment to prevent fail-
ures, and the fault finding capabilities of our method.

In collaboration with our industrial partner, we also want to assess the effort to
prepare an application, with support of our framework, for online testing. For that, we
will measure, for example, the required time and the number of necessary changes in
the existing system. A comparison of effort and fault finding capabilities should indicate
if online testing has a positive tradeoff.

7 Expected Outcomes

The resulting contributions of the doctoral studies include:

1. A new approach for online testing to detect state-based faults.
2. A series of fault models classifying faults that appear especially in the production

environments.
3. Empirical evidence concerning the effectiveness of the proposed approach.
4. An open source tool for online test support, including generation and execution of

test cases.

Our results should corroborate the hypothesis by indicating the effectiveness of on-
line testing to detect state-based faults during system reconfiguration.
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Abstract. For providers of composite services, service level agreements
(SLAs) provide a means to guarantee a certain service quality to prospec-
tive customers. Usually, violating SLAs is associated with costs. However,
the means necessary to ensure SLA conformance also generate costs. Of-
tentimes, it is therefore optimal from a business perspective to violate
certain SLAs sometimes, instead of trying for the high (and expensive)
road of always satisfying each one. In this paper we will sketch a frame-
work for the prediction of SLA violations and for determining whether
an adaptation of the process makes sense economically. If this is the case
adaptation actions are triggered, which adapt the composition on either
on instance, structural or environmental level. The ultimate goal is to
implement a closed-loop system, which self-optimizes the costs resulting
from SLA violations.

1 Introduction

Service-oriented architectures are at their core about the integration of systems.
This new paradigm is used by Software-as-a-Service providers, which deliver
basic IT functionality such as customer relations management or business intel-
ligence as composite services. One important notion for the seamless integration
of such outsourced IT services are agreements about the quality that these ser-
vices need to provide (QoS), typically defined within legally binding Service
Level Agreements (SLAs). SLAs contain Service Level Objectives (SLOs), con-
crete numerical QoS objectives which the service needs to fulfill. If SLOs are
violated, agreed upon consequences (usually taking the form of penalty pay-
ments) go into effect. However, fulfilling SLAs can also lead to costs for the
service provider (e.g., because the composite service provider needs to use more
expensive services itself, or because of the costs inherent to optimizing its service
composition). It is therefore not trivial for the provider to decide to what extend
the service’s SLAs should be fulfilled, or which SLAs should (temporarily) be
violated for economical reasons. Even more, these decisions should optimally be
automated, to allow for fast reactions to changes in the business environment.
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In this overview paper we will present a high-level framework for optimiz-
ing adaptations of service compositions with regards to SLA violations. We use
techniques from the area of machine learning to construct models allowing the
system to predict SLA violations at runtime and decide which adaptation actions
may be used to improve overall performance. Adaptation can happen on instance
level (for one instance only), on structural level (for all future instances), or on
environmental level (e.g., migrating the composition engine to a machine with
better hardware). An optimizer component decides if applying these changes
makes sense economically (i.e., whether the costs of violating the SLAs are bigger
than the adaptation costs). If this is the case the respective actions are applied
in an automated way. At its core, this system is a closed-loop self-optimizing
system [1], with the target of minimizing the total costs of adaptations and SLA
violations for the service provider.

The work described in this paper is currently ongoing. However, some impor-
tant fundamental work has already been published. In [2] earlier work regarding
the monitoring of QoS of Web services is presented. Our work on VRESCo [3]
forms the basis for the proposal presented here, providing core services such as
support for dynamic rebinding. In [4] we have presented first results regarding
the identification of factors influence of business process performance, which is
related to the generation of prediction models, which has been extended in [5].
The remaining PhD research will be led by two key research questions: (1) How
can the factors that influence the performance of a composition be identified,
modeled and analyzed, in order to enable prediction of SLA violations at run-
time, and trigger adaptations to prevent these violations? (2) How can the trade-
off between preventing violations and the costs of doing so be best formalized,
especially considering that many adaptation actions may be interleaved and com-
bined? Even though first steps exist (see Section 3), to the best of our knowledge,
these questions have not been answered sufficiently in literature so far. We plan
to validate the outcomes of the thesis using a case study, by showcasing how
self-optimization can prevent SLA violations both short- and long-term, and
comparing the total costs for the service provider with and without the pro-
posed system (e.g., using a standard WS-BPEL process). We hope to show that
the service provider will be able to both reduce the number of SLA violations
using automated adaptation (even if not all violations are prevented) as well as
to reduce the total costs of adaptations and violations.

The remainder of the paper will be structured as follows. Section 2 contains
the main contribution of the paper, a description of a system for cost-optimal
adaptation of composite services. In Section 3 we give a brief overview over
relevant related work. Finally, Section 4 will conclude the paper.

2 Approach Overview

A high-level overview of our approach is depicted in Figure 1. The system imple-
ments an optimization cycle in the Autonomic Computing [1] sense, i.e., it follows
the basic steps Monitor (monitoring the service composition, i.e., measuring QoS
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values and process instance data), Analyze (generating prediction models), Plan
(evaluating based on the generated models, the available adaptation actions and
the current SLAs of the provider if there are possible optimizations for the com-
position), and Execute (applying these optimizations). The managed element is
the Service Composition, while four other components (Composition Monitor,
Composition Analyzer, Cost-Based Optimizer and Adaptation Executor) imple-
ment the autonomic manager.

Metrics 
Database

1.
Monitor

Service
Composition

3x + 4y - 2z

Adaptation 
Actions 

Database

3.
Plan

2.
Analyze 

Cost-Based 
Optimizer

SLA
Database

Adaptation
Executor

Composition
Analyzer

4.
Execute

Composition
Monitor

Fig. 1: A Self-Optimizing System for Cost-Optimal SLA Conformance

Our approach is based on the following assumptions: (1) service providers
have explicit SLA(s) with their customers, including concrete numerical target
values for SLOs and penalty payments for SLA violations; these payments can be
staged, i.e., more severe SLA violations can lead to more severe penalties, and (2)
there is a database of possible adaptations available, including the costs of these
adaptations; costs can be both one-time costs (such as a downtime) or continually
(such as increased costs for using more expensive services). The implementation
of this database of possible adaptation actions needs to be supported by strong
tools, which allow for the generation of the most important actions in a semi-
automated way. Costs of adaptation actions can be derived using simulation or
analysis of historical data. In the following, we are assuming an autonomous
system, however, in some situations the role of the optimizer or executor can
also be adopted by a human.

Composition Monitor: The foundation of all work presented here is the ability
to gather accurate runtime data. This includes: (1) QoS metrics such as response
time or availability of the services used, (2) runtime payload data, such as cus-
tomer identifiers or ordered items, and (3) technical parameters of the execution
environment, such as the availability of the composition engine, or the CPU load
of the machine running the composition. The Composition Monitor component
is used to collect this monitoring data from various sources (e.g., an external
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QoS monitor [2] or technologies such as Windows Performance Counters1), con-
solidate it and store it to a metrics database.

Composition Analyzer: The data collected by the Composition Monitor is then
used to generate prediction models for SLA violations. Prediction models are
used to estimate at runtime if a given running instance is going to violate one or
more of its SLAs. They are associated with checkpoints in the composition model,
at which the prediction is done. Simply put, a prediction model is a function
which uses all execution data which is already available at the checkpoint and, if
possible, estimations for all missing data, and produces a numerical estimation
for every target value in the provider’s SLAs as output. We present first results
regarding this component in [5].

Cost-Based Optimizer: The Cost-Based Optimizer can be seen as the core of the
system. This component needs access to all SLAs, as well as a database of pos-
sible adaptation actions. The optimizer has to fulfill two important tasks in the
system. Firstly, it uses the prediction models generated before to predict con-
crete QoS values for every running instance and compares the predicted values
with the respective SLOs. If SLA violations would occur it checks the Adap-
tation Actions database for any possible action to prevent the violation, and
applies them if it is cost-efficient to do so. This involves solving an optimization
problem to decide which combination of actions both prevents most SLA viola-
tions and is cheapest to implement. Secondly, if more than a certain threshold
of SLA violations (in a given time frame) have been monitored, the component
tries to improve the composition itself, i.e., it tries to optimize the composition
for every future instance. The main difference is that on composition level more
possible adaptation actions exist (mainly because adaptation on this level is less
time-critical, so that adaptations which involve e.g., a system downtime are also
feasible).

Adaptation Executor: The Adaptation Executor is responsible for applying the
adaptation actions as planned by the Cost-Based Optimizer. Generally, we con-
sider the classes of adaptation actions (action classes) depicted in Figure 2.
As discussed before, adaptation can happen either on instance (level 1, i.e.,
adaptations which affect only a single instance) or structural level (level 2, i.e.,
adaptations which affect all future instances), and can consist of rebinding base
services (R*, i.e., switching from one used service to another), restructuring the
composition (S*, e.g., parallelizing some parts of the composition) or adapting
the execution environment (E, e.g., upgrading the virtual machine running ser-
vice composition). Generally, actions of type E always affect all future instances,
and are therefore only applicable on level 2.

Obviously, the concrete execution of adaptation actions depends greatly on
the action class. For applying adaptations of type R* we can use the means pro-
vided by the execution environment (such as dynamic rebinding as discussed in

1 http://msdn.microsoft.com/en-us/library/aa373083(VS.85).aspx
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Fig. 2: Classes of Adaptation Actions

earlier work [3]). For S* more complex means are necessary, for instance adap-
tation techniques such as BPEL’n’Aspects [6]. Currently, changes of class E are
mostly executed manually. However, for some changes of this class automation
has been made possible by the recent rise of Cloud Computing. If, for instance,
the execution environment is hosted in the Amazon Elastic Compute Cloud2 it
is possible to automatically adapt (some) parameters of the hosting environment
via the Amazon S2 API.

3 Related Work

We will now briefly discuss some key related work. QoS monitoring of atomic
services is discussed in [2, 7]. Our Composition Monitor will partially be based
on these results. Monitoring of composition instance data has been discussed
in [8]. However, these works do not explicitly cover SLA monitoring, which is
the scope of [9]. The authors use an event-based approach to monitor QoS,
which is in line with the ideas we have used in [4]. This work also pioneers the
idea of SLA impact analysis, which is related to the tasks that our Composition
Analyzer has to fulfill. Another basic building block of this component is the
work presented in [10], which discusses the prediction of QoS (again using an
event-based model). Self-adaptation of compositions, another core topic in our
work, is discussed in [11]. The MASC system presented there adapts itself in
order to recover from failures and improve reliability, however, this system does
not try to predict problems and prevent them proactively. Optimizing service
compositions with regards to overall QoS is an often-discussed topic, with some
seminal work dating back to 2004 [12]. In contrast to this approaches, in our
system optimization is done with regard to specific SLOs, which are currently
violated, and taking into account the tradeoff between the costs of SLA violations
and the costs of adaptation.

4 Conclusions

In this paper we have sketched the architecture of a closed-loop system, which
autonomously optimizes service compositions with regard to SLA violations,
2 http://aws.amazon.com/ec2/
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taking into account the costs caused by the adaptation. Our next steps will be
the implementation of an first end-to-end system, which includes prototypes for
all four main components of the system.
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Abstract. In order to facilitate continuous and quick adaptation to the change of 

environment and use requirements, this paper presents a self-evolution method 

for the remote sensing information service chain to keep effectiveness and 

robustness of service chain with less modification, and to maximize all users’ 

utilization under concurrent user requirements. According to the driver forces 

of service chain change, we partition the self-evolution method into three levels: 

(1) a semantic distance based relatedness analysis and min-conflict heuristic 

based service chain reconfiguration method to adapt user requirement change; 

(2) a sensitivity analysis and robust optimization based method to keep 

maximum stability of service chain in dynamic environment; (3) a non-

cooperative game approach for multi-service chain cooperation optimization 

under tasks concurrent. 

1   Introduction 

As satellites of Earth Observing System (EOS) currently beam down several hundreds 

of gigabytes data daily, the inconsistency between powerful data instruments and 

incompetent data process becomes ever more standing, which is making this field 

“data-rich but analysis-poor” [1]. The key reason leads to it is not lack of applications 

to handle with these data, but mechanisms how to aggregate the applications which 

are distributed in Internet extensively (hence be looked as remote sensing services) 

together and cooperate them to satisfy the need of the data analysis. This is so-called 

remote sensing service chain[2] through service composition. Compared with generic 

Web service composition, remote sensing services have some typical features as 

follows: 

Complex in user requirements, for examples: real-time monitor for forestry fire, 

coast, and flood; concurrent in user requirements, for instance, in Sichuan Wenchuan 

Earthquake, we must evaluate earthquake damage and monitor coast, landslides, and 

barrier lakes at the same time. 

Rich in data dimensions. Data in remote sense with dimensions of spatiality, 

temporal, image resolution, sensor type, and image spectrum, makes it harder to be 

described and more complicated in processing flow. What’s more, mass remote 

sensing images make the service chain more sensitive to response time.  

Complex in remote sensing processing. Remote sensing service composition has 
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been constrained by more strict process semantic; Computation-intensive feather in 

remote sensing also makes remote sensing processing more time consumed. 

So, remote sensing service chain should be flexible enough to effectively adapt to 

fast change of use requirements and environment, through frequently refining their 

structure. The existent methods to generate services have some disadvantages are as 

following: 

Lack of mechanism to adapt user requirements change via local reconfigure at 

function level which are known as abstract services[3]. The state-of-art service 

composition approaches[4] are facing more and more serious bottlenecks of 

effectiveness and stability, since new service chain must be generated from “scratch” 

for each requirement. Those methods are also known as “first principle”. Distinguish 

with it, another way is how to make use of relativity between remote sense service 

chains and reuse knowledge about similar, already solved problems successfully. 

These methods are always known as “second principle”[5], which aim to make 

service chain generate more effectively and execute more stably. Although there are 

some researches generate service chain by case based reasoning[6-7], they do not take 

into account strict process constraints in remote sensing. What’s more, how to 

measure similarity between cases accurately and refine service chain effectively are 

still open questions. 

Lack of robust adapting to dynamic environment at capability level known as 

concrete services[3] which usually modeled as QoS constraint based optimization. 

The service chains are much more sensitive to services and transportation network 

performance, because data-intensiveness and computing-intensiveness are essential 

features in remote sensing. A small perturbation in QoS dimension of services and 

transport network will make former optimization solution become infeasible. There 

are many researches dynamic modify service chain through runtime monitor and re-

planning technology[8]. But, because of high dynamic and uncertain of services and 

transport network in nature, the dynamic modification may be too frequent, and leads 

to unstableness and decrease of performance of service chain execution. Therefore, 

we still are short of quantization model to estimate the influence of QoS perturbation 

on service chain. The mechanism how to keep service chain robust in dynamic and 

uncertain environment is unclear. 

Lack of optimal mechanisms to deal with concurrent user requirements. The 

existing optimal composition approaches search optimization solution[9] under QoS 

constraints (such as response time, cost, stability and available) via “selfish” way. Yet, 

these methods only take single used requirements into account, not adapt to 

applications like remote sensing emergency and disaster response where concurrent 

task happened frequently. Concurrent tasks competing optimal services leads to 

conflict problem and decreased performance of all service chains, which are known as 

“tragedy of the commons”. A key problem is how to reduce the conflict caused by 

concurrency tasks to make all service chains reach the optimization at the same time. 

In conclusion, in the face of high dynamic environment, dynamic and concurrent of 

user requirements, the challenge is: how service chains adapt to user requirements and 

environment to keep effective and robust of service chain with lesser modification 

and how to implement multiple service chains cooperation optimization under 

concurrent tasks to maximize all users’ utilization. Hence, we put forward a novel 

method to solve them from self-evolution viewpoint. 
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2   Remote Sensing Service Chain Self-Evolution Method 

The basic conception behind remote sensing service chain self-evolution method is: it 

is a self-adaptive behavior responds to exterior dynamics factors, through frequent 

revise structure, function and capability of service chain, with completeness, 

minimization and consistency. 

Exterior factors dynamics refer to user requirements, services runtime environment 

which include temporal disability of service, modification of services QoS and 

network QoS, and so on. 

Completeness, refers to if it is feasible to change from current service chain to 

others, then, we always can find the post-evolution service chain. 

Minimization, refers to achieve the evolution process with minimum service chain 

changing. The minimization has two means here: maximum reuse existent service 

chain and least revision that establishes the upper and lower limits of the sensitivity 

interval and finds a robust solution with less sensitivity to dynamic environment. 

Consistency, includes function consistency and capability consistency, i.e. 

evolution process must satisfied constraints such as function constraints and QoS 

constraints. 

2.2   Service chain Self-Evolution Method 

We reduce self-evolution method to two levels and three hierarchies according to the 

driving forces mentioned above, shown as table 1. The abstract service chain made up 

of abstract service to satisfied user function requirement. Concrete service chain made 

up of concrete service to which mapping or binding very abstract service. The 

proposed research methods consist of three aspects as follows, also shown as fig. 2. 

Table 1.  The basic idea of service chain evolution. 

Service 

chain level 

Question Basic idea Hierarchy 

Single 

service 

chain 

How to adapt user 

requirement changing 

Choosing a most similarity service chain 

by user requirements relatedness analysis, 

and fast reconfiguring by local revising 

based on reuse knowledge about similarity, 

already solved problems successfully. 

Abstract 

service 

chain 

How to keep service 

chain robust in dynamic 

and uncertain 

environment 

Analysis the influence of QoS perturbation 

including QoS preference, QoS 

constraints, and services QoS on service 

chain; set up a robust optimization model 

to keep service composition optimal 

solution more stability. 
Concrete 

service 

chain 

Multi-

service 

chain 

How to make all 

service chain reach 

optimization at the 

same time in concurrent 

situation. 

Modeling competition relationship 

between tasks by non-cooperative game, 

which assures maximizing all tasks’ 

utilization under multi-task conflict 

condition. 
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Fig. 1. Architecture of service chain self-evolution method 

(1) Adapt to user requirement 

A pair  describe the service chain (the former), and corresponding user 

requirement (the latter). We put forward a reconfiguration approach to adapt user 

requirement change. The basic idea is find a most similarity service chain by analyze 

relativity between current user requirement, say  and former one, say , and 

then get a new service chain through minimal local modify.  

We model user requirement as and/or graph, in which each node describes term 

ontology in the domain. Relativity analysis of user requirements hence reduces to the 

graph similarity question, and divides it to two main steps:  

The first step is estimate the similarity between each node in the graph. The term 

ontology describe is-a, and is-kind relationship about terms. We use term semantic 

distance by network distance models to implement it[10]. The second step is estimate 

the similarity by Hausdorff distance on graph level. 

After relatedness analyses, we accomplish service chain reconfiguration by min-

conflict heuristic based regression algorithm to search a minimal influence domain 

solution, and prove be A*. Regression search algorithms start from changed 

requirements to initialization input by user, and min-conflict heuristic guide search process 

to promise search efficiency away from “combination explore” problem, which is first 

applied to solve of constraint satisfying and schedule problem by local revising [11]. 
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The reconfiguration is adding and deleting services in essence. We define unsatisfied 

requirements and preconditions (according to IOPE) of services as sub tasks. Adding 

a new service to current services chain will reduce the number of sub tasks, but 

introduce some new sub tasks-the preconditions. Hence, min-conflict is designed to 

maximize former, and minimize the latter.  

(2) Robust optimization in dynamic environment 

We quantitative analysis the influence of QoS perturbation on service chain 

performance via (mix) integer linear programming model shown as(1), where  is 

object functions,  is inequality constraints and  equality constraints. They are 

linear functions. The service QoS model used here is Zeng’s five dimensions model: 

execution price, execution duration, reputation, successful execution rate, availability[9]. 

Based on this, we cast QoS preference, QoS constraints, and QoS of services and 

network to profit parameters, left-hand side and left-hand side of constraints, 

respectively, and establish the upper and lower limits of the sensitivity interval 

through sensitivity analysis. This is the process decide if the re-planning should be 

triggered. 

  (1) 

Then, we set up robust optimization model via minimax criterion[12] to deal with 

the uncertain of service QoS. According to service chain execution state, the service 

chain can be classified three states: executed, executing, and waiting for execute. The 

key principle is only the waiting for execute state services will be considered. We 

structure QoS value uncertainly by intervals defined by lower and upper bounds, and 

minimax criterion defined as finding among all globe optimization solution the one 

that minimizes the maximum from them. Minimax criterion based robust optimization 

approach can give a conservation solutions based on the anticipation that the worse-

case will happened.  

By strategy motioned above, we decrease service chain sensitivity to uncertain 

environment and reduce re-planning frequency by robust optimization solution.  

(3) Concurrent tasks optimization 

The key idea to solve the problem in concurrent tasks optimization is finding an 

optimal composition method which insures the service chain composition strategy of 

each task is the best even considering other tasks’ strategy. Hence, a non-cooperative 

game based mathematics model is proposed to analysis competition relationship 

between tasks through best reply function. In this game, every user as actor, the 

optimization combination solution as strategy, and user object function  as utility. 

To achieve this game, best reply based iteration algorithm is proposal. Best reply is 

used to quantize conflict between tasks to assure each task finds optimal composition 

strategy adapting to other tasks’. It includes two parts: “the best” and “the reply”. We 

modify global model of Zeng[9] by apply a new queuing theory based response time 

compute approach to calculate optimization strategy. And, we defined remainder 

computer capability to describe “the reply”. Iteration algorithm is the process where 

the users update their optimization strategy one after the other until the predefined 

threshold reached. It will converge to Nash equilibrium, which maximizing all task’s 

utilization under multi-task conflict condition. 
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The non-cooperative game based service optimization composition method is 

making sure every task has the highest service utility under the other user’s strategy 

considered, and we anticipate the game converge to Nash equilibrium, in which no 

task could get a better utility by changing its service composition strategy selfish. 

3   Conclusion 

Remote sensing service chain self-evolution method is a self-adaptive behavior to 

exterior factors dynamics, through frequent revise structure, function and capability of 

its. We have done some experiments on user requirements change and tasks 

concurrent scenarios and our methods show good performance in former and good 

convergence and better practice utility of all tasks in latter.  

Next step, we will focus on our sensitivity analysis and robust optimization based 

method to test capability of keeping service chain stability in dynamic environment. 
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Abstract: Aiming at the correctness, quality and efficiency of remotely 
sensed image processing service composition for geospatial applications, 
a remotely sensed image processing service composition approach is 
proposed. It includes three main algorithm: (1) remotely sensed image 
processing service chaining based on heuristic search to composite services into 
a meaningful order; (2) knowledge navigated remotely sensed image processing 
service classification and selection, which using data mining to select an 
appropriate service for specific user requirement; (3) remotely sensed image 
processing service selection with response time to meet the response time 
requirement from user. 

1  Introduction  

As the world changes more rapidly, the demand for up-to-date information for 
resource management, environment monitoring, urban planning, crisis management 
and emergency response are increasing exponentially. Remote sensing technology has 
been widely recognized for contributing to geospatial information efforts. As remote 
sensing technologies become ever more powerful with multi-platform and 
multi-sensor, hundreds of terabytes of image data is available daily. But in many cases, 
raw remotely sensed images are not directly useful without further processing. There 
are more and more needs to aggregate remotely sensed image processing to satisfy the 
increasing demands of various applications. Because the remotely sensed image 
processing demands large-scale, collaborative processing and massive storage 
capabilities, the effect and efficiency of the remotely sensed image processing is far 
from the user’s expectation. More intensive and more complex tasks make us 
“data-rich but analysis-poor”[1].  

The emergence of Service Oriented Architecture (SOA) may make this 
challenge manageable. The SOA allows cooperation of data and process components 
among different organizational units and supports reusability and interoperability of 
components through the network to satisfy more and more complex applications. 
Remotely sensed image processing services are modular components of remote 
sensing applications that are self-contained, self-describing and can be published, 
located and invoked across a network to access and process remote sensing data from 
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a variety of sources[2].  
The service composition on demand has become a hot topic. It is urged to 

encapsulate all processing function into services and recombine them with service 
chain. Service composition, the process of creating the service chain through 
composing a collection of services, is required. The various requirements of users can 
be achieved by combining different existing data and services into a value-added 
service chain. Automatic service composition, if successful, can be of great value to 
the geospatial user community.  

Remotely sensed image processing problems usually involve large and 
heterogeneous data and multiple computation steps and service providers. The 
composition approaches are illustrated by an example from the domain of remote 
sensing based change detection. Figure 1 illustrates the process of change detection 
with remotely sensed image, which generally consists of such steps as image 
acquirement, pre-processing, image registration, and change detection.  

 

 
Fig. 1 Change detection service chain 

2  Problem 

The key to achieve automation relies mainly on solutions to three issues[3]:  
(1) How to make remotely sensed image processing services interoperable both 
syntactically and semantically;  
(2) How to automatically select, based on the syntactic and semantic descriptions, the 
most appropriate data and services; 
(3) How to assemble them to build the service chain. 
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Various users require composition of different processing services in a 
meaningful order to solve specific problem. A key challenge in promoting widespread 
use of remotely sensed image processing services in the geospatial applications is to 
automate the construction of a chain or process flow that involves multiple services 
and highly diversified and distributed data. 

For remotely sensed image processing service chaining, an important problem is 
finding suitable services and to select the most suitable one according the task 
requirements. Because of the lack of the adequate knowledge of remotely sensed 
image service selection, most existing keyword-based and ontology-based service 
selection approaches are not very effective and efficient. 

Quality of service(QoS) is an important factor that should be considered in the 
process of service composition. In general, there would be many individual 
processing services offering similar functionality but with different qualities. In 
current QoS-based service research, the response time is commonly considered as a 
certain value [4]. As to remotely sensed image processing services, it is difficult to 
estimate and manage response time for two additional reasons: in most remotely 
sensed image applications such as in case of emergency, the requirement for response 
time of the service chain is very rigorous; to allow for a dynamic network 
environment and the uncertainty of processing service QoS, response time will vary 
within a range rather than being a specific value. 

3  Proposed solution 

Aiming at the correctness, quality and efficiency of processing service composition 
for remote sensing application, a remotely sensed image processing service 
composition approach is proposed in the dissertation.  
 

Table 1.  The basic idea of service composition 
Service level Question Basic idea 

Abstract 
service 

How to assemble them 
to build the service 
chain 

Remotely sensed image processing 
service chaining based on heuristic search 

How to automatically 
select the most 
appropriate services 

Knowledge navigated remotely sensed 
image processing service classification and 
selection 

Concrete 
service 

Remotely sensed image processing 
service selection with response time  

 
Remotely sensed image processing service chaining based on heuristic search 

construct service chain through two steps: 1) dynamically constructs a complete 
service dependency graph for user requirement on-line; 2) AO* based heuristic 
searches for optimal valid path in service dependency graph. These services within 
the service dependency graph are considered relevant to the specific request, instead 
of overall registered services. The second step, heuristic search is a promising 
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approach for automated planning. Starting with the initial state, AO* uses a heuristic 
function to select states until the user requirement is reached.  

It is a major challenge to select appropriate remotely sensed image processing 
services to satisfy both functional and non-functional requirement. In an attempt to 
facilitate and streamline the process of service selection, selecting services involves 
two main selection processes, abstract service selection and concrete service selection. 
Abstract service selection pick out a service to perform certain remotely sensed image 
processing function. Concrete service selection choose from among a set of 
functionally equivalent ones for each abstract service. 

At the abstract service level, a novel service selection approach, knowledge 
navigated remotely sensed image processing service classification and selection, is 
proposed in the dissertation. It consists of three main steps: service cluster pre-process, 
knowledge discovery and service selection. In the pre-process, the similar candidate 
services are grouped into clusters called service clusters as the objects to be selected 
to distinguish services detailed and sharp down the search space. In the second step, 
decision–tree, a classification method, is used to discover the latent relation between 
specific task and services. Finally, the knowledge is used to decide which service 
clusters to perform the task. By learning from domain experts’ interactions and other 
analysts’ experiences with various services, the approach will help analysts determine 
what service set most satisfies the immediate problem at hand.  

At the concrete service level, based on the probability theory, we constructs the 
probability response time estimation model to construct the constraint between the 
expected value, the variance, and the user’s requirement of response time. By using 
the critical path method (CPM), some critical services which have direct and crucial 
effects on the response time guarantee are picked out. To satisfy the constraint, a 
service selection algorithm of service selection is proposed to reselect appropriate 
remotely sensed image processing services. Thus, the optimized service chain can 
meet the response time requirement of the user with higher probability than before. 

4  Conclusion 

Our work includes two main contributions. The first is a remotely sensed image 
processing service chaining algorithm. The second contribution is a service selection 
algorithm on two levels. Three algorithms are described in this work: (1) remotely 
sensed image processing service chaining based on heuristic search to composite 
services into a meaningful order; (2) knowledge navigated remotely sensed image 
processing service classification and selection, which using data mining to select an 
appropriate service for specific user requirement; (3) remotely sensed image 
processing service selection with response time to meet the response time requirement 
from user. 
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