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Introduction

Ontology matching is a key interoperability enabler for the Semantic Web, as
well as a useful tactic in some classical data integration tasks. It takes the
ontologies as input and determines as output an alignment, that is, a set of
correspondences between the semantically related entities of those ontologies.
These correspondences can be used for various tasks, such as ontology merging
and data translation. Thus, matching ontologies enables the knowledge and
data expressed in the matched ontologies to interoperate.

The workshop has three goals:

• To bring together leaders from academia, industry and user institutions
to assess how academic advances are addressing real-world requirements.
The workshop will strive to improve academic awareness of industrial and
final user needs, and therefore, direct research towards those needs. Simul-
taneously, the workshop will serve to inform industry and user represen-
tatives about existing research efforts that may meet their requirements.
The workshop will also investigate how the ontology matching technology
is going to evolve.

• To conduct an extensive and rigorous evaluation of ontology matching
approaches through the OAEI (Ontology Alignment Evaluation Initiative)
2009 campaign, http://oaei.ontologymatching.org/2009. This year’s
OAEI campaign introduces two new tracks about oriented alignments and
about instance matching (a timely topic for the linked data community).
Therefore, the ontology matching evaluation initiative itself will provide a
solid ground for discussion of how well the current approaches are meeting
business needs.

• To examine similarities and differences from database schema matching,
which has received decades of attention but is just beginning to transition
to mainstream tools.

We received 25 submissions for the technical track of the workshop. The
program committee selected 6 submissions for oral presentation and 12 submis-
sions for poster presentation. 16 matching systems participated in this year’s
OAEI campaign. Further information about the Ontology Matching workshop
can be found at: http://om2009.ontologymatching.org/.
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Cliff Joslyn, Véronique Malaisé, Christian Meilicke, Andriy Nikolov,
Juan Pane, Marta Sabou, François Scharffe, Pavel Shvaiko,
Vassilis Spiliopoulos, Heiner Stuckenschmidt, Ondřej Šváb-Zamazal,
Vojtěch Svátek, Cássia Trojahn dos Santos, George Vouros and
Shenghui Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .73

Anchor-Flood: results for OAEI 2009
Md. Hanif Seddiqui and Masaki Aono . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

Using AgreementMaker to align ontologies for OAEI 2009:
Overview, Results, and Outlook
Isabel Cruz, Flavio Palandri Antonelli,
Cosmin Stroe, Ulas C. Keles and Angela Maduko . . . . . . . . . . . . . . . . . . . . . . . . . 135

AROMA results for OAEI 2009
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Scalable Matching of Industry Models – A Case

Study

Brian Byrne1, Achille Fokoue2, Aditya Kalyanpur2, Kavitha Srinivas2, and Min
Wang2

1 IBM Software Group, Information Management, Austin, Texas
byrneb@us.ibm.com

2 IBM T. J. Watson Research Center, Hawthorne, New York
achille, adityakal, ksrinivs, min@us.ibm.com

Abstract. A recent approach to the problem of ontology matching has
been to convert the problem of ontology matching to information re-
trieval. We explore the utility of this approach in matching model el-
ements of real UML, ER, EMF and XML-Schema models, where the
semantics of the models are less precisely defined. We validate this ap-
proach with domain experts for industry models drawn from very differ-
ent domains (healthcare, insurance, and banking). We also observe that
in the field, manually constructed mappings for such large industry mod-
els are prone to serious errors. We describe a novel tool we developed to
detect suspicious mappings to quickly isolate these errors.
keywords: Model matching.

1 Introduction

The world of business is centered around information. Every business deals with
a myriad of different semantic expressions of key business information, and ex-
pends huge resources working around the inconsistencies, challenges and errors
introduced by a variety of information models. Typically, these information mod-
els organize the data, services, business processes, or vocabulary of an enterprise,
and they may exist in different forms such as ER models, UML models, thesauri,
ontologies or XML schema. A common problem is that these varying models
rarely share a common terminology, because they have emerged as a result of
several inputs. In some cases, mergers of organizations operating in the same
business result in different information models, to express the same exact con-
cepts. In other cases, they may have been developed by different organizational
units to express overlapping business concepts, but in slightly different domains.

Irrespective of how these models came about, today’s business is faced with
many different information models, and an increasing need to integrate across
these models, through data integration, shared processes and rules, or reusable
business services. In all of these cases, the ability to relate, or map, between
different models is critical. Both human attempts to manually map different
information models and and the use of tools to automate mappings however are
very error prone in the real world. For humans, the source of the error comes
from multiple sources:
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– The size of these models (typically, these models have several thousand ele-
ments each)

– The fact that lexical names of model elements rarely match, or when they
do match, its because of the wrong reasons (e.g., a document may have an
endDate attribute, as does a claim, but the two endDate reflect semantically
different things, although they match at the lexical level).

– Models often express concepts at different levels of granularity, and it may
not always be apparent at what level the concept should be mapped. In
many real world mappings, we have observed a tendency for human analysts
to map everything to generic concepts rather than more specific concepts.
While these mappings are not necessarily invalid, they have limited utility
in data integration scenarios, or in solution building.

The above points make it clear that there is a need for a tool to perform semi-
automated model mapping, where a tool can help suggest appropriate mappings
to a human analyst. Literature on ontology matching and alignment is clearly
helpful in designing such a tool. Our approach to building such a tool is similar
in spirit to the ideas implemented in Falcon-AO [1],[2] and PRIOR ([3]), except
that we adapted their techniques to UML, ER and EMF models. Matching or
alignment across these models is different from matching ontologies, because the
semantics of these models are poorly defined compared to those of ontologies.
Perhaps due to this reason, schema mapping approaches tend to focus mostly on
lexical and structural analysis. However, existing schema mapping approaches
scale very poorly to large models. Most analysts in the field therefore tend to
revert to manual mapping, despite the availability of many schema mapping
tools.

We however make the observation that in most industry models, the seman-
tics of model elements is buried in documentation (either within the model, or
in separate PDF, Excel or Word files). We therefore use techniques described
by Falcon-AO and PRIOR to build a generic representation that allows us to
exploit the structural and lexical information about model elements along with
semantics in documentation. The basic idea, as described in PRIOR is to convert
the model mapping problem into a problem of information retrieval. Specifically,
each model element is converted into a virtual document with a number of fields
that encode the structural, lexical and semantic information associated with
that model element. This information is in turn expressed as a term vector for
a document. Mapping across model elements is then measured as a function of
document similarity; i.e., the cosine similarity between two term vectors. This
approach scales very well because we use the Apache Lucene text search engine
for indexing and searching these virtual documents.

The novelty in our approach is that we also developed an engine to identify
suspicious mappings produced either by our tool or by human analysts. We
call this tool a Lint engine for model mappings, after the popular Lint tool
which checks C programs for common software errors. The key observation that
motivated our development of the Lint engine was that human model mappings
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were shockingly poor for 3/4 model mappings that were produced in real business
scenarios. Common errors made by human analysts included the following:

– Mapping elements to overly general classes (equivalent to Thing).
– Mapping elements to subtypes even when the superclass was the appropri-

ate match. As an example, Hierarchy was mapped to HierarchyType when
Hierarchy existed in the other model.

– Mapping elements that were simply invalid or wrong.

We encoded 6 different heuristics to flag suspicious mappings, including
heuristics that can identify common errors made by our own algorithm (e.g.,
the tendency to match across elements with duplicate, copied documentation).
The Lint engine for model mappings is thus incorporated as a key filter for semi-
automated model mapping tool, to reduce the number of false positives that
the human analyst needs to examine. A second use of our tool is of course to
review the quality of human mappings in cases where the model mappings were
produced manually.

Our key contributions are as follows:

– We describe a technique to extend existing techniques in ontology mapping to
the problem of model mapping across UML, ER, and EMF models. Unlike
existing approaches in schema mapping, we exploit semantic information
embedded in documentation along with semantic and lexical information to
perform the mapping.

– We describe a novel Lint engine which can be used to review the quality of
model mappings produced either by a human or by our algorithm.

– We perform a detailed evaluation of the semi-automated tool on 7 real world
model mappings. Four of the seven mappings had human mappings that were
performed in a business context. We evaluated the Lint engine on these 4
mappings. The mappings involved large industry specific framework mod-
els with thousands of elements in each model in the domains of healthcare,
insurance, and banking, as well as customer models in the domains of health-
care and banking. Our approach has therefore been validated on mappings
that were performed for real business scenarios. In all cases, we validated
the output of both tools with domain experts.

2 Related Work

Ontology matching or the related problem of schema matching is a well studied
problem, with a number of different approaches that are too numerous to be out-
lined here in detail. We refer the reader instead to surveys of ontology or schema
matching [4–6]. A sampling of ontology matching approaches include GLUE
[7], PROMPT [8], HCONE-merge [9] and SAMBO [10]. Sample approaches to
schema matching include Cupid [11], Artemis [12], and Clio [13–16]. Our work is
mostly closely related to Falcon-AO [1, 2] and PRIOR [3], two recent approaches
to ontology matching that combine some of the advantages of earlier approaches
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such as linguistic and structural matching incorporated within an information-
retrieval approach, and seem well positioned to be extended to address matching
in shallow-structured models such as UML, ER and EMF models. Both Falcon-
AO and PRIOR have been compared with existing systems in OAEI 2007 and
appear to scale well in terms of performance. Because our work addresses match-
ing across very large UML, ER and EMF data models (about 5000 elements),
we adapted the approaches described in Falcon-AO and PRIOR to these models.
Matching or alignment across these models is different from matching ontologies,
because the semantics of these models are poorly defined compared to those of
ontologies. More importantly, we report the results of applying these techniques
to 7 real ontology matching problems in the field, and describe scenarios where
the approach is most effective.

3 Overall Approach

3.1 Matching algorithm

Casting the matching problem to an IR problem Similar to approaches
outlined in Falcon-AO [1],[2] and PRIOR ([3]), a fundamental principle in our
approach is to cast the problem of model matching into a classical Information
Retrieval problem. Model elements (e.g. attributes or classes) from various mod-
eling representations (e.g. XML Schema, UML, EMF, ER) are transformed into
virtual documents. A virtual document consists of one or more fields capturing
the structural, lexical and semantic information associated with the correspond-
ing model element.

A Vector Space Model (VSM) [17] is then adopted: each field F of a docu-
ment is represented as a vector in a NF -dimensional space, with NF denoting
the number of distinct words in field F of all documents. Traditional TF-IDF
(Term Frequency - Inverse Document Frequency) values are used as the value of
coordinates associated to terms. Formally, let DF denotes the vector associated
with the field F of a virtual document D, and DF [i] denotes the ith coordinate
of the vector associated with the field F of a virtual document D:

DF [i] = tfi ∗ idfi (1)

tfi = |ti|/NF (2)

idfi = 1 + log(ND/di) (3)

where

– |ti| represents the number of occurrence, in the field F of document D, of
the term t corresponding to the ith coordinate of the vector DF ,

– ND corresponds to the total number of documents, and
– di is the number of documents in which t appears at least once in F

The similarity sim(A,B) between two model elements A and B is computed
as the weighted mean of the cosine of the angle formed by their field vectors.
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Formally, let D and D′ be the virtual documents corresponding to A and B,
respectively. Let q be the number of distinct field names in all documents.

sim(A,B) =

∑q

k=1
αk ∗ cosine(DFk

, D′
Fk

)∑q

k=1
αk

(4)

cosine(DFk
, D′

Fk
) =

∑NFk

i=1
DFk

[i] ∗ D′
Fk

[i]

|DFk
| ∗ |D′

Fk
|

(5)

|DF | =

√√√√NF∑
i=1

(DF [i])2 (6)

where αk is the weight associated with the field Fk, which indicates the relative
importance of information encoded by that field.

In our Lucene3-based implementation, before building document vectors,
standard transformations, such as stemming/lemmatization, stop words removal,
lowercasing, etc, are performed. In addition to these standard transformations,
we also convert camel case words (e.g. “firstName”) into corresponding group of
space separated words (e.g. “first name”).

Transforming model elements into virtual documents A key step in
our approach is the transformation of elements of a data model into virtual
documents. For simplicity of the presentation, we assume that the data model
is encoded as a UML Class diagram4

The input of the transformation is a model element (e.g. attribute, refer-
ence/association, or class). The output is a virtual document with the the fol-
lowing fields:

– name. This field consists of the name of the input element.
– documentation. This field contains the documentation of the input model

element.
– containerClass. For attribute, reference and association, this field contains

the name and documentation of their containing class.
– path. This field contains the path from the model root package to the model

element (e.g. for an attribute ”bar” of the class ”foo” located in the package
”example”, the path is /example/foo/bar).

– body. This field is made of the union of terms in all fields except path.

While the first two fields encode only lexical information, the next two fields
(containerClass and path) capture some of the structure of the modeling ele-
ments. In our implementation, when the models to be compared appear very
similar, which translates to a very large number of discovered mappings, we typ-
ically empirically adjust upwards the weight of the “containerClass” and “path”
fields to convey more importance to the structural similarity.

3 http://lucene.apache.org/java/docs/
4 Our implementation is able to handle more data model representations, including

XML Schemas, ER diagrams, and EMF ECore models.
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For the simple UML model shown in Figure 3.1, 5 virtual documents will be
created, among which is the following:

Fig. 1. Simple Model Example

1. Virtual document corresponding to the class “Place”:
– name : “Place”
– documentation: “a bounded area defined by nature by an external au-

thority such as a government or for an internal business purpose used to
identify a location in space that is not a structured address for exam-
ple country city continent postal area or risk area a place may also be
used to define a logical place in a computer or telephone network e.g.
laboratory e.g. hospital e.g. home e.g. doctor’s office e.g. clinic”

– containerClass: “”
– path: “/simple test model/place”
– body :”place, a bounded area defined by nature by an external authority

such as a government or for an internal business purpose used to identify
a location in space that is not a structured address for example country
city continent postal area or risk area a place may also be used to define
a logical place in a computer or telephone network e.g. laboratory e.g.
hospital e.g. home e.g. doctor’s office e.g. clinic”

2. Virtual document corresponding to the attribute “Place id”:
– name : “place id”
– documentation: “the unique identifier of a place”
– containerClass: “place, a bounded area defined by nature by an external

authority such as a government or for an internal business purpose used
to identify a location in space that is not a structured address for example
country city continent postal area or risk area a place may also be used to
define a logical place in a computer or telephone network e.g. laboratory
e.g. hospital e.g. home e.g. doctor’s office e.g. clinic”

– path: “/simple test model/place/place id”
– body : “place id, the unique identifier of a place, place, a bounded area

defined by nature by an external authority such as a government or for
an internal business purpose used to identify a location in space that
is not a structured address for example country city continent postal
area or risk area a place may also be used to define a logical place in
a computer or telephone network e.g. laboratory e.g. hospital e.g. home
e.g. doctor’s office e.g. clinic”

6



Adding lexical and semantic similarity between terms The cosine scor-
ing scheme presented above (4) is intolerant to even minor lexical or semantic
variations in terms. For example, the cosine score computed using equation (4)
for the document vectors (gender: 1, sex: 0) and (gender:0, sex: 1) will be 0
although “gender” mentioned in the first document is clearly semantically re-
lated to “sex” appearing in the second document. To address this limitation, we
modify the initial vector to add, for a given term t, the indirect contributions of
terms related to t as measured by a term similarity metric. Formally, instead of
using DFk

(resp. D′
Fk

) in equation (4), we used the document vector D̂Fk
whose

coordinates D̂Fk
[i], for 1 ≤ i ≤ NFk

, are defined as follows:

D̂Fk
[i] = DFk

[i] + βi ∗

NFk∑
j=1 & j �=i

termSim(ti, tj) ∗ DFk
[j] (7)

βi =

⎧⎨
⎩

0 if, for all j �= i,DFk
[j] = 0,

1∑ NFk
j=1 & j �=i & DFk

[j]�=0
1

otherwise (8)

where

– termSim is a term similarity measure such as Jaccard or Levenshtein simi-
larity measure (for lexical similarity), a semantic similarity measure based on
WordNet [18] [19], or a combination of similarity measures. termSim(ti, tj)∗
DFk

[j] in (7) measures the contribution to the term ti of the potentially re-
lated term tj .

– βi is the weight assigned to indirect contributions of related terms.

For efficiency, when comparing two document vectors, we only add in the
modified document vectors, the contributions of terms corresponding to at least
one non-zero coordinate of any of the two vectors.

The equation (7) applied to the previous example transforms (gender:1, sex
:0) to (gender: 1, sex: termSim(“sex”, “gender”)) and (gender: 0, sex: 1) to (gen-
der: termSim(“gender”, “sex”), sex: 1). Assuming that termSim(“sex”, “gen-
der”), which is the same as termSim(“gender”, “sex”), is not equal to zero, the
cosine score of the transformed vectors will obviously be different from zero, and
will reflect the similarity between the terms “gender” and “sex”.

For the results reported in the evaluation section, only the Levenshtein simi-
larity measure was used. Using a semantic similarity measures based on wordnet
significantly increasing the algorithm running time with a marginal improvement
of quality of the resulting mappings. The running time performance of semantic
similarity measures based on WordNet, was still unacceptable after restricting
related terms to synonyms and hyponyms.

Our approach provides a tigher integration of cosine scoring scheme and a
term similarity measure. In previous work, e.g. Falcon-AO[2], the application of
the term similarity measure (Levenshtein measure in Falcon-AO) is limited to
names of model elements, and the final score is simply a linear combination of
the cosine score and the measure of similarity between model element names.
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4 Evaluation of Model Matching Algorithm

To evaluate the model matching algorithm, we accumulated industry models and
customer data models from IBM architects who regularly build solutions for cus-
tomers. The specific model comparisons we chose were ones that IBM architects
need mapped in the field. In four cases out of 7 model matching comparisons,
the matching had been performed by IBM solutions teams manually. We tried
to use these as a ’gold standard’ to evaluate the model matching algorithm, but
unfortunately found that in 3 of 4 cases, the quality of the manual model match-
ing was exceedingly poor. We address this issue with a tool to assess matching
quality in the next section.

As shown in Table 1, the industry models we used in the comparisons in-
cluded BDW (a logical data model for financial services), HPDM (a logical data
model for healthcare), MDM (a model for the IBM’s solution for master data
management), RDWM (a model for warehouse solutions for retail organizations),
and IAA (a model for insurance). Model A in the table is a customer ER model
in the healthcare solutions space, model B is a customer logical data model in
financial services, and model C is customer logical data model in retail. To eval-
uate our model matching results, we had two IBM architects assess the precision
of the best possible match produced by our algorithm. Manual evaluation of the
matches was performed on sample sizes of 100 in 5 of 7 cases (all cases except
the IAA-BDW and A-HPDM comparisons). For IAA-BDW, we used a sample
size of 50 because the algorithm produced less than 100 matches. For A-HPDM,
we relied on previously created manual mappings to evaluate both precision and
recall (recall was at 25%). The sizes of these models varied from 300 elements
to 5000 elements.

We make two observations about our results:

– (a) The results show a great deal of variability ranging from cases where we
had 100% precision in the top 100 matches, to 52% precision. This reflected
the degree to which the models shared a common lineage or common vo-
cabulary in their development. For example, RDWM was actually derived
from BDW, and this is clearly reflected in the model matching results. IAA
and BDW target different industries (and therefore do not have much in
common), and this is a scenario where the algorithm tends to make more
errors. We should point out that although IAA and BDW target different
industries (insurance and banking respectively), there is a real business need
for mapping common or overlapping concepts across these disparate models,
so the matching exercise is not a purely academic one.

– (b) Even in cases where the precision (or recall) was low, the IBM architects
attested to the utility of such a semi-automated approach to model matching,
because their current process is entirely manual, tedious and error prone.
None of the model mapping tools available to them currently provide results
that are usable or verifiable.
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Models Compared Number of matches Precision

A-HPDM 43 67%

B-BDW 197 74%

MDM-BDW 149 71%

MDM-HPDM 324 54%

RDWM-BDW 3632 100%

C-BDW 3263 96%

IAA-BDW 69 52%

Table 1. Model matching results

4.1 Lint Engine

We turn now to another aspect of our work, which is to somehow measure
the quality of ontology matching in the field. As mentioned earlier, we initially
started our work with the hope of using manual matchings as a gold standard
to measure the output of our matching algorithm, but were surprised to find a
rather large number of errors in the manually generated model mappings. A lot
of these errors were presumably due to the ad hoc nature of the manual mapping
process, leading to poor transcription of names, e.g., changes in spaces, append-
ing package names etc. when writing mapping results in a separate spreadsheet;
specification of new classes/attributes/relationships to make up a mapping, when
the elements did not exist in the original models etc. Also, there were cases in
which mappings were made to an absurdly generic class (such as Thing) which
rendered them meaningless.

In order to deal with the above issues, and also improve the accuracy of our
mapping tool, we decided to write a Lint Engine to detect suspicious mappings.
The engine runs through a set of suspicious mapping patterns, with each pattern
being assigned a severity rating and a user-friendly explanation, both specified
by the domain expert. We have currently implemented the following six mapping
patterns based on discussions with a domain-expert:

– Element not found : The pattern detects mappings where one or more ele-
ments involved does not exist in any of the models. This pattern is assigned
a high severity since it indicates something clearly suspicious or wrong.

– Exact name mismatches : Detects mappings where a model element with an
exact lexical match was not returned. This does not necessarily indicate an
incorrect mapping, however does alert the user of a potentially interesting
alternative that may have been missed.

– Duplicate documentation: Detects mappings where the exact same documen-
tation is provided for both elements involved in the mapping. This may arise
when models or portions of models are copy/pasted across.

– Many-to-1 or 1-to-Many : Detects cases where a single element in one model
is mapped to a suspiciously large number elements in another model. As
mentioned earlier, these typically denote mappings to an absurdly generic
class/relation.
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– Class-Attribute proliferations: Detects cases when a single class’ attributes/relations
are mapped to attributes/relations of several different classes in the other
model. What makes this case suspicious is that model mappings are a means
to an end, typically used to specify instance transformations. Transforma-
tions can become extremely complex when class-attribute proliferations ex-
ist.

– Mapping without documentation: Detects cases where all the elements in-
volved in the mapping have no associated documentation. This could arise
due to lexical and structural information playing a role in the mapping,
however the lack of documentation points to a potentially weaker match.

We applied our Lint engine to the manual mappings to see if it could reveal
in more detail the defects we had observed. The results are summarized in the
Tables 2 - 5 below.

Total number of mappings 306

Total number of suspicious mappings 151 (51 %)

One To Many Mappings 143 (46 %)

Mapping Without Documentation 40 (25 %)

Exact Name Not Match 13 (8 %)

Duplicate Documentation 2 (1 %)
Table 2. Evaluation of B-BDW manual mappings using our Lint Engine

Total number of mappings 702

Total number of suspicious mappings 702 (100 %)

Name Not Found in Models 702 (100 %)

Mapping Without Documentation 702 (100 %)

Exact Name Not Match 30 (4 %)

One To Many Mappings 312 (44 %)
Table 3. Evaluation of BDW-MDM manual mappings using our Lint Engine

Total number of mappings 117

Total number of suspicious mappings 95 (81 %)

Mapping Without Documentation 95 (100 %)

One To Many Mappings 10 (10 %)

Duplicate Documentation Checker 9 (9 %)

Name Not Found in Models 2 (2 %)
Table 4. Evaluation of A-HPDM manual mappings using our Lint Engine
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Total number of mappings 748

Total number of suspicious mappings 748 (100 %)

Mapping Without Documentation 741 (99 %)

Name Not Found in Models 459 (61 %)

Class Attribute Mapping Proliferation 472 (63 %)

Duplicate Documentation Checker 378 (50 %)

One To Many Mappings 321 (42 %)

Exact Name Not Match 33 (4 %)
Table 5. Evaluation of MDM-HPDM manual mappings using our Lint Engine

The results are quite shocking, e.g., in the BDW-MDM case, all 702 mappings
specified an element that did not exist in either of the two models. The only
explanation for this bizarre result is that mapping exercises, typically performed
in Excel etc, are hideously inaccurate - in particular, significant approximation
of the source and target elements is pervasive. Another point to note is that
humans like to try and cheat and map at a generic level, and this practice seems
to be quite pervasive, as such mappings were discovered in almost all the cases.
Finally, the lack of, or duplication of documentation can be identified in many
ways (e.g. products such as SoDA from Rational5) - but surfacing this during
the mapping validation is very helpful. It helps present an estimation of the
degree of confidence in the foundation of the mapping - the understanding of
the elements being mapped.

The results were analyzed in detail by a domain expert who verified that
the accuracy and usefulness for the suspicious mappings was very high (in the
B-BDW case, only 1 suspicious mapping produced by Lint was actually correct).
The fact that the lint engine found roughly less than 1 valid mapping for every
10 suspicious ones is an indication of the inefficiency of manual mapping prac-
tices. What the engine managed to do effectively is to filter from a huge pool of
mappings, the small subset that need human attention, while hinting to the user
what may be wrong by nicely grouping the suspicious mappings under different
categories.
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Abstract. For some years now ontologies have been used in Social Sci-
ence, e.g. , in annotation of newspaper articles for disambiguating con-
cepts within Media Analysis. These ontologies and annotations have now
become objects of study in their own right, as they implicitly repre-
sent the shift of meaning of political concept over time. Manual map-
pings, which are intrinsically intensional, can hardly capture such subtle
changes, but we claim that automatic instance-based mappings, with
their extensional character, are more suitable for producing interesting
mapping-chains.
In this paper, we evaluate the use of instance-based ontology mappings
for producing concept chains in a case-study in Communication Science
on a corpus with ontologies describing the Dutch election campaigns since
1994. This initial research shows the potential of the associative character
of extensional mapping-chains, but also indicates a number of unsolved
open questions, most significantly the lack of a proper methodology for
evaluating such chains due to the open, explorative character of the task.

1 Introduction

Since 1994 Communications Scientists at the Vrije Universiteit Amsterdam have
been annotating newspaper articles with controlled vocabularies (of increasing
expressiveness) quantitatively studying the influence of the Media on the polit-
ical processes. The idea is to code the meaning of sentences and articles in a
formalised graph representation (called NET) similar to RDF triples. In these
triples actors and issues are taken from an ontology, and the predicate usually
represents opinions and moods. During recent election campaigns all newspaper
articles on Dutch politics were manually coded using the NET method, with a
different ontology used in each of the elections. Each ontology is more or less an
adaptation of a previous one, with different foci, as in each election new issues
emerged and the (societies’ and scientists’) view on issues changed.

As now several of these campaign data sets can easily be queried, also through
the use of Semantic Web technology, Communication Scientists’ interests started
to also include temporal shifts of political development. In an initial analysis po-
litical developments over time were studied by querying the NET representation
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of the articles from the different campaigns, which required manual mappings
between the ontologies. In this paper, we propose a different approach, namely
to study concept shift by using chains of extensional, i.e. , instance-based, map-
pings. Our hypothesis is that these mapping-chains represent subtle changes in
meaning of the related concepts over time, and in this paper we will investigate
this claim.

Methodology Following our previous work [1] we use information retrieval tech-
niques to calculate document similarity between annotated articles, which we
use subsequently to identify similarity between concepts. Chains between the
most similar of these concepts thus produce graph-like structures (lines, trees,
or DAGs), which “tell their own” story of Dutch politics over the past 15 years.

Research questions There are two major research questions, one regarding the
correctness of our hypothesis, the second concerning the validity of our approach.
More concretely we have to investigate:

– RQ1: What are suitable structures for representing mapping chains?
– RQ2: Can instance-based ontology mapping provide useful mapping-chains

expressing concept shift, and how can we evaluate those chains?

The second research questions relates to a fundamental methodological issue,
for which no simple answers exist: the vague character of the success criteria
usefulness. To answer RQ2 we will argue for usefulness through qualitative ev-
idence, namely by providing some detailed analyses of chains in a real use-case.
Automatically evaluating quality of chains is even more difficult. Remember that
we want to use the extensional semantics of the concepts for determining the
mappings, which makes the only comparison we have, namely an intensional
gold-standard, difficult to justify. In our use-case, the line between what was
identified to be a correct extensional mapping and what was an incorrect associ-
ation was very fine, and studying this friction will be in our view an important
future topic for this type of research.

Data, experiments and evaluation For our experiments we used 5 different on-
tologies from the Dutch election campaigns in 1994, 1998, 2002, 2003 and 2006.
Our experiment were conducted by mapping each of ontologies with each other.
Each ontology was used to annotate (around 5000) newspaper articles of the re-
spective campaign. Some initial formal evaluation was done by comparing map-
pings with an existing manually created (intensional) alignment. Evaluating the
quality of the chains is more tricky, as we will discuss in Section 5.3. The answer
to RQ2 therefore remains anecdotal, and finally rather unsatisfactory.

Applications and generality Capturing meaning shift, particularly the exten-
sional associations, of concepts over time, can help communication scientists to
apply analysis on the dynamics of the political developments over time. This line
of research is also generalisable in many other areas where similar problems oc-
cur, such as development of medical systems, e-Science, knowledge management,
and other social networks, etc.
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2 Instance-based matching method

Instance-based ontology matching techniques have shown its capacity of dealing
with matching cases where lexical and structural techniques could not be applied
effectively [2, 3]. A straightforward method is to measure the common extension
of concepts [4, 5]. The major limitation of this method is usually a lack of shared
instances. Recently, we have investigated ways of detecting concept correlation
using the similarity between their instances [2, 1]. In our case, coders used con-
cepts to describe the content of newspaper articles. We consider an article as an
instance of a concept, if the concept is used to describe this article. Our hypoth-
esis is that, even if the ontologies during different election periods are different,
two similar articles should have been coded using similar concepts. Therefore,
finding similar instances can lead to similar concepts.

Let O1 and O2 be two ontologies which are used to annotate two instance
sets I1 and I2. The instance-matching based method consists of two steps:

– Instance enrichment. For each instance i1 in I1, find the most similar instance
j2 in I2. We consider i1 to be an instance of the concepts which j2 is described
with. The same operation is applied in the other direction. In the end, an
artificial common instance set is built.

– Concept matching. Each concept corresponds to a set of instances, including
their real instances and those enriched in the previous step. A corrected
Jaccard similarity measure is applied to calculate the similarity between
concepts from different years. That is

Jacc =

√|c1
i ∪ c2

i| ∗ (|c1
i ∪ c2

i| − 0.8)

|c1
i ∪ c2

i| (1)

where c1
i, c2

i are the instance sets of two concept c1(∈ O1) and c2(∈ O2).
3

Two concepts with sufficient similarity are considered mapped. A set of mappings
between concepts of two ontologies form an alignment between the ontologies.

Instance matching There are different ways to match instances. A simple
method is to consider instances as documents, and apply information retrieval
techniques to retrieve similar instances (documents). We use a tf-idf weighting
scheme which is often exploited in the vector space model for information re-
trieval and text mining [6]. The idea is that each document is represented by a
vector, each element is a weight of a word which occurs in this document. Each
word is weighted using its if -idf value. Traditionally, a query is represented as a
vector using the idf of the to-be-queried dataset. In our case, the same word is
likely to have different importance in different datasets, therefore, while building
the vector representation of each document, we use the corresponding idf values

3 To avoid very high scores in the case of very few instances a 0.8 parameter was
chosen so that concepts with a single (also shared) instance obtain the same score
as concepts with, in the limit, infinitely many instances, 20% of which co-occur.

15



Year Articles Concepts used
Concept manually mapped to

existing concepts added news concepts

1994 1502 101 54 37

1998 5635 312 154 135

2002 6323 370 201 110

2003 5053 299 190 89

2006 5126 580

Table 1. Datasets and manual mappings of different years.

of words calculated within the dataset to which the document belongs. Based on
such vectors, the cosine similarity is used to determine the similarity between
two documents. In this way, instances from different datasets are matched, and
the information is used for the enrichment process.

Chains of mappings After alignments are generated between multiple on-
tologies, with some ontologies involved in multiple alignments, it is possible to
generate chains of mappings between a series of ontologies, in, for example, a
chronological order.

Let A12 and A23 be the alignments between O1 and O2 and between O2

and O3. If there is a mapping in A12, < c1i, c2j , v
12
ij > and a mapping in A23,

< c2j , c3k, v23

jk >, this results in a two-step chain of mapping from c1i to c3k via

c2j , with a confidence value vik = v12
ij ×v23

jk . When there are a series of alignments
between O1 and O2, O2 and O3, until On−1 and On, this will result in n-1-step
chains of mappings

< c1i → c2j → · · · → cn−1,k → cnl, v
12

ij × . . . vn−1,n
kl > .

In this paper, we investigate 4 different kinds of mapping-chains, and investigate
their usefulness in a practical application:

1. Top-1 forward chain (such as in Fig.:2): in each step, only the mapping with
highest confidence is considered.

2. Top-n forward-chains (such as in Fig.:4): in each step, the the best n map-
pings are considered, starting with the first ontology.

3. Top-n backward-chains (such as in Fig.:5): in each step, the the best n are
considered, starting with the last ontology.

4. Top-n kite (such as in Fig.:6): starting with the first ontology in each step,
the mappings with the n highest confidence values for which there exist a top
n mapping chain to the correct mapping (according to the gold standard).

3 Ontologies in Semantic Network Analysis

The series of ontologies to be mapped are the ontologies used to code newspapers
during five recent Dutch elections taking place in 1994, 1998, 2002, 2003, and
2006. The articles were coded using the Network analysis of Evaluative Texts
(NET) method [7], popularly used in the Semantic Network Analysis. During
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each election year, annotators coded newspaper articles using the ontology avail-
able to them. Take as an example a sentence in a newspaper article during the
election period in 2006.

Example 1. Het Openbaar Ministerie (OM) wil de komende vier jaar mensen-
handel uitroeien. (The Justice Department (OM) wants to eliminate human traf-
ficking within the next four years.)

The sentence is coded as <om, -1,human trafficking>, where om and human
trafficking are two concepts in the ontology used in 2006, while -1 indicates
the Justice Department is negative about human trafficking. In this example, we
consider this sentence to be an instance of the two concepts involved. All five
ontologies are represented in the standard SKOS format [8]. Each concept has
an prefLabel and possibly a few altLabel which are the synonyms of this concept
and also used by coders in the coding process. Except the most recent election,
all the newspapers are coded at the article level, but mainly based on the first
three sentences. In 2006, the coding is at the sentence level.

The synonymous concepts were found manually. As shown in Table 1, the
number of manually mapped concepts is smaller than that of concepts found
in the actual coding. The reason is that new variations of the concepts were
manually input to the database. These variations are very likely to be synonyms
of concepts in the ontologies or pure typos, which were not covered during the
manual mapping process.

Alignments between ontologies of previous years to the latest 2006 version
have also been made manually. However, some concepts used in previous years
cannot find the exact correspondences in the 2006 version. In that case, the
domain experts added new concepts to the current version. The last column
of Table 1 indicates how many new concepts were added during the manual
aligning process. These new concepts are not used during the coding of 2006
articles, which means they do not have any instances in the 2006 corpus and
were therefore not considered in our automated evaluation.

4 Base experiments: single mappings

Before focussing on chains of mappings, we need to show that our methods
for calculating individual mappings are trustworthy. We first map all previous
ontologies to the 2006 ontology. According to the extensional mapping technique,
one concept can be related to multiple concepts, each with a certain amount
of relatedness. As only one mapping for each concept was considered in the
manual mapping results, for each concept, we take the mapping with the highest
confidence value (i.e. , the corrected Jaccard similarity) as the final mapping of
this concept. Table 2 shows precision and recall of these 1:1 mappings.

For all the concepts which were manually mapped with existing concepts in
the 2006 ontology, we also measure the mean reciprocal rank (MRR) mrr =
1

|C|
∑C

i=1

1

ranki
, where C is the set of concepts, the ranki is the rank of the

concept which Ci should be mapped to. When Ci does not have a match, the
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Year Precision Recall Year Precision Recall
1994 0.22 0.22 1998 0.33 0.33
2002 0.36 0.35 2003 0.4 0.4

Table 2. Evaluation of 1:1 mappings based on the sentence and article level

Year
Concepts
Found

Concepts
matched

MRR Year
Concepts
Found

Concepts
matched

MRR

1994 532 39 0.41 1998 561 102 0.47
2002 570 143 0.54 2003 570 136 0.58

Table 3. Mean Reciprocal Rank: from 2006 to the previous years, where “Concepts
Found” is the number of concepts for which we have found some mappings, “Concepts
matched” is the number of concepts for which we have recovered the correct mapping.

reciprocal rank is set to 0. A higher mrr indicates the correct matches are ranked
in the more front position. Table 3 shows that the correct mapping is ranked on
average within the top 10 proposed ones.

5 Main experiments: Chains of mappings

The main topic of this paper is to investigate the use of chains of mappings of
concepts from ontologies from 1994 to 2006.

5.1 Quantitative analysis

Based on the manual alignments, we can measure the precision and recall of the
chains. For each concept from 1994, top K mappings are taken into consideration,
each of which will be expanded by its top K mappings too, and so on.4 A chain
can start from any concept of any year. For all chains with n steps, n = 1, 2, 3, 4,
we measure the precision and recall respectively. A chain is considered to be
correct if the two end-point concepts form a correct mapping according to gold
standard, i.e. , the correctness is 1; a chain is partially correct and the correctness
is the number of correct mappings on the way over the number of steps. In the
end we take the average of the correctness of all individual chains as the final
precision. The partial correctness is not considered when calculating the recall.
The evaluation results are shown in Fig. 1.

Clearly, when considering more mapping candidates, more noisy data is in-
cluded. Fig. 1 (c) gives the raw count of chains in terms of the choice of K. Note
the numbers are in log scale. The red line indicates the number of chains with
the two end-point concepts form a correct mapping judged by the gold standard.

4 By expanding via different intermediate mappings from one concept, the total
amount of chains is growing, but not exponentially. The reason is that concepts
related to the starting concept tend to have a similar extensional semantics.
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(a) Precision (b) Recall (c) Raw count

Fig. 1. Performance of the mapping chains. The x-axis indicates, for each concept, the
top K related concepts are considered.

If only taking top 1, 2 or 3 related concepts, when the steps goes up, the number
of correct chains drop, but the total amount of chains drops even faster. The
precision of multi-step chains is actually higher than that of shorter chains. This
suggests, even the absolute correctness of direct mappings may not be perfect,
a multi-step chains of less perfect mappings may still lead to correct mappings
over all time. Unfortunately, when taking more less related concepts, the number
of correct chains goes up, but the sheer amount of total chains climbs up more
rapidly, which cause the precision to drop in the end; the precision of multi-step
chains is lower than that of shorter chains, that is the quality of the mappings
degraded when the intermediate steps became longer.

5.2 Qualitative analysis of chains

A qualitative analysis of chains of mappings provides interesting insights in the
value of the matching of ontologies over time for social sciences. A typical exam-
ple of mapping of concepts over time will be discussed. The domain-specific

political analysis will be supplemented by a methodological discussion (we call
it Metaanalysis provided in italics) from the perspective of the usefulness of
mapping-chains.

Let us start with an analysis of different chains for the two concepts asylum
seekers (“asielzoekers”) and senior citizens (“ouderen”). Figure 2 shows that the
concept of asylum seekers (label: asielzoekers) is correctly mapped in each of
the election years to the same concept at the highest rank. This result indicates
that no or limited topic drift occurred. The confidence value slowly deteriorates,
which might imply that the debate about asylum seekers has become more multi-
faceted. An alternative explanation is that the number of concepts relating to
asylum policy in the ontologies has increased because of the increasing political
interest in asylum policy.

Fig. 2. Top 1 foward expansion for concept asielzoekers
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Metaanalysis 1: Even from a simple top 1 forward chain, some lessons can
be drawn. However, note that analyses of this kind depend on the confidence
values, which are rather dubious at best. Top 1 chains are more interesting
objects of study when more drastic shifts occur.

Fig. 3. Top 1 foward expansion for concept ouderen

Figure 3 shows that the elderly concept (ouderen) is only mapped to the
expected concept between 1994 and 1998. The 1998 concept of the elderly is
mapped to “obligation to apply for a job for the unemployed” (sollicitatieplicht).
The abolition of the exemption of the obligation to apply for a job for the
elderly was an election issues in 2002, which explains the link between these
concepts. Both concepts should be considered as social security issues from a
theoretical stance, since the elderly became an election issue during election
campaigns with regard to special social security arrangement for the elderly. In
2003 the obligation to apply is correctly mapped to the 2002 concept. In 2006
the obligation to apply is mapped to the related concept of the unemployed.

Metaanalysis 2: Association versus similarity: One of the crucial method-
ological problems is the formal meaning of the mappings between two concepts
such as the elderly and the obligation to apply. Clearly, our instance-based
methods find mappings with an extensional semantics, i.e. , the use of the con-
cepts in annotating articles is related. A domain expert can identify elements
of the intensional meaning that relate these two concepts in the specific case.
Concretely, the issue “senior citizen” in 1998 and the issue “obligation to ap-
ply” in 2002 also share an intensional meaning. However, to the best of our
knowledge there is no theory to formalise the relation between the extensional
meaning and the intensional meaning of the mappings. In the following we will
see examples where using association misses the goal of finding similarity, in
particular when chains of mappings are considered.

Although the asylum seeker concept is mapped correctly, the chains including
top 2 concepts – represented in Figure 4 – give additional insights into the na-
ture of the asylum debate over time. An analysis of the secondly ranked concepts
shows with which issues asylum seekers have been associated during the elec-
tion campaigns. In 1998 asylum seekers are mapped to the Cabinet of the time
(kabinet kokmierlods), which follows from the fact that this Cabinet paid much
attention to this issue. The second rank concepts in the following years indicate
changes in the proposed policy measures. In 2002, when the anti-immigration
party LPF came into power, asylum seekers are mapped to the constraint of
the influx of refugees (instroom beperking). In 2003, after the LPF had left the
government, it was mapped to a non-restrictive measure, assistance to illegal im-
migrants (opvang illegalen). In 2006 – the year in which another anti-immigration
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Fig. 4. Top 2 foward expansion

party made an upsurge – was mapped to integration. It is worth noting that in
2006 the second rank mapping (integration) has a positive connotation, which
suggests that the new anti-immigration party did not manage to influence public
opinion to the degree the LPF managed in 2002.

Metaanalysis 3: This nice example shows a number of useful findings from
the Communication Scientist perspective. The chains of intensional mean-
ing of the concepts at the time of their use provides interesting, and
very subtle, developments for further investigation. Given that the top
1 mappings are all correct, the interest lies particular in the second ranked
mappings of each step, which tell a story of Dutch politics.

With the expansion of the chain, some concepts that were mapped to sec-
ondly ranked concepts do not always directly relate to asylum seekers anymore.
While the secondly ranked concept assistance to illegal immigrants in 2003 was
plausibly mapped to illegal immigrants (illegalen), it was also mapped to organ
donation (orgaandonatie). This latter mapping is explained by a particular po-
litical actor who propagated both the assistance to illegal immigrants in 2003
and organ donation in 2006.

The lower half of the figure does not directly relate to asylum seekers either,
since the Cabinet in 2003 was not mapped at a high rank to asylum seekers
anymore, but to the military aircraft Joint Strike Fighter (jsf) and business
(bedrijfsleven), which in turn were mapped to concepts in the military and eco-
nomical area. We omitted parts of the lower half for space reasons.

Metaanalysis 4: These are examples, where association can lead to unre-
lated concepts in 2 steps only. This highlights one of the biggest methodological
challenges: how to distinguish useful and non-useful chains. Early erroneous
associations can turn large parts of the analysis practically useless.

Figure 5 containing the backward chain starting from 2006, complements the
information about the nature of the asylum debate. Studying the secondly ranked
concepts mapped to asylum seekers in the backward direction, partially differing
association with asylum seekers appear. Asylum seekers in 2006 are mapped to
crime (criminaliteit) in 2003. In recent elections immigrants (including asylum
seekers) have been regularly associated with crime by anti-immigration parties.
Although these concepts are not directly related, they are related to each other
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Fig. 5. Top 2 backward expansion

in the political reality. As in the forward mapping asylum seekers in 2003 is
mapped to the constraint of the influx of refugees in 2002. In 1998 they are
mapped to the police (rpolitie) and in 1994 to the Cabinet (luko lubbersko).
The mapping to the police is in line with the mapping to crime in 2003.

Metaanalysis 5: The chains of the concept mappings in two different
directions are complementary. While it seems, for example, anomalous that
churches (okerken) in 1998 is mapped to the constraint of the influx of asylum
seekers in 2002, the mapping of the constraint of the influx of asylum seekers in
2002 to assistance to asylum seekers in 1998 in the opposite direction helps to
explain this mapping, since churches played an important role in the assistance
to asylum seekers.

It is noticeable that the expansion chains do not expand exponentially, but
still faster than we expected.5 An interesting phenomenon is that mappings do
not converge again, i.e. , once an association happens in one year, it usually does
not associate back the following year to the same topic. This is an interesting
finding, for which we do not have an explanation.

Metaanalysis 6: The expansion factor is meaningful in two ways: it
gives an indication on the debate itself, but it can also be an indication for
the mapping quality. The smaller the tree is, the more closely related are the
associated concepts, which might indicate that the mapping quality is better
than that for larger trees.

The kite with two correct endpoint concepts integrates the information from
the previous figures. In Figure 6, it becomes clear that the concept of asylum
seekers is correctly mapped from one election year to another. Additionally it
shows that the asylum debate is both associated with central concepts in the

5 In the top 2 chains we studied the average width was 12.
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Fig. 6. Kite with two correct endpoint concepts

asylum policy debate, the constraint of the influx of refugees and the assistance
to illegal immigrants, and to crime, a concept that is, however not directly related
to asylum seekers, related to the concept in the political reality.

Metaanalysis 7: Kites from end to end seem the most useful way of
illustrating concept drift, as incorrect associations are eliminated (because
they are not mapped back to the start-concept). However, such a kite is less
fine-grained than the forward chain: the subtle change between negative and
positive connotation between 02 instroom beperking and 06 integration is lost.

5.3 Discussion

The issues discussed in the previous section mostly center around two questions:
the usefulness of our proposed mapping chains, and the meaning of the exten-
sional mappings in the first place. Studying a representative sample of chains
through our domain expert indicates clearly that mapping chains can be inter-
esting given the reasonable quality of the individual mappings we can produce.

However, apart from the concern about the accuracy of the mapping method
used here, two problems are apparent to which we do not yet have a satisfactory
solution: the lack of a notion of correctness of extensional mappings in the chains,
and the evaluation of this correctness. Our manual analysis shows plenty of
examples where an associative semantics of mappings based on the extensions of
concepts corresponds to an intensional relation of the meaning between of two
concepts. However, in other examples these associations often totally diverge
from what domain experts find acceptable intensional similarities. We have no
intuition yet how to address this problem, i.e. , how to formalise and study it.
The most promising solution for addressing this problem is to consider the kite
structures, in which the disambiguation of mappings is achieved by requiring
a mapping back to the original concept. In that way wild mismatches can be
eliminated from the temporal chains. Many interesting parts of the temporal
”story” get lost in this approach, though.

The second problem is the strongly related problem of evaluation: so far we
found only two ways of evaluating our constructs: 1) comparing the chains with
an intensional gold standard, and 2) having a domain expert evaluate each of the
chains. Obviously, the first option is methodologically not valid, as we evaluate
against something we know not to be the solution. The second approach is more
acceptable from the domain perspective, but manual checking is very expensive
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and difficult to quantify, if it is not yet impossible to identify all “intertesting
chains.” The only practical solutions we found so far is to use the spreading
factor of the top K chains over time. In our view, the fewer leaves such a tree
has, the semantically closer the mappings should be. However, this idea is build
on intuition rather than empirical findings.

6 Conclusion

In this paper we introduced different representations of mapping chains and
evaluated them over sequences of political ontologies in a Media study driven by
Communication Scientists. We used instance-based mappings between pairs of
ontologies to calculate sequences of extensional mappings and show, for a usecase
analysing Dutch election campaigns, some interesting qualitative findings.

Apart from these stimulating examples we also provided an initial evaluation
of our proposal, both qualitative and quantitative. However, this evaluation is
tricky, as neither the notion of correctness of an extensional mapping is well-
defined, nor do we have a sound evaluation methodology yet.

For us the general lessons for the ontology mapping community is twofold:
that the semantics of mappings is not yet fully understood, particularly, w.r.t.,
extensional semantics, and that mappings in a dynamic context are challenging,
and worthwhile, objects of study in addition to their known static variants.
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Abstract. State of the art ontology matching techniques are limited to detect

simple correspondences between atomic concepts and properties. Nevertheless,

for many concepts and properties atomic counterparts will not exist, while it is

possible to construct equivalent complex concept and property descriptions. We

define a correspondence where at least one of the linked entities is non-atomic as

complex correspondence. Further, we introduce several patterns describing com-

plex correspondences. In particular, we focus on methods for automatically de-

tecting complex correspondences. These methods are based on a combination of

basic matching techniques. We conduct experiments with different datasets and

discuss the results.

1 Introduction

Ontology matching is referred to as a means for resolving the problem of semantic het-

erogeneity [3]. This problem is caused by the possibility to describe the same domain

by the use of ontologies that differ to a large degree. Ontology engineers might, for ex-

ample, chose different vocabularies to describe the same entities. There might also be

ontologies where some parts are modeled in a fine grained way, while in other ontolo-

gies there are only shallow concept hierarchies in the relevant branches. These kinds of

heterogeneities can be resolved by state of the art ontology matching systems, which

might e.g. detect that hasAuthor and writtenBy are equivalent properties and only dif-

ferent vocabulary is used. Moreover a matching system might identify, that Author is

more general as both concepts FirstAuthor and CoAuthor.

However, ontological heterogeneities are not restricted to these kind of problems:

different modeling styles might require more than equivalence or subsumption corre-

spondences between atomic concepts and properties.1 Semantic relations between com-

plex descriptions become necessary. This is illustrated by the following example: While

in one ontology we have an atomic concept AcceptedPaper, in another ontology we have

the general concept Paper and the boolean property accepted. An AcceptedPaper in the

first ontology corresponds in the second ontology to a Paper that has been accepted.

Such a correspondence, where at least one of the linked entities is a complex concept

1 Atomic concepts/properties are sometimes also referred to as named concepts/properties resp.

concept/property names.
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or property description, is referred to as complex correspondence in the following. As

main contribution of this paper we suggest an automated pattern based approach to de-

tect certain types of complex correspondences and study its performance by applying

it on different datasets. Even though different researchers were concerned with similar

topics (see [11]), to our knowledge none of the resulting works was concerned with au-

tomated detection in an experimental setting. Exceptions can be found in the machine

learning community (see Section 2).

We first discuss related work centered around the notion of a complex correspon-

dence in Section 2. We then present four patterns of complex correspondences in Sec-

tion 3. In Section 4 we suggest the algorithms we designed to detect occurrences of

these patterns. Each of these algorithms is described as a conjunction of conditions,

which are easy to check by basic matching techniques. In Section 5 we apply the algo-

rithms on two datasets from the OAEI and show that the proposed techniques can be

used to detect a significant amount of complex correspondences. We end with a conclu-

sion in Section 6.

2 Related Work

Complex matching is a well known topic in database schema matching. In [1] the au-

thors describe complex matches as matching corresponding attributes on which some

operation was applied, e.g. a name is equivalent with concatenation of a first-name and a

last-name. There are several systems dealing with this kind of database schema match-

ing. On the other hand complex matching is relatively new in the ontology matching

field. Most of the state of the art matchers just find (simple) correspondences between

two atomic terms. However, pragmatic concerns call for complex matching. We also

experienced this during discussions at the OM-2008. It turns out that simple corre-

spondences are too limited to capture all meaningful relations between concepts and

properties of two related ontologies. This is an important aspect with respect to ap-

plication scenarios making use of alignments e.g. instance migration scenarios. There

are three diverse aspects of complex correspondences: designing (defining), finding and

representing them.

In [8] complex correspondences are mainly considered from design and representa-

tion aspects. Complex correspondences are captured as correspondence patterns. They

are solutions for recurring mismatches being raised during aligning two ontologies.

These patterns are now being included within Ontology Design Patterns (ODP)2. This

work considers complex matching as task that had to be conducted by a human user,

which might e.g. be a domain expert. Experts can take advantage of diverse templates

for capturing complex and correct matching. However, this collection of patterns can

also be exploited by some automated matching approach, as suggested and shown in

this paper.

In [11] authors tried to find complex correspondences using pattern-based detection

of different semantic structures in ontologies. The most refined pattern is concerned

2 In the taxonomy of patterns at the ODP portal (http://ontologydesignpatterns.
org/wiki/OPTypes) category AlignmentODP corresponds best with the patterns in this

paper, while category CorrespondeceODP is a more general category.
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with ’N-ary’ relation detection. After detecting an instance of the pattern (using query

language and some string-based heuristics) additional conditions (mainly string-based

comparisons) over related entities wrt. matching are checked. While there are some

experiments with pattern detection in one ontology, experiments with matching tasks

are missing.

Furthermore, in [12] the authors consider an approach for pattern-based ontology

transformation useful for diverse purposes. One particular use case is ontology match-

ing where this method enables finding further originally missed correspondences. On-

tologies are transformed according to transformation patterns and then any matcher

can be applied. Authors hypothesize that matchers can work with some structures bet-

ter than with others. This approach uses Expressive alignment language3 based on [2]

which extends the original INRIA alignment format. This language enables to express

complex structures on each side of an alignment (set operators, restriction for entities

and relations). Furthermore it is possible to use variables and transformation functions

for transforming attribute values. ”Basically, complex correspondences are employed

indirectly in the ontology matching process at a pre-processing step where ontology pat-

terns are detected and transformed [13].” Unlike, in this paper complex correspondences

are detected directly taking advantage of information from not only two ontologies be-

ing aligned but also from a reference alignment composed of simple correspondences.

Regarding ontology matching, there are a few matchers trying to find complex cor-

respondences based on machine learning approaches (see [9] for a general description).

A concrete matching system is presented in [6]. These approaches take correspondences

with more than two atomic terms into account, but require the ontologies to include

matchable instances. However, ontologies often contain disjoint sets of instances, such

that for each instance of one ontology there exists no counterpart in the other ontology

and vice versa. The approach proposed in this paper does not require the existence of

matchable instances at all.

3 Complex Correspondence Patterns

In the following we propose four patterns for complex correspondences that, due to a

preparatory study, we expect to occur frequently within ontology matching problems.

We first report about our preparatory study, followed by a detailed presentation of each

pattern. Each pattern is also explained by an example depicted in Figure 1. Without

explicitly mentioning it, we will refer to Figure 1 throughout this section. Further we

use O1 and O2 to refer to two aligned ontologies, and we use prefix notation i#C to

refer to an entity C from ontology Oi.

First of all we had to collect different types of complex correspondences. We con-

sidered the examples found in [9] and also profited from the discussion of the consensus

track at OM 2008, which highlighted the need for complex correspondences.4 After we

had a few ideas, we started observing two sets of ontologies manually to detect concrete

examples for complex correspondences. The specific ontologies which we examined are

the SIGKDD, CMT, EKAW, IASTED, and CONFOF ontologies of the conference dataset

3 http://alignapi.gforge.inria.fr/language.html
4 http://nb.vse.cz/˜svabo/oaei2008/cbw08.pdf
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Fig. 1. Two example ontologies to explain the complex patterns

and ontologies 101, 301, 302, 303, and 304 of the benchmark track. The first dataset

describes the domain of conferences. This seems to be suitable [10] because most per-

sons dealing with ontologies are academics and know this topic already. Therefore it is

easier to understand complex interdependencies in this domain instead compared to an

unfamiliar domain like e.g. medical domains. The OAEI Benchmark ontologies attend

the domain bibliography which is also well-known by academics. Another reason for

choosing these ontologies are the existing and freely available reference alignments. For

the conference dataset an alignment is available for every pair of two ontologies. Only

for each combination with ontology 101 an alignment is available for the benchmark

ontologies, resulting in four matching tasks. In Section 4 we will explain in how far and

for which purpose a reference alignment, which consists of simple correspondences, is

required.

The first three patterns are very similar, nevertheless, it will turn out that different al-

gorithms are required to detect concrete complex correspondences. In accordance with

[8] we will refer to them as Class by Attribute Type pattern, Class by Inverse Attribute
Type pattern, and Class by Attribute Value pattern. In the following we give a formal

description as well as an example for each pattern.

Class by Attribute Type pattern (CAT) This pattern occurs very often when we have

disjoint sibling concept. In such a situation the same pattern can be used to define each

of the sibling concepts.
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Formal Pattern: 1#A ≡ ∃2#R.2#B
Example: 1#PositiveReviewedPaper ≡ ∃2#hasEvaluation.2#Positive

With respect to the ontologies depicted in Figure 1 we can construct correspondences

of this type for the concepts Positive-, Neutral-, and NegativeReviewedPaper.

Class by Inverse Attribute Type pattern (CAT−1) The following pattern requires

to make use of the inverse 2#R−1 of property 2#R, since we want to define 1#A as

subconcept of 2#R’s range.

Formal Pattern: 1#A ≡ 2#B � ∃2#R−1 .	
Example: 2#Researcher ≡ 1#Person � ∃1#researchedBy−1 .	

Given an ontology which contains a property and its inverse property as named entities,

it is possible to describe the same correspondences as Class by Attribute Type pattern
and as Class by Inverse Attribute Type pattern. Nevertheless, an inverse property might

often not be defined as atomic entity in the ontology or might be named in a way which

makes a correct matching harder.

Class by Attribute Value pattern (CAV) While in the Class by Attribute Type pattern
membership to a concept was a necessary condition, we now make use of nominals

defined by concrete data values.

Formal Pattern: 1#A ≡ ∃2#R.{. . .} (where {. . .} is a set of concrete data values)

Example: 1#submittedPaper ≡ ∃2#submission.{true}
Another typical example is the distinction between LateRegisteredParticipant and Ear-
lyRegisteredParticipant. In particular, the boolean variant of the pattern occurs to dis-

tinguish between complementary subclasses. However, in general there might be more

than two relevant values. The following correspondence is a more complex example:

1#StudentPassedExam ≡ ∃2#hasExamScore.{A,B ,C ,D}.

Property Chain pattern (PC) 5 In the following we assume that in O1 property

1#author relates a paper to the name of its author, while in O2 2#author relates a

paper to its author and the datatype property 2#name relates a person to its name. Un-

der these circumstances a chain of properties in O2 is equivalent to an atomic property

in O1.

Formal Pattern: 1#R ≡ 2#P ◦ 2#Q
Example: 1#author ≡ 2#hasAuthor ◦ 2#name

Conventional matching systems focus only on correspondences between atomic enti-

ties. Therefore, a matcher might detect a similarity between 1#R and 2#P and one

between 1#R and 2#Q , but will finally decide to output the one with higher simi-

larity. This observation already indicates that state of the art matching techniques can

5 Correspondence patterns library [8] explicitly contains (CAT) and (CAV), other two patterns

(PC) and (CAT−1) are not explicitly presented there.
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be exploited to generate complex correspondences. In particular, we will argue in the

next section, that it is possible to detect complex correspondences by combining simple

techniques in an intelligent way.6

4 Algorithms

The techniques we are using for detecting complex correspondences are based on com-

binations of both linguistic and structural methods. In the following we shortly list and

describe these approaches. The structural techniques require the existence of a reference

alignment R that consists of simple equivalence correspondences between atomic con-

cepts. In particular, it would also be possible to use a matcher generated (and partially

incorrect) alignment, but in our first experiments we wanted to avoid any additional

source of error.

Structural Criteria To decide whether two or more entities are related via complex

correspondences, information about their position in the ontology hierarchy is re-

quired. Therefore, we have to check whether two concepts are in a subclass resp.

superclass relation, or are even equivalent concepts. It might also be important to

know if two concepts are non overlapping, disjoint concepts. Properties are con-

nected to the concepts hierarchy via domain and range restrictions, which are thus

also important context information. All of these notions are clearly defined within

a single ontology, however, we extend these notions to a pair of aligned ontologies.

1#C is also referred to as a subconcept of 2#D if there exists a correspondence

1#C ′ = 2#D ′ ∈ R such that O1 |= 1#C ⊆ 1#C ′ and O2 |= 2#D ′ ⊆ 2#D .

Syntactical Criteria The most efficient methods used in ontology matching are based

on string comparisons e.g. comparing concept id (the fragment of the concepts URI)

resp. label to compute a similarity between ontological elements. We also make

use of this basic method by computing a similarity measure between normalized

strings based on the Levenshtein measure [4]. For the sake of simplicity we refer

to the maximum value obtained from id and label comparison as label similarity in

the following. For some operations we need to determine the head noun of a given

compound concept/property label. Thus, we can e.g. detect that Reviewer is the

head noun of ExternalReviewer. Sometimes we are simply interested in the

first part of a label, sometimes in the head noun and sometimes in the remaining

parts.

Data type Compatibility Two data types are compatible if one data type can be trans-

lated into the other and vice versa. This becomes relevant whenever datatype prop-

erties are involved. We determined compatibility in a wide sense. E.g. data type

String is compatible to every other data type while Date is not compatible to

Boolean.

6 Even experts tend to avoid the introduction of complex correspondences. The property

chain 1#R ≡ 2#P ◦ 2#Q , for example, is sometimes reflected by one (two) correspon-

dence(s) 1#R ≡ 2#P or (and) 1#R ≡ 2#Q . See for example the reference alignment

for OAEI benchmark test case 301 where 101#date ≡ 301#hasYear and 101#year ≡
301#hasYear which should be replaced by 101#date ◦ 101#year ≡ 301#hasYear .
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A more detailed description can be found in [7]. Overall we emphasize that our

methodology does not exceed basic functionalities which we normally would expect to

be part of any state of the art matching system.

Class by Attribute Type pattern A correspondence 1#A ≡ ∃2#R.2#B of the CAT
type is generated by our algorithm, if all following conditions hold.

1. The string that results from removing the head noun from the label of 1#A is

similar to the label of 2#B .

2. There exists a class 2#C that is a superclass of 2#B , range of 2#R and has also a

label similar to 2#R.

3. The domain of 2#R is a superclass of 1#A due to R.

Notice that these conditions are a complete description of our approach for detect-

ing the CAT pattern. The following example will clarify why such a straightforward

approach works.

Fig. 2. Conditions relevant for detecting CAT correspondence 1#Accepted Paper ≡
∃2#hasDecision.2#Acceptance .

With respect to the ontologies depicted in Figure 2 our approach will detect that

1#Accepted Paper ≡ ∃2#hasDecision.2#Acceptance . The label of Accepted Paper
can be split up into prefix Accepted and head noun Paper. On the one hand the

string Accepted is similar to Acceptance, but on the other hand Accepted Paper =

Acceptance is not contained in R. Object property hasDecision accomplishes all con-

ditions required by our algorithm: Acceptance has a superclass Decision which is the

range of hasDecision and the labels Decision and hasDecision are similar. More-

over the domain of hasDecision is a superclass of Accepted Paper due R, which con-

tains correspondence 1#Paper = 2#Paper .
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Class by Inverse Attribute Type pattern A correspondence 1#A ≡ 2#B�∃2#R−1 .	
of the CAT−1 type is generated if all following conditions hold.

1. The labels of 1#A and 2#R are similar.

2. There exists a concept 2#B which both is a proper subset of the range of 2#R
3. and which is, due to the R, a superclass of 1#A.

Notice that for the CAT pattern we did not demand similarity between 1#A and

2#R. This is related to the fact that the label of a property often describes some aspects

of its range and not its domain (e.g. hasAuthor relates a paper to its author). Thus, the

label of a property is relevant for the inverse pattern CAT−1. The other two conditions

are related to structural aspects and filter out candidates that are caused by accidental

string similarities.

Class by Attribute Value pattern Although above we described the pattern CAV in

general, our algorithm will only detect the boolean variant of this pattern. A correspon-

dence 1#A ≡ ∃2#R.{true} is generated by our algorithm, if all following conditions

hold.

1. The range of the datatype property 2#R is Boolean.

2. In the following the label of 1#A is split into its head noun hn(1#A) and the

remaining part of the label ¬hn(1#A). Again, ¬hn(1#A) is split into a first part

¬hn1(1#A) and a remaining part ¬hn2(1#A).

(a) hn(1#A) is similar to the label of 2#R’s domain.

(b) ¬hn(1#A) is similar to the label of 2#R.

(c) ¬hn1(1#A) is similar to the label of 2#R.

3. The domain of 2#R is a superclass of 1#A due to R.

Given a non-boolean datatype property range, more sophisticated techniques are

required to decide which set of values is adequate for which concept. In our case this

distinction is based on condition 2c. If the similarity value does not exceed a certain

threshold, we generate 1#A ≡ ∃2#R.{false} instead of 1#A ≡ ∃2#R.{true}. An

example detected in our experimental study is 1#Early Registered Participant ≡
∃2#earlyRegistration.{true} exploiting 1#Participant ≡ 2#Participant in R.

Property Chain pattern A correspondence 1#R ≡ 2#P ◦ 2#Q of type PC is gener-

ated, if all following conditions hold.

1. Due to R, the domain of 1#R is a subclass or superclass of the domain of 2#P .

2. The range of 2#P is a subclass or superclass of the domain of 2#Q .

3. Datatype properties 1#R and 2#Q have a compatible data range.

4. The labels of 1#R and 2#P are similar.

5. The label of 2#Q is name or is contained in the label of 1#R resp. vice versa.

Due to the condition that range of 2#P and domain of 2#Q are in a superclass relation,

the successive application of the properties can be ensured. Often 1#R maps a class

onto a name, therefore especially properties which are labeled with name are potential
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mapping candidates. An example for this pattern has already been given in the previous

section. With respect to Figure 1 we have 1#R = 1#author , 2#P = 2#hasAuthor ,

2#Q = 2#name . The property 1#author relates a paper to the name of its author,

2#hasAuthor relates a paper to its author and 2#name an author to its name. Thus, a

chain of properties is required to express 1#author in the terminology defined by O2.

A second set of conditions aims to cover a different naming strategy. The first three

conditions are the same as above, but the last ones have to be replaced as follows.

4. The labels of 1#R and 2#Q are similar.

5. The labels of 2#P and its range or the labels of the properties 2#P and 2#Q are

similar.

An example, depicted in Figure 4, of a property chain that fulfills these conditions:

1#hasYear = 2#date ◦ 2#year where 2#date is an object property with 2#Date as

abstract range.

Fig. 3. Conditions relevant for detecting PC correspondence 1#hasYear ≡ 2#date ◦ 2#year

For all patterns of the class by and property chain family we additionally check for

each candidate correspondence whether there exists a constituent that already occurs in

the reference alignment. In this case we trust the simple correspondence in the reference

alignment and do not generate the complex correspondence.

5 Experiments

The algorithms described in the previous section have been implemented in a matching

tool available at http://dominique-ritze.de/complex-mappings/. We

applied our tool on three datasets referred to as CONFERENCE 1, CONFERENCE 2 and

BENCHMARK. These datasets have been taken from corresponding tracks of the Ontol-

ogy Alignment Evaluation Initiative (OAEI). As BENCHMARK we refer to the matching

tasks #301 - #304 of the OAEI Benchmark track. We abstained from using the other test

cases, because they are generated by systematic variations of the #101 ontology, which
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do not exceed a certain degree of structural difference. The CONFERENCE 1 dataset

consists of all pairs of ontologies for which a reference alignment is available. Addi-

tionally, we used the reference alignment between concepts created for the experiments

conducted in [5] to extend our datasets. This dataset is referred to as CONFERENCE 2

and has not been regarded while looking for complex correspondences.

Notice that all conditions in our algorithms express hard boolean constraints. The only

exception is the threshold that determines whether two strings are similar. Therefore,

we conducted our experiments with different thresholds from 0.6 to 0.9.

Correct Correspondences (true positives) Incorrect Correspondences (false positives)

Type CAT & CAT−1 PC
∑

CAT & CAT−1 PC
∑

Threshold 0.6 0.7 0.8 0.9 0.6 0.7 0.8 0.9 0.6 0.7 0.8 0.9 0.6 0.7 0.8 0.9 0.6 0.7 0.8 0.9 0.6 0.7 0.8 0.9

CONFERENCE 1 7 5 5 0 1 1 1 1 8 6 6 1 16 8 6 2 5 3 2 1 21 11 8 3

CONFERENCE 2 3 3 2 0 0 0 0 0 3 3 2 0 8 6 5 0 14 11 11 7 22 17 16 7

BENCHMARK 0 0 0 0 17 17 17 17 17 17 17 17 0 0 0 0 2 2 1 0 2 2 1 0∑
10 8 7 0 18 18 18 18 28 26 25 18 24 14 11 2 21 16 14 8 45 30 25 10

Table 1. Results with four different thresholds

Table 1 gives an overview on the results of our experiments. We carefully analyzed

all generated correspondences and divided them in correct (true positives) and incorrect

ones (false positives). One might first notice that we did not include a column for the

CAV pattern. Unfortunately, only two correct and one incorrect correspondence of this

type have been detected in the CONFERENCE 1 dataset. Remember that we only focused

on boolean datatype properties. A more general strategy might result in higher recall.

Nevertheless, to our knowledge all correspondences of the boolean CAV have been

detected and even with low thresholds only one incorrect correspondence accrued.

Obviously there is a clear distinction between different datasets. While our match-

ing system detected correct complex correspondences of class by types in the CON-

FERENCE datasets, none have been detected in the BENCHMARK dataset. Nearly the

same holds vice versa. This is based on the fact that the ontologies of the BENCHMARK

dataset are dedicated to the very narrow domain of bibliography and do not strongly

vary with respect to their concept hierarchy, while differences can be found with re-

gard to the use of properties. The CONFERENCE ontologies on the other hand have very

different conceptual hierarchies.

Correspondences of the pattern CAT and CAT−1 can be found in both CONFER-

ENCE 1 & 2 datasets. As expected we find the typical relation between precision and

recall on the one hand and the chosen threshold on the other hand: low thresholds cause

low precision of approx 30% and allow to detect a relatively high number of correct

correspondences. A nearly balanced ratio between true and false positives is reached

with a threshold of 0.8.

For the PC pattern a threshold of 0.6 results in 18 correct and 21 incorrect cor-

respondences. Surprisingly, the number of correct correspondences does not decrease

with increasing threshold, although the number of incorrect correspondences decreases
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significantly. This is based on the fact that the relevant entities occurring in the PC pat-

tern are very often not only similar but identical after normalization (e.g. concept Date
and property date). This observation indicates that there is still room for improvement

by choosing different thresholds for different patterns.

Another surprising result is the high number of false property chains in the CON-

FERENCE 1 and in particular in the CONFERENCE 2 dataset compared to the BENCH-

MARK dataset. Due to the existence of a reference alignment with high coverage of

properties for the BENCHMARK dataset many incorrect property chains have not been

generated. Their constituents already occurred in simple correspondence of the refer-

ence alignment. The same does not hold for the CONFERENCE datasets. There are many

properties that have no counterpart in one of the other ontologies.

Our experimental study points to the problem of evaluating the quality of a complex

alignment. Due to the fact that complex correspondences are missing in the reference

alignments, our results cannot be compared against a gold standard, resulting in miss-

ing recall values. Even though it might be possible to construct a complete reference

alignment for a finite number of patterns, it will be extremely laborious to construct a

complete reference alignment, which contains all non-trivial complex correspondences.

Nevertheless, a comparison against the size of the simple reference alignments might

deliver some useful insights. The number of property correspondences in the union of

all BENCHMARK reference alignments is 139 (only 63 concept correspondences), while

we could find 17 additional property chains with our approach. For the CONFERENCE

datasets we counted 275 concept correspondences (only the CONFERENCE 1 dataset

comprised additionally 12 property correspondences). Here we detected 12 complex

correspondences of different class by types. These results indicate that the proposed

complex ontology matching strategy increased recall by approx. 4% with respect to

concept correspondences and by approx. 10% with repect to property correspondences.

Interpreting these results, we have to keep in mind that the generation of complex

correspondences is much harder compared to the generation of simple correspondences.

While a balanced rate of correct and incorrect correspondences will not be acceptable

for simple matching tasks, a similar result is positive with respect to the complex match-

ing task which we tackle with our approach.

6 Conclusion

We proposed a pattern based approach to detect different types of complex correspon-

dences. Our approach does not rely on machine learning techniques, which require the

availability of instance correspondences. On the contrary, it is based on state of the

art matching techniques and additionally exploits an input alignment which consists of

simple correspondences. In an experimental study we have shown that our approach,

which is simply based on checking conditions specific to a particular pattern, is suffi-

cient to detect a significant amount of complex correspondences, while the number of

false positives is relatively low, if considering that complex correspondences are quite

hard to detect.

Although first results are promising, we know that the task of verifying the correct-

ness of complex correspondences requires human interaction. A pattern based approach,
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as proposed in this paper, will in most cases fail to generate highly precise alignments.

This is based on the fact that the generation of complex correspondences is significantly

harder compared to the task of generating simple correspondences. Suppose, given con-

cept AcceptedPaper of O1, a user is searching in O2 for an equivalent concept. First of

all, there are as much simple hypotheses available as there are atomic concepts in O2.

The situation changes dramatically when there exists no atomic counterpart and a com-

plex correspondence is required. The search space explodes and it becomes impossible

for a human expert to evaluate each possible combination. We know that the proposed

patterns covers only a small part of an infinite search space. Nevertheless, this small

part might still be large enough to find a significant fraction of those correspondences

that will not be detected at all without a supporting system.
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Abstract. Given two classifications, or lightweight ontologies, we compute the 
minimal mapping, namely the subset of all possible correspondences, called 
mapping elements, between them such that i) all the others can be computed 
from them in time linear in the size of the input ontologies, and ii) none of them 
can be dropped without losing property i). In this paper we provide a formal 
definition of minimal mappings and define a time efficient computation algo-
rithm which minimizes the number of comparisons between the nodes of the 
two input ontologies. The experimental results show a substantial improvement 
both in the computation time and in the number of mapping elements which 
need to be handled.

Keywords: Ontology matching, lightweight ontologies, minimal mappings 

1 Introduction 

Given any two graph-like structures, e.g., database and XML schemas, classifica-
tions, thesauri and ontologies, matching is usually identified as the problem of finding 
those nodes in the two structures which semantically correspond to one another. Any 
such pair of nodes, along with the semantic relationship holding between the two, is 
what we informally call a mapping element. In the last few years a lot of work has 
been done on this topic both in the digital libraries [15, 16, 17, 21] and the computer 
science [2, 3, 4, 5, 6, 8, 9] communities. In this paper we concentrate on lightweight 
ontologies (or formal classifications), as formally defined in [1, 7], and we focus on 
the problem of finding minimal mappings, that is, the subset of all possible corre-
spondences, called mapping elements, such that i) all the others can be computed from 
them in time linear in the size of the input graphs, and ii) none of them can be 
dropped without losing property i). This must not be seen as a limitation. There are 
plenty of schemas in the world which can be translated, with almost no loss of infor-
mation, into lightweight ontologies. For instance, thesauri, library classifications, file 
systems, email folder structures, web directories, business catalogues and so on. 
Lightweight ontologies are well defined and pervasive. The main advantage of mini-
mal mappings is that they are the minimal amount of information that needs to be 
dealt with. Notice that this is a rather important feature as the number of possible 
mapping elements can grow up to n*m with n and m being the size of the two input 
ontologies. Minimal mappings provide clear usability advantages. Many systems and 
corresponding interfaces, mostly graphical, have been provided for the management 
of mappings but all of them hardly scale with the increasing number of nodes, and the 
resulting visualizations are rather messy [3]. Furthermore, the maintenance of smaller 
sets makes the work of the user much easier, faster and less error prone [11]. 

37



The main contributions of this paper are a formal definition of minimal and, dually, 
redundant mappings, evidence of the fact that the minimal mapping always exists and 
it is unique and an algorithm for computing it. This algorithm has the following main 
features: 

1. It can be proved to be correct and complete, in the sense that it always com-
putes the minimal mapping; 

2. It minimizes the number of calls to the node matching function which com-
putes the relation between two nodes. Notice that node matching in the general 
case amounts to logical reasoning [5], and it may require exponential time; 

3. It computes the mapping of maximum size (including the maximum number of 
redundant elements) as it maximally exploits the information codified in the 
graph of the lightweight ontologies in input. This, in turn, avoids missing 
mapping elements due to pitfalls in the node matching functions, e.g. because 
of missing background knowledge [8]. 

As far as we know very little work has been done on the issue of computing mini-
mal mappings. In general the computation of minimal mappings can be seen as a spe-
cific instance of the mapping inference problem [4]. Closer to our work, in [9, 10, 11] 
the authors use Distributed Description Logics (DDL) [12] to represent and reason 
about existing ontology mappings. They introduce a few debugging heuristics which 
remove mapping elements which are redundant or generate inconsistencies from a 
given set [10]. The main problem of this approach, as also recognized by the authors, 
is the complexity of DDL reasoning [11]. In our approach, instead of pruning redun-
dant elements, we directly compute the minimal set. Among other things, our ap-
proach allows us to minimize the number of calls to node matching. 

The rest of the paper is organized as follows. Section 2 provides a motivating ex-
ample. Section 3 provides the definition for redundant and minimal mappings, and it 
shows that the minimal set always exists and it is unique. Section 4 describes the al-
gorithm while Section 5 evaluates it. Finally, Section 6 draws some conclusions and 
outlines the future work. 

2 A motivating example 

Classifications are perhaps the most natural tool humans use to organize informa-
tion content. Information items are hierarchically arranged under topic nodes moving 
from general ones to more specific ones as long as we go deeper in the hierarchy. 

Fig. 1. Two classifications 

journals

development and 
programming 

languages

java

programming and 
development 

languages

java 

Classification (1) Classification (2)

magazines 

A

B

C

D

E

F

G
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This attitude is well known in Knowledge Organization as the principle of organiz-
ing from the general to the specific [16], called synthetically the get-specific principle
in [1, 7]. Consider the two fragments of classifications depicted in Fig. 1. They are 
designed to arrange more or less the same content, but from different perspectives. 
The second is a fragment taken from the Yahoo web directory1 (category Computers 
and Internet). 

Following the approach described in [1] and exploiting dedicated NLP techniques 
tuned to short phrases (for instance, as described in [13]), classifications can be con-
verted, exactly or with a certain degree of approximation, into their formal alter-ego, 
namely into lightweight ontologies. Lightweight ontologies [1, 7] are acyclic graph 
structures where each natural language node label is translated into a propositional 
Description Logic (DL) formula codifying the meaning of the node.  Notice that the 
formula associated to each node contains the formula of the node above to capture the 
fact that the meaning of each node is contextualized by the meaning of its ancestor 
nodes. As a consequence, the backbone structure of the resulting lightweight ontolo-
gies is represented by subsumption relations between nodes. The resulting formulas 
are reported in Fig. 2.  

Fig. 2. The minimal and redundant mapping between two lightweight ontologies 

Here each string denotes a concept (e.g., journals#1) and the number at the end of 
the strings denote a specific concept constructed from a WordNet sense. Fig. 2 also 
reports the resulting mapping elements. We assume that each mapping element is as-
sociated with one of the following semantic relations: disjointness (⊥), equivalence 
(≡), more specific (�) and less specific (�), as computed for instance by semantic 
matching [5]. Notice however that not all the mapping elements have the same se-
mantic valence. For instance, B�D is a trivial logical consequence of B�E and E�D, 
and similarly for C�F and C≡G. We represent the elements in the minimal mapping 
using solid lines and redundant elements using dashed lines. M’ is the set of maxi-
mum size (including the maximum number of redundant elements) while M is the 
minimal set. The problem is how to compute the minimal set in the most efficent way. 

                                                          
1http://dir.yahoo.com/ 

  M’ = {<A, G, �>, <B, D, �>, <B, E, �>, <B, G, �>, <C, D, �>, <C, E, �>, <C, F, �>, <C, G, ≡>} 

  M = { <B, E, �>, <C, G, ≡>} 
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Java#3 � � � � 
(development#1 ���� programming#2) 

� � � � languages#3 � � � � journals#1  
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3 Redundant and minimal mappings 

Adapting the definition in [1] we define a lightweight ontology as follows: 

Definition 1 (Lightweight ontology). A lightweight ontology O is a rooted tree 
<N,E,LF> where: 

a) N is a finite set of nodes; 
b) E is a set of edges on N; 
c) LF is a finite set of labels expressed in a Propositional DL language such that for 

any node ni ∈ N, there is one and only one label li
F∈LF; 

d) li+1
F � li

F with ni  being the parent of ni+1. 

The superscript F is used to emphasize that labels are in a formal language. Fig. 2 
above provides an example of (a fragment of) two lightweight ontologies.  

We then define mapping elements as follows: 

Definition 2 (Mapping element). Given two lightweight ontologies O1 and O2, a 
mapping element m between them is a triple <n1, n2, R>, where:

a) n1∈N1 is a node in O1, called the source node; 
b) n2∈N2 is a node in O2, called the target node; 
c) R ∈ {≡, �, �, ⊥} is the strongest semantic relation holding between n1 and n2. 

The partial order is such that disjointness is stronger than equivalence which, in 
turn, is stronger than subsumption (in both directions), and such that the two sub-
sumption symbols are unordered. This is in order to return subsumption only when 
equivalence does not hold or one of the two nodes being inconsistent (this latter case 
generating at the same time both a disjointness and a subsumption relation), and simi-
larly for the order between disjointness and equivalence. Notice that, under this order-
ing, there can be at most one mapping element between two nodes. 

The next step is to define the notion of redundancy. The key idea is that, given a 
mapping element <n1, n2, R>, a new mapping element <n1’, n2’, R’> is redundant with 
respect to the first if the existence of the second can be asserted simply by looking at 
the relative positions of n1 with n1’, and n2 with n2’. In algorithmic terms, this means 
that the second can be computed without running the time expensive node matching 
functions. We have identified four basic redundancy patterns as follows: 

    

Fig. 3. Redundancy detection patterns 
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In Fig. 3, the blue dashed mappings are redundant w.r.t. the solid blue ones. The 
bold red solid lines show how a semantic relation propagates. Let us discuss the ra-
tionale for each of the patterns: 

• Pattern (1): each mapping element <C, D, �> is redundant w.r.t. <A, B, �>. In 
fact, C is more specific than A which is more specific than B which is more 
specific than D. As a consequence, by transitivity C is more specific than D. 

• Pattern (2): dual argument as in pattern (1). 

• Pattern (3): each mapping element <C, D, ⊥> is redundant w.r.t. <A, B, ⊥>. In 
fact, we know that A and B are disjoint, that C is more specific than A and that 
D is more specific than B. This implies that C and D are also disjoint. 

• Pattern (4): Pattern 4 is the combinations of patterns (1) and (2).  

In other words, the patterns are the way to capture logical inference from structural 
information, namely just by looking at the position of the nodes in the two trees. As 
we will show, this on turn allows computing the redundant elements in linear time 
(w.r.t. the size of the two ontologies) from the ones in the minimal set. Notice that 
patterns (1) and (2) are still valid in case we substitute subsumption with equivalence. 
However, in this case we cannot exclude the possibility that a stronger relation holds 
between C and D. A trivial example of where this is not the case is provided in Fig. 4 
(a). 

Fig. 4. Examples of non redundant mapping elements 

On the basis of the patterns and the considerations above we can define redundant 
elements as follows. Here path(n) is the path from the root to the node n. 

Definition 3 (Redundant mapping element). Given two lightweight ontologies O1

and O2, a mapping M and a mapping element m’∈M with m’ = <C, D, R’> between 
them, we say that m’ is redundant in M iff one of the following holds: 

(1) If R’ is �, ∃m∈M with m = <A, B, R> and m ≠ m’ such that R ∈ {�, ≡≡≡≡}, A 
∈ path(C) and D ∈ path(B);  

(2) If R’ is �, ∃m∈M with m = <A, B, R> and m ≠ m’ such that R ∈ {�, ≡}, C 
∈ path(A) and B ∈ path(D); 

(3) If R’ is ⊥, ∃m∈M with m = <A, B, ⊥> and m ≠ m’ such that A ∈ path(C) 
and B ∈ path(D); 

(4) If R’ is ≡, conditions (1) and (2) must be satisfied. 

C

DA

����
Car

Automobile

≡≡≡≡
Auto

≡≡≡≡ C D

B

����

A
����

���� ����
Mammal

Canine

Animal 

Dog 

(a) (b)

41



See how Definition 3 maps to the four patterns in Fig. 3. Fig. 2 in Section 2 pro-
vides examples of redundant elements. Definition 3 can be proved to capture all and 
only the cases of redundancy.  

Theorem 1 (Redundancy, soundness and completeness). Given a mapping M between 
two lightweight ontologies O1 and O2, a mapping element m’ ∈ M is redundant if and 
only if it satisfies one of the conditions of Definition 3. 

The soundness argument is the rationale described for the patterns above. Com-
pleteness can be shown by constructing the counterargument that we cannot have re-
dundancy in the remaining cases. We can proceed by enumeration, negating each of 
the patterns, encoded one by one in the conditions appearing in the Definition 3. The 
complete proof is given in [22]. Fig. 4 (b) provides an example of non redundancy 
which is based on pattern (1). It tells us that the existence of a link between two nodes 
does not necessarily propagate to the two nodes below. For example we cannot derive 
that Canine � Dog from the set of axioms {Canine � Mammal, Mammal � Animal, 
Dog � Animal}, and it would be wrong to do so. 

The notion of redundancy allows us to formalize the notion of minimal mapping as 
follows: 

Definition 4 (Minimal mapping). Given two lightweight ontologies O1 and O2, we 
say that a mapping M between them is minimal iff: 

a) 	m∈M such that m is redundant (minimality condition); 

b) 	M’⊃M satisfying condition a) above (maximality condition). 

A mapping element is minimal if it belongs to the minimal mapping. 

Note that conditions (a) and (b) ensure that the minimal set is the set of maximum 
size with no redundant elements. As an example, the set M in Fig. 2 is minimal. 
Comparing this mapping with M’ we can observe that all elements in the set M’ - M 
are redundant and that, therefore, there are no other supersets of M with the same 
properties. In effect, <A, G, �> and <B, G, �> are redundant w.r.t. <C, G, ≡> for pat-
tern (2); <C, D, �>, <C, E, �> and <C, F, �> are redundant w.r.t.  <C, G, ≡> for pat-
tern (1); <B, D, �> is redundant w.r.t. <B, E, �> for pattern (1). Note that M contains 
far less mapping elements w.r.t. M’. 

As last observation, for any two given lightweight ontologies, the minimal map-
ping always exists and it is unique.  

Theorem 2 (Minimal mapping, existence and uniqueness). Given two lightweight 
ontologies O1 and O2, there is always one and only one minimal mapping between 
them.

A proof is given in [22]. 
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4 Computing minimal and redundant mappings 

The patterns described in the previous section suggest how to significantly reduce 
the amount of calls to the node matchers. By looking for instance at pattern (2) in Fig. 
3, given a mapping element m = <A, B, �> we know that it is not necessary to com-
pute the semantic relation holding between A and any descendant C in the sub-tree of 
B since we know in advance that it is �. At the top level the algorithm is organized as 
follows: 

• Step 1, computing the minimal mapping modulo equivalence: compute the 
set of disjointness and subsumption mapping elements which are minimal 
modulo equivalence. By this we mean that they are minimal modulo collaps-
ing, whenever possible, two subsumption relations of opposite direction into a 
single equivalence mapping element; 

• Step 2, computing the minimal mapping: eliminate the redundant subsump-
tion mapping elements. In particular, collapse all the pairs of subsumption 
elements (of opposite direction) between the same two nodes into a single 
equivalence element. This will result into the minimal mapping; 

• Step 3, computing the mapping of maximum size: Compute the mapping of 
maximum size (including minimal and redundant mapping elements). During 
this step the existence of a (redundant) element is computed as the result of the 
propagation of the elements in the minimal mapping.

The first two steps are performed at matching time, while the third is activated 
whenever the user wants to exploit the pre-computed mapping elements, for instance 
for their visualization.  For lack of space in the following we give only the pseudo-
code for the first step. The interested reader can look at [22] for the pseudo-code of 
the other two steps. 

The minimal mapping is computed by a function TreeMatch whose pseudo-code 
is given in Fig. 5. M is the minimal set while T1 and T2 are the input lightweight on-
tologies.  

10  node: struct of {cnode: wff; children: node[];} 
20  T1,T2: tree of (node); 

30  relation in {�, �, ≡, ⊥}; 
40  element: struct of {source: node; target: node; rel: relation;}; 
50  M: list of (element); 
60  boolean direction; 

70  function TreeMatch(tree T1, tree T2) 
80   {TreeDisjoint(root(T1),root(T2)); 
90    direction := true;
100   TreeSubsumedBy(root(T1),root(T2));  
110   direction := false;
120   TreeSubsumedBy(root(T2),root(T1)); 
130   TreeEquiv(); 
140  }; 

Fig. 5. Pseudo-code for the tree matching function 

TreeMatch is crucially dependent on the node matching functions NodeDisjoint 
(given in [22]) and NodeSubsumedBy (Fig. 6) which take two nodes n1 and n2 and 
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return a positive answer respectively in case of disjointness or subsumption, or a 
negative answer if it is not the case or they are not able to establish it. Notice that 
these two functions hide the heaviest computational costs; in particular their computa-
tion time is exponential when the relation holds, but possibly much faster, when the 
relation does not hold. The main motivation for this is that the node matching prob-
lem, in the general case, should be translated into disjointness or subsumption prob-
lem in propositional DL (see [5] for a detailed description). The goal, therefore, is to 
compute the minimal mapping by minimizing the calls to the node matching functions 
and, in particular minimizing the calls where the relation will turn out to hold. We 
achieve this purpose by processing both trees top down. To maximize the perform-
ance of the system, TreeMatch has therefore been built as the sequence of three func-
tion calls: the first call to TreeDisjoint (line 80) computes the minimal set of dis-
jointness mapping elements, while the second and the third call to TreeSubsumedBy
compute the minimal set of subsumption mapping elements in the two directions 
modulo equivalence (lines 90-120). Notice that in the second call, TreeSubsumedBy
is called with the input ontologies with swapped roles. These three calls correspond to 
Step 1 above. Line 130 in the pseudo code of the TreeMatch implements the Step 2. 

Given two sub-trees in input, rooted in n1 and n2, the TreeDisjoint function 
searches for the first disjointness elements along any pair of paths in them. Look at 
[22] for corresponding pseudo-code and the complete description.

TreeSubsumedBy (Fig. 6) recursively finds all minimal mapping elements where 
the strongest relation between the nodes is � (or dually, � in the second call in the 
TreeMatch, line 120. In the following we will concentrate only on the first call).  

10  function boolean TreeSubsumedBy(node n1, node n2) 
20   {c1,c2: node; LastNodeFound: boolean; 

30    if (<n1,n2,⊥> ∈ M) then return false; 
40    if (!NodeSubsumedBy(n1, n2)) then
50      foreach c1 in GetChildren(n1) do TreeSubsumedBy(c1,n2); 
60    else 
70      {LastNodeFound := false; 
80       foreach c2 in GetChildren(n2) do  
90         if (TreeSubsumedBy(n1,c2)) then LastNodeFound := true; 
100      if (!LastNodeFound) then AddSubsumptionMappingElement(n1,n2); 
120      return true; 
140     }; 
150   return false; 
160  }; 

170 function boolean NodeSubsumedBy(node n1, node n2) 
180  {if (Unsatisfiable(mkConjunction(n1.cnode,negate(n2.cnode)))) then  
        return true; 
190   else return false; };

200 function AddSubsumptionMappingElement(node n1, node n2) 

210  {if (direction) then AddMappingElement(<n1,n2,�>); 
220   else AddMappingElement(<n2,n1,�>); };

Fig. 6. Pseudo-code for the TreeSubsumedBy function 

Notice that TreeSubsumedBy assumes that the minimal disjointness elements are 
already computed. As a consequence, at line 30 it checks whether the mapping ele-
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ment between the nodes n1 and n2 is already in the minimal set. If this is the case it 
stops the recursion. This allows computing the stronger disjointness relation rather 
than subsumption when both hold (namely in presence of an inconsistent node). 
Given n2, lines 40-50 implement a depth first recursion in the first tree till a subsump-
tion is found. The test for subsumption is performed by the NodeSubsumedBy func-
tion that checks whether the formula obtained by the conjunction of the formulas as-
sociated to the node n1 and the negation of the formula for n2 is unsatisfiable (lines 
170-190). Lines 60-140 implement what happens after the first subsumption is found. 
The key idea is that, after finding the first subsumption, TreeSubsumedBy keeps re-
cursing down the second tree till it finds the last subsumption. When this happens, the 
resulting mapping element is added to the minimal set (line 100). Notice that both 
NodeDisjoint and NodeSubsumedBy call the function Unsatisfiable which embeds 
a call to a SAT solver. 

To fully understand TreeSubsumedBy, the reader should check what happens in 
the four situations in Fig. 7. In case (a) the first iteration of the TreeSubsumedBy
finds a subsumption between A and C. Since C has no children, it skips lines 80-90 
and directly adds the mapping element <A, C, �> to the minimal set (line 100). In 
case (b), since there is a child D of C the algorithm iterates on the pair A-D (lines 80-
90) finding a subsumption between them. Since there are no other nodes under D, it 
adds the mapping element <A, D, �> to the minimal set and returns true. Therefore 
LastNodeFound is set to true (line 90) and the mapping element between the pair A-C 
is recognized as redundant. Case (c) is similar. The difference is that TreeSubsum-
edBy will return false when checking the pair A-D (line 30), thanks to previous com-
putation of minimal disjointness mapping elements, and therefore the mapping ele-
ment <A, C, �> is recognized as minimal. In case (d) the algorithm iterates after the 
second subsumption mapping element is identified. It first checks the pair A-C and it-
erates on A-D concluding that subsumption does not hold between them (line 40). 
Therefore, it recursively calls TreeSubsumedBy between B and D. In fact, since <A, 
C, �> will be recognized as minimal, it is not worth checking <B, C, �> for pattern 
(1). As a consequence <B, D, �> is recognized as minimal together with <A, C, �>. 

Fig. 7. Examples of applications of the TreeSubsumedBy

Five observations. The first is that, even if, overall, TreeMatch implements three 
loops instead of one, the wasted (linear) time is largely counterbalanced by the expo-
nential time saved by avoiding a lot of useless calls to the SAT solver. The second is 
that, when the input trees T1 and T2 are two nodes, TreeMatch behaves as a node 
matching function which returns the semantic relation holding between the input 
nodes. The third is that the call to TreeDisjoint before the two calls to TreeSubsum-
edBy allows us to implement the partial order on relations defined in the previous 
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section. In particular it allows returning only a disjointness mapping element when 
both disjointness and subsumption hold. The fourth is the fact that skipping (in the 
body of the TreeDisjoint) the two sub-trees where disjointness holds is what allows 
not only implementing the partial order (see the previous observation) but also saving 
a lot of useless calls to the node matching functions. The fifth and last observation is 
that the implementation of TreeMatch crucially depends on the fact that the minimal 
elements of the two directions of subsumption and disjointness can be computed in-
dependently (modulo inconsistencies). 

5 Evaluation 

The algorithm presented in the previous section, let us call it MinSMatch, has been 
implemented by taking the node matching routines of the state of the art matcher 
SMatch [5] and by changing the way the tree structure is matched. The evaluation has 
been performed by directly comparing the results of MinSMatch and SMatch on sev-
eral real-world datasets. All tests have been performed on a Pentium D 3.40GHz with 
2GB of RAM running Windows XP SP3 operating system with no additional applica-
tions running except the matching system. Both systems were limited to allocating no 
more than 1GB of RAM. The tuning parameters were set to the default values. The 
selected datasets had been already used in previous evaluations, see [14]. Some of 
these datasets can be found at OAEI web site2. The first two datasets describe courses 
and will be called Cornell and Washington, respectively. The second two come from 
the arts domain and will be referred to as Topia and Icon, respectively. The third two 
datasets have been extracted from the Looksmart, Google and Yahoo! directories and 
will be referred to as Source and Target. The fourth two datasets contain portions of 
the two business directories eCl@ss3 and UNSPSC4 and will be referred to as Eclass 
and Unspsc. Table 1 describes some indicators of the complexity of these datasets. 

# Dataset pair Node count Max depth Average 
branching factor 

1 Cornell/Washington 34/39 3/3 5.50/4.75 
2 Topia/Icon 542/999 2/9 8.19/3.66 
3 Source/Target 2857/6628 11/15 2.04/1.94 
4 Eclass/Unspsc 3358/5293 4/4 3.18/9.09 

Table 1. Complexity of the datasets

Consider Table 2. The reduction in the last column is calculated as (1-m/t), where 
m is the number of elements in the minimal set and t is the total number of elements 
in the mapping of maximum size, as computed by MinSMatch. As it can be easily no-
ticed, we have a significant reduction, in the range 68-96%. 

The second interesting observation is that in Table 2, in the last two experiments, 
the number of total mapping elements computed by MinSMatch is slightly higher 
(compare the second and the third column). This is due to the fact that in the presence 
of one of the patterns, MinSMatch directly infers the existence of a mapping element 
without testing it. This allows MinSMacth, differently from SMatch, to avoid missing 

                                                          
2 http://oaei.ontologymatching.org/2006/directory/ 
3 http://www.eclass-online.com/ 
4 http://www.unspsc.org/ 
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elements because of failures of the node matching functions (because of lack of back-
ground knowledge [8]). One such example from our experiments is reported below 
(directories Source and Target): 

\Top\Computers\Internet\Broadcasting\Video Shows  
\Top\Computing\Internet\Fun & Games\Audio & Video\Movies 

We have a minimal mapping element which states that Video Shows � Movies. 
The element generated by this minimal one, which is captured by MinSMatch and 
missed by SMatch (because of the lack of background knowledge about the relation 
between ‘Broadcasting’ and ‘Movies’) states that Broadcasting � Movies. 

 S-Match MinSMatch 
# Total mapping  

elements (t) 
Total mapping 
elements (t) 

Minimal mapping 
elements (m) 

Reduction, % 

1 223 223 36 83.86 
2 5491 5491 243 95.57 
3 282638 282648 30956 89.05 
4 39590 39818 12754 67.97 

Table 2. Mapping sizes. 

To conclude our analysis, Table 3 shows the reduction in computation time and 
calls to SAT. As it can be noticed, the time reductions are substantial, in the range 
16% - 59%, but where the smallest savings are for very small ontologies. In principle, 
the deeper the ontologies the more we should save. The interested reader can refer to 
[5, 14] for a detailed qualitative and performance evaluation of SMatch w.r.t. other 
state of the art matching algorithms. 

 Run Time, ms SAT calls 
# S-Match MinSMatch Reduction,

% 
S-Match MinSMatch Reduction,

% 
1 472 397 15.88 3978 2273 42.86 
2 141040 67125 52.40 1624374 616371 62.05 
3 3593058 1847252 48.58 56808588 19246095 66.12 
4 6440952 2642064 58.98 53321682 17961866 66.31 

Table 3. Run time and SAT problems 

6 Conclusions 

In this paper we have provided a definition and a fast algorithm for the computa-
tion of the minimal mapping between two lightweight ontologies. The evaluation 
shows a substantial improvement in the (much lower) computation time, in the (much 
lower) number of elements which need to be stored and handled and in the (higher) 
total number of mapping elements which are computed. 

The future work includes the experimentation with various large Knowledge Or-
ganization Systems (e.g., NALT, AGROVOC, LCSH). 
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Abstract. The AgreementMaker system for ontology matching includes an
extensible architecture that facilitates the integration and performance tun-
ing of a variety of matching methods, an evaluation mechanism, which can
make use of a reference matching or rely solely on “inherent” quality measures,
and a multi-purpose user interface, which drives both the matching methods
and the evaluation strategies. In this paper, we focus on two main features
of AgreementMaker. The former is an optimized method that performs the
selection of mappings given the similarities between entities computed by any
matching algorithm, a threshold value, and the desired cardinalities of the
mappings. Experiments show that our method is more efficient than the typ-
ically adopted combinatorial method. The latter is the evaluation framework,
which includes three “inherent” quality measures that can be used both to
evaluate matching methods when a reference matching is not available and
to combine multiple matching results by defining the weighting scheme of a
fully automatic combination method.

1 Introduction

The quest for correctness, completeness, and efficiency in the process of finding corre-
spondences (or mappings) between semantically related entities of different real-world
ontologies is a difficult and challenging task for several reasons. For example, an algo-
rithm may be effective for a given scenario, but not for others. Even within the same
scenario, the use of different parameters can change the outcome significantly. There-
fore, state-of-the-art ontology matching systems [8] tend to adopt different strategies
within the same infrastructure even though the intelligent combination of multiple
matching results is still an open problem.

Our collaboration with domain experts in the geospatial domain [3] has revealed
that they value automatic matching methods, especially for ontologies with thousands
of concepts. However, they want to be able to evaluate the matching process, thus
requiring to be directly involved in the loop. Such considerations have motivated
the most recent features of the AgreementMaker system1 for ontology matching [1,
2]. These features include a comprehensive user interface supporting both advanced
visualization techniques and a control panel that drives all the matching methods
and evaluation strategies (Figure 1) and an extensible architecture to incorporate
new methods easily and to tune their performance. In this paper we concentrate on
an optimization technique to produce the final set of mappings efficiently and on

� Research supported by NSF Awards ITR IIS-0326284, IIS-0513553, and IIS-0812258.
1 www.AgreementMaker.org.
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Fig. 1. User interface displaying side-by-side the source and target ontologies (top) and the
control panel for the evaluation and comparison of matching methods (bottom).

the system’s capability to evaluate, compare, and combine different strategies and
matching results.

We describe next the main components of the paper. In Section 2, we cover related
work. In Section 3, we describe several of the matching methods, or matchers, and
their organization in layers. The ontologies being matched are called source and
target ontologies. Matchers perform similarity computation in which each concept of
the source ontology is compared with all the concepts of the target ontology, thus
producing two similarity matrices (one for classes and one for properties), which
contain a value for each pair of concepts.

In Section 4, we describe the process of mappings selection in which a similarity
matrix is scanned to select the best mappings according to a given threshold and to
the cardinality of the correspondences. For the mappings selection, we distinguish
the following four cases: 1-1, n-m, n-∗ (analogous to ∗-m), ∗-∗, where 1, n, and m
indicate specific input parameters and ∗ indicate that there is no constraint on the
number of relations. For example, 1-1 means that each concept in the source ontology
will be matched with at most one concept in the target ontology, n-m means that
each concept in the source ontology will be matched with at most m concepts in the
target ontology, whereas each concept in the target ontology will be matched with at
most n concepts in the source ontology. In the case n-∗, for example, each concept in
the source ontology can be matched to any number of concepts in the target ontology.
We note that in this case the chosen similarity threshold will in fact determine the
number of concepts in the target ontology. In order to maximize the overall similarity
of the selected mappings in a 1-1 or n-m matching, an optimization problem (namely
the Assignment Problem) has to be solved. We provide an efficient solution to this
problem by reducing it to the maximum weight matching in a bipartite graph and
by adopting the Shortest Augmenting Path algorithm (SAP) [11]. Our experiments,
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which we describe in Section 6, have shown that this solution is considerably more
efficient both space- and time-wise than the typically used Hungarian Method [12].

In Section 5, we describe the evaluation framework, which can make use of a ref-
erence matching or rely solely on “inherent” quality measures. In particular, we have
adopted in our system two quality measures proposed by others [10], namely order
and distance preservation, which analyze the structural properties of the produced
matching to help determine its quality, and our own quality measure, called local
confidence, which measures the reliability of the similarity measures assigned by a
matching method. In addition, users can adopt any of these quality measures to define
the weighting scheme of a fully automatic method that combines multiple matchings.
The experiments, reported in Section 6, have shown that the local confidence quality
measure can be quite effective in such a task.

2 Related Work

There are several notable systems related to ours [7, 8]. In this section, we will look
at related systems with a special focus on the topics of combination of matching
methods, mappings selection, and quality measures.

RiMOM [15] implements more than eight different matchers. It adopts a strat-
egy selection method based on the definition of three ontology feature factors: label
similarity, structure similarity, and label meaning. These factors are estimated based
on the two ontologies to be matched. The matching strategies to be used are those
that are suited to the highest factors. For example, if the two ontologies have high
label similarity factor, then RiMOM will mostly rely on linguistic based strategies;
while if the two ontologies have a high structure similarity factor, it will employ
similarity-propagation based strategies on them. However, we note that the associa-
tion between factors and strategies is predefined. Multiple results are combined using
the weighted average of their similarity values, where the weights are predefined ex-
perimentally. While AgreementMaker does not provide a strategy selection method, it
also provides a combination strategy based on the linear interpolation of the similar-
ity values. However, in contrast with the RiMOM system, the weights can be either
user assigned or evaluated through automatically-determined quality measures. This
framework is extensible, because if a new method is integrated into the system, it can
be directly used and combined with other methods. In terms of the final selection of
mappings, RiMOM uses a similarity threshold value, while AgreementMaker uses in
addition cardinality values.

Falcon-AO [9] uses four elementary matchers. Similarly to RiMOM, the asso-
ciation between detected similarities and matchers to be combined are predefined.
However, matching results can only be combined two at a time (thus differing from
both RiMOM and AgreementMaker). While RiMOM does not provide any evaluation
strategy, Falcon-AO allows users to evaluate the precision, recall, and F-measure of
a matching method given a reference matching. As for the mappings selection phase,
Falcon-AO (like RiMOM) does not consider cardinality parameters.

SAMBO and SAMBOdtf [13] have five basic matchers, which are combined using
the weighted average of similarities, where the weights are predefined. As for the
mappings selection phase, SAMBOdtf adopts a strategy that is based on double
threshold: pairs above the threshold are are retained as suggestions, those in between
the lower and the upper threshold are filtered using structural information, and the
rest is discarded.
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None of the above systems proposes quality measures. One approach in this direc-
tion reduces mapping incoherence of the computed mappings to concept unsatisfia-
bility in the ontology that results from merging matched ontologies [14]. The quality
evaluation is then computed by measuring the effort necessary to remove all causes
of incoherence from the matching.

Mapping incoherence is also used in the ILIADS system [16], which performs
ontology matching and merging. They start by matching concepts, which are logical
mappings that are used to create a unique integrated ontology. Logical reasoning over
the constraints in the ontologies creates a consistent integrated ontology.

Other work proposes new measures that extend precision and recall to objects that
are semantically defined, such as those in ontologies and alignments [5]. Such quality
measures could be integrated into AgreementMaker, in addition to the “classically”
defined concepts of precision and recall already supported.

3 Matching Methods

Our architecture allows for serial and parallel composition where, respectively, the
output of one or more methods can be used as input to another one, or several
methods can be used on the same input and then combined. A set of mappings may
therefore be the result of a sequence of steps, called layers, to obtain a final matching
or alignment (i.e., a set of mappings).

First layer matchers compare concept features (e.g., label, comments, annota-
tions, and instances) and use a variety of methods including syntactic and lexical
comparison algorithms as well as the use of a lexicon like WordNet in the Base Simi-
larity Matcher (BSM) [4]. In the Parametric String-based Matcher (PSM) (see Figure
2), users can choose between a set of string comparison metrics (i.e., edit-distance,
Jaro-Winkler, and a substring-based measure devised by us), define the normaliza-
tion process (e.g., stemming, stop-word removing, and link stripping), and weigh the
relevance of each considered concept feature. The similarity between two concepts is
computed as the weighted average of the similarities between their single features.

In several methods, the common information between two concepts is kept into
separate features and compared within each feature: labels are compared with la-
bels and concept descriptions are compared with concept descriptions, for example.
For this reason, we adopt a Vector-based Multi-word Matcher (VMM) that treats
concepts as virtual documents containing the information pertaining to them. This
information includes their descriptions, the information about their neighbors, and
extensional information (e.g., class instances). These containers of terms are trans-
formed into TF-IDF vectors and the similarity is computed using the cosine similarity
metric, which is a common technique used to compare documents (see Figure 3).

Second layer matchers use structural properties of the ontologies. Our own meth-
ods include the Descendant’s Similarity Inheritance (DSI) and the Sibling’s Similarity
Contribution (SSC) [4]. As their name indicates, they take respectively into account
the information about concepts of which a given concept is a descendant or sibling.

Finally, third layer matchers combine the results of two or more matchers so as
to obtain a unique final matching in two steps. In the first step, a similarity matrix
is built for each pair of concepts, using our Linear Weighted Combination (LWC)
matcher, which processes the weighted average for the different similarity results
(see Figure 4). Weights can be assigned manually or automatically, the latter kind
being determined using our evaluation methods (presented in Section 5). The second
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Fig. 2. Parametric String-based Matcher (PSM).

Fig. 3. Vector-based Multi-word Matcher (VMM).

step uses that similarity matrix and takes into account a similarity value and the
desired cardinality to generate the final set of mappings, which maximizes the overall
similarity while satisfying the selection constraints.

4 Mappings Selection

Four cases are considered in the selection process (see Section 1), depending on the
desired cardinality: 1-1, n-m, n-∗ (analogous to ∗-m), and ∗-∗. The solution to n-
∗ can be found by scanning each row in the similarity matrix (or each column in
the case ∗-m) and by selecting the n most similar correspondences with similarity
values higher than the threshold (see Figure 5). For the ∗-∗ case, only the threshold
constraint has to be satisfied.

The 1-1 matching case, which is often required in real-world scenarios, is a chal-
lenging problem. In order to maximize the overall similarity in such scenarios, an
optimization problem (namely the Assignment Problem) has to be solved. Usually,
combinatorial algorithms (e.g., the Hungarian Method [12]) are used to find the op-
timal solution, but they are costly in terms of space usage and execution time and
are for this reason impractical to match ontologies with thousands of concepts.

We provide an efficient alternative solution to this problem by reducing it to
the maximum weight matching in the bipartite graph G = (S ∪ T, E ), where S
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Fig. 4. Linear Weighted Combination (LWC) matcher.

Fig. 5. Example of 2-∗ matching with threshold 0.7 illustrating the similarity level (which
yields the similarity matrix) and the selection level (which yields the alignment).

contains the source ontology concepts, T contains the target ontology concepts, and
E contains an edge oriented from S to T for each correspondence with a similarity
value higher than the threshold, weighted with the threshold value itself. We recall
that a maximum weight matching M is a subset of the edges in E such that for
each vertex in G at most one adjacent edge is contained in M and the sum of the
weights (i.e., the similarity values) of the selected edges is maximized. Thanks to this
transformation, we can adopt the Shortest Augmenting Path algorithm (SAP) [11]
to find the optimal solution in polynomial time.

Finally, in the n-m selection case, we reuse our algorithm for the 1-1 matching
case several times sequentially. We keep track of the number of mappings found for
each vertex, and at the end of each iteration, we remove from the bipartite graph
all the vertices together with their adjacent edges that have reached the maximal
cardinality. The algorithm terminates when the graph is empty. We do not know of
any other ontology matching system that has investigated the selection process with
this level of detail.
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similarity level selection level

local
Quality of each row (or column) of
the similarity table

Quality of a mapping

global Quality of the entire similarity table Quality of the whole set of mappings
Table 1. Categorization of measures of quality of a matching method.

5 Evaluation

The most effective evaluation technique compares the mappings found by the system
between the two ontologies with a reference matching or “gold standard,” which is
a complete set of correct mappings as built by domain experts, in order to measure
precision, recall, and F-measure. The AgreementMaker system supports this evalua-
tion technique. In addition, a reference matching can also be used to tune algorithms
by using a feedback mechanism provided by a succession of runs.

However, a gold standard is usually not available. Therefore, “inherent” quality
measures need to be considered. These measures can be defined at two levels as
associated with the two main modules of a matcher: similarity or selection level. As
illustrated in Figure 5, we can consider local quality as associated with a single row
(or a single column) of the similarity matrix at the similarity level (or mapping at
the selection level) or global quality as associated with all the correspondences in the
similarity matrix at the similarity level (or with all the mappings in a matching at
the selection level). This categorization of quality measures is summarized in Table 1.
We have incorporated in our system two global-selection quality measures proposed
by others [10] and one local-similarity quality measure that we have devised.

The intuition behind the two global-selection quality measures, namely (1) or-
der and (2) distance preservation, is that given a set of mappings we can measure
the structural properties of the produced matching to help determine its quality. In
particular, according to (1), a matching should not change the order of concepts as
defined by the is-a or part-of relations, and, according to (2), it should preserve the
distance between concepts as much as possible. These metrics are good measures of
the quality of a set of mappings if the ontologies are structurally similar.

In contrast with the two global-selection measures, the local-similarity quality
measure is independent of the properties of the ontologies. Indeed, it tries to measure
the reliability of the similarity measures assigned by a matching method, which is
an intrinsic property of the matching method and therefore scenario independent. In
particular, for each source (or target) concept we want to measure the confidence of
the matcher as related to the selected mappings for that concept. Similarity-based
matching techniques are based on the idea that if two concepts are very similar,
they probably deserve to be matched. Therefore, our measure should be directly
proportional to the similarity values of selected mappings. At the same time, we
want to detect and penalize those matchers that tend to assign high similarity values
too generously. For instance, if the correct solution is a 1-1 matching we expect each
concept to be very similar (i.e., have high similarity value) to one concept at most,
and very different (i.e., have low similarity value) to all others. Moreover, we want the
similarity assignments to be stable in respect to the threshold value, so that changing
the threshold slightly should not affect the final alignment considerably.

Therefore, given a matcher M and a concept c, we can define the local confidence
of M with respect to c, LCM (c), as follows:

– let T be the set of all target concepts;
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Fig. 6. Local confidence quality measure example.

– let mM(c) ⊆ T be the set of concepts c′ ∈ T that have been mapped to c by M ;
– let simM(c, c′) be the similarity value between c and c′ assigned by M ;
– then LCM (c) is defined as the difference between the average of selected map-

pings’ similarities for c and the average of the remaining correspondences’ simi-
larities:

LCM(c) =

∑
c′ ∈ mM(c)

simM(c, c′)

| mM (c) | −

∑
c′ ∈ (T − mM(c))

simM(c, c′)

| T − mM (c) | .

With the reasonable assumption that M maps the most similar concepts, then

1 ≥

∑
c′ ∈ mM(c)

simM(c, c′)

|mM (c)| ≥

∑
c′ ∈ (T − mM(c))

simM(c, c′)

|T − mM (c)| ≥ 0 , therefore

LCM(c) ∈ [0, 1]

A simple application of this quality measure is shown in Figure 6.

6 Experimental Results

In this section, we first report on the efficiency tests of the mappings selection algo-
rithm. Then we compare the first layer matchers proposed in this paper (i.e., PSM
and VMM) with the matching methods we used in the OAEI 2007 competition (i.e.,
BSM followed by DSI) [6]. Finally, we report on the results of the evaluation of the
LWC matcher. We benefited from the capabilities of the AgreementMaker itself to
perform the evaluations.

Mappings selection The most relevant module in this component is the 1-1 match-
ing algorithm, which is also used to solve the n-m matching case. We compare the
algorithm that we have adapted and implemented, the Maximum Weight Bipartite
Matching, MWBM, with the Hungarian method [12] used by other matching sys-
tems.2 In the first experiment, we ran both algorithms on random similarity matri-
ces of different sizes (i.e., from a 500 × 500 matrix to a 5000 × 5000 matrix) with a
threshold value of 0.5. As shown in Figure 7, the Hungarian method is much slower
and uses a larger amount of memory.

In the second experiment, we investigated the effects of the threshold value on
the performance of the algorithms. This time, we ran both methods on the same

2 The implementation is available at konstantinosnedas.com/dev/soft/munkres.htm.
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Fig. 7. Performance comparison between the Maximum Weight Bipartite Matching and the
Hungarian method on different input sizes with a memory limitation of 1GB.

Fig. 8. Performance comparison between the Maximum Weight Bipartite Matching and the
Hungarian method on different threshold values.

1000 × 1000 matrix using different threshold values (varying from 10% to 90%).
As shown in Figure 8, the Hungarian method is not affected by the differences in
the threshold values while the performance of MWBM improves when the threshold
increases. That is, combinatorial matching methods, such as the Hungarian method,
process the whole similarity matrix including those values that do not satisfy the
threshold constraint. Instead, our algorithm transforms the similarity matrix into
a weighted bipartite graph whose size is directly affected by the threshold value.
Indeed, those correspondences that do not satisfy the threshold constraint are not
translated into edges of the bipartite graph.

First layer matchers We ran the first two experiments on the alignment of eight
pairs of ontologies. In particular, each set contains a source ontology, a target ontol-
ogy, and the reference matching (expected matching) between them. The following
ontology pairs were provided by I3CON 2004:3

– weapons set (WEP) contains two classifications of various weapon types;

– people and pets set (PP), contains two ontologies describing people and pets;

– networks set (NET) contains two classifications of computer networks;

– Russia set (RUS) contains general information about Russia.

3 www.atl.external.lmco.com/projects/ontology/i3con.html
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Fig. 9. Comparison of first layer matchers (best run is considered).

The other four sets of ontologies are part of the OAEI benchmark.4 The domain of
these ontologies is bibliographic references. We consider those test cases in which the
reference ontology #101 has to be aligned with the following real-world ontologies:

– #301 is the BibTex bibliographic ontology from MIT;
– #302 is the BibTex bibliographic ontology from UMBC;
– #303 is the Karlsruhe bibliographic ontology used in the OntoWeb portal;
– #304 is the INRIA bibliographic ontology.

In the first experiment, we ran the first layer matchers on all sets of ontologies
using multiple threshold values for all of them. In Figure 9, for each method and
for each ontology set, we report on the best F-measure of all runs. PSM is usually
more effective than the others except for test cases #302 and #303, where it is
slightly worse. However, the overall F-measure is definitely the highest. We further
investigated the result of this experiment and noticed that BSM followed by DSI is
quite accurate (high precision) but is able to find mappings only when the concepts
are quite similar (otherwise displays low recall on dissimilar ontologies). Instead, PSM
usually finds more mappings, even though some of them may be wrong occasionally.
That is why it is less effective than BSM on the #303 set which contains mainly
trivial mappings. VMM is sometimes better than the combination BSM+DSI, but
it is usually worse than PSM. The problem is that these ontologies do not provide
enough information to allow for this matcher to be very effective; however, it finds
some non-trivial mappings not discovered by the other methods.

In summary, PSM is quite effective and stable, BSM is important for his high
accuracy and VMM is able to find non-trivial mappings. Given the different qualities
demonstrated by these matchers, we thought of combining them, thus motivating our
next experiment.

LWC matcher We ran the first layer matchers (BSM, PSM, and VMM) and com-
bined their results with the LWC matcher using four different linear operations:
average of similarities, LWC-avg, maximum similarity, LWC-max, minimum similar-
ity, LWC-min, and quality-based weighted average of similarities, LWC-weight avg.
4 oaei.ontologymatching.org/2009/benchmarks/
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Fig. 10. Comparison of combination techniques.

In the quality-based strategy, we adopted the local confidence quality to measure
the relevance of the mappings generated by each matcher. In particular, the LWC
method computes a combined similarity matrix that is obtained as the weighted av-
erage of the similarity matrices produced by the three matchers (see Figure 4). In this
experiment, the weights are assigned by evaluating each matcher with the local con-
fidence quality measure. Being a local similarity level quality measure (see Table 1),
it defines a different value for each row of a similarity matrix, which is directly used
to compute the weighted average for that row in the combination of the similarity
matrices.

For each ontology set, we report in Figure 10 the best performance of the match-
ers to be combined, henceforth called input matchers, and the performance of the
different versions of the LWC matcher. In most cases, almost all the mappings found
by a single matcher are included in the set generated by another one, therefore any
combination of these matchers cannot provide a significant improvement. A combined
result equivalent to the best matcher in the input is already a good result. However,
in all test cases, at least one of the combined results is equivalent to or better than
the best result of the input matchers.

Considering the complexity of combining multiple matchings, which is still an
open research problem, the most important result of this experiment is that the
weighted average based on the local confidence quality is the most effective technique.
Moreover, we note that the weights are chosen automatically.

7 Conclusions

In this paper, we make a contribution to the automatic evaluation of matchings by
defining a quality measure that does not take into account the prior knowledge of
a reference matching. We use this quality measure to define the weighting scheme
of a fully automatic combination method. We also propose an efficient solution for
the mappings selection task, whose performance is also positively affected by the
threshold value. We plan to provide an API to make this functionality available to
other matching systems.
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In the future, we will take advantage of our extensible architecture and add new
matching methods, for example, to our instance based methods. We plan to study
new quality measures to enhance the current evaluation capabilities and our quality-
based combination technique. Another direction for future research includes using
partial reference matchings to perform the alignment of full ontologies.
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Abstract. We present a method to measure the amount of structural
distortion carried by an alignment between two taxonomic cores of on-
tologies represented as semantic hierarchies. We present our formalism
based in metric order theory. We then illustrate the results of such an
analysis on the Anatomy track of the 2008 Ontology Alignment Evalua-
tion Initiative (OAEI).

Key words: Ontology alignment; lattice theory; order theory.

1 Introduction
Since top-down, monolithic development of unitary ontologies is at best difficult,
and at worst undesirable, ontology alignment is increasingly seen as a critical Se-
mantic Web technology [4, 17]. Although many semantic relations can be present
in ontologies, they tend to be dominated by their taxonomic cores; that is, sub-
sumptive inheritance (is-a) and/or meronomic compositional (part-of) class
hierarchies. Thus techniques which address the specific nature of these structures
as semantic hierarchies are critical for ontology management tasks.

An alignment is modeled as a mapping (single- or multi-valued) between two
semantic hierarchies, taking concepts from one into another. Depending on the
relative size, structure, and domains of the two hierarchies, their quality, and
the size and quality of the alignment, different properties of the alignment might
hold. It might be that that mapping is partial in one direction or the other; it may
be concentrated in one portion or another of each hierarchy; may takes nodes
which are “close together” in one hierarchy into nodes which are “far apart”
in the other; and may take nodes in a particular structural relationship (e.g.
parent-child or sibling) into the same or a different such structural relationship.
Knowledge of such properties is valuable for the ontology designer and aligner,
an important adjunct to visual inspection of large ontologies and alignments.

One straightforward example of this reasoning is to say that if the two se-
mantic hierarchies were intended to model the same domain, then an alignment
mapping should be structure-preserving, taking pairs of nodes which are close
together in one structure into pairs which are also close together in the other,
and similarly for pairs of nodes which are far apart. To the extent that this is not
the case, this could indicate a problem with either one ontology, the other, the
alignment mapping, or some combination of these structures. Even when seman-
tic or pragmatic criteria dictate that it is appropriate for a mapping to violate
structural preservation, it is still valuable to be able to measure and quantify the
amount of structural preservation or distortion which an alignment introduces.
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This is true both after the alignment has been produced, and also while the
alignment is being produced, for example in an interactive environment such as
the Protege tool PROMPT [17].

We describe an algorithmic approach to the measurement of the extent to
which an ontology alignment preserves the structural properties of the two on-
tologies. We use order theory (the formal theory of hierarchy represented by
ordered sets and lattices [3]) to model taxonomies as semantic hierarchies on sets
of nodes P , where nodes a ∈ P are ontology concepts related by transitive edges
such as subsumption (“is-a”) or composition (“part-of”). These in turn are
represented as finite, bounded, partially ordered sets (posets) P = 〈P,≤〉, where
the relation ≤ is one (or a union) of these transitive link types. Such ordered
structures are not, in general, trees, nor even lattices, but can be rich in multiple
inheritance and lack unique least common subsumers between nodes.

We demonstrate our approach by analyzing the alignments of the Anatomy
track of the 2008 Ontology Alignment Evaluation Initiative (OAEI) campaign
(http://oaei.ontologymatching.org/2008/anatomy). We compare the precision and
recall results of the OAEI against our discrepancy measures, as well as analyze
the highest discrepancy nodes and alignment links.

Prior work in both ontology alignment in general, and graph matching in
knowledge systems (e.g. [7]), is voluminous, and order theory is used in many
areas of computer science outside of knowledge systems. But there is relatively
little in the ontology literature about measuring structural relations in ontologies,
and we’ve been able to find nothing in the specific use of a lattice theoretical
approach to hierarchy mapping and measurement. Kalfoglou and Schorlemmer
[12] have an approach to order morphisms similar to ours; and some researchers
[5,17] take a structure mapping approach, but do so as a graph theory problem,
not using hierarchy theory. Although He and Xiaoyong [8] recognize the need to
work in order theory, they don’t actually do so.

The algebraic relations among class extents and intents used by a number
of researchers (e.g. [14,15]) do point to metric properties similar to ours. But
while these have implications for an order-theoretical approach, they are not
themselves explicitly order-theoretical. The closest correlate to our order metric
approach is in the use of “semantic similarity” measures [1]. Still, these are
generally used within a particular lexical or bio-ontology, and have only been
used to a small extent [19] as an adjunct to the alignment problem. Some of
our work [10] marries structural similarities with our order metrics. We are
actively working [18] to identify how our order metrics are actually foundational
to semantic similarities, and generate them as a special case.

An early desription of this concept has been previously reported in a poster
[11].

2 Order Theory for Semantic Hierarchy Alignment

We represent semantic hierarchies as bounded, partially ordered sets (posets)
P = 〈P,≤〉 [3], where P is a finite set of ontology nodes, and ≤ ⊆ P 2 is a reflex-
ive, anti-symmetric, and transitive binary relation such as subsumption (“is-a”)
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Measuring Semantic Hierarchy Alignments 3

or composition (“part-of”). In ontology analysis, semantic hierarchies are typ-
ically Directed Acyclic Graphs (DAGs) [9] which are top-bounded, have a mod-
erate amount of multiple inheritance, and branch downward very strongly. Each
such structure uniquely determines a poset P by taking its transitive closure and
including a bottom bound 0 ∈ P such that ∀a ∈ P, 0 ≤ a.

For two taxonomies P := 〈P,≤〉 ,P′ := 〈P ′,≤′〉, an alignment relation
F ⊆ P × P ′ is a collection of pairs f = 〈a, a′〉 ∈ F , indicating that the node
a ∈ P on the “left” side is mapped or aligned to the node a′ ∈ P ′ on the “right”
side. F determines a domain and codomain

Q := {a ∈ P, ∃a′ ∈ P ′, 〈a, a′〉 ∈ F} ⊆ P, Q′ := {a′ ∈ P ′, ∃a ∈ P, 〈a, a′〉 ∈ F} ⊆ P ′,

We call the f ∈ F links, the a ∈ Q the left anchors and the a′ ∈ Q′ the right
anchors. Let m := |Q|, m′ := |Q′|, and N := |F | ≤ mm′.

Fig. 1 shows a small alignment. We have left anchors Q = {B, E, G}, m =
3; right anchors Q′ = {I, J, K}, m′ = 3; and N = 4 with links F = {f1 =
〈B, J〉 , f2 = 〈B, I〉 , f3 = 〈E, I〉 , f4 = 〈G, K〉}.

G

B C

E K

I J

L

D

1 1F

0 0

f1

f
2

f3

f
4

Fig. 1. An example of two semantic hierarchies and an alignment relation.

Let d be a metric on P and P′. For links f = 〈a, a′〉 , g = 〈b, b′〉 ∈ F to
participate well in a good structural mapping between P and P ′, we want the
metric relations between the a, b ∈ Q to be the same as their corresponding
a′, b′ ∈ Q′, so that |d̄(a, b) − d̄′(a′, b′)| is small. In our example, F takes both
B and E, which are somewhat distant in P, to the single node I in P ′, so that
there is no distance between them on the right. This is not preferred.

We now consider our metric d needed to compare the distances d(a, b), d(a′, b′)
between pairs of nodes a, b ∈ P on one side of an alignment and their images
a′, b′ ∈ P on another. The knowledge systems literature has focused on semantic
similarities [1] to perform a similar function, which are available when P is
equipped with a probabilistic weighting function p: P → [0, 1], with

∑
a∈P p(a) =

1. p can be derived, for example, from the frequency with which terms appear
in documents (for the case of the Wordnet [6] thesaurus), or which genes are
annotated to bio-ontology nodes (in the case of the Gene Ontology [13]).

Our purpose is more general, since we may not have such a weighting function
available, and semantic similarities are not required to be metrics satisfying the
triangle inequality. In seeking out the proper mathematical grounding, we turn
to order metrics [16, 18] which can use, but do not require, a quantitative
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weighting, and always yield a metric. For details about order metrics built from
isotone and antitone lower and upper semimodular functions on ordered sets, see
[18]. In this work, we use the upper and lower cardinality-based distances

du(a, b) = | ↑a| + | ↑ b| − 2 max
c∈a∨b

| ↑ c|, dl(a, b) = | ↓a|+ | ↓ b| − 2 max
c∈a∧b

| ↓ c|,

where for a node a ∈ P , its upset ↑ a := {b ≥ a} and downset ↓ a := {b ≤ a}
are all its ancestors and successors respectively, so that | ↑a|, | ↓a| are the number
of ancestors and successors. The generalized join and meet are

a ∨ b := Min(↑ a ∩ ↑ b) ⊆ P, a ∧ b := Max(↓ a ∩ ↓ b) ⊆ P,

where for a set of nodes Q ⊆ P the upper bounds and lower bounds are

Min(Q) := {a ∈ Q :� ∃b ∈ Q, b < a} ⊆ P, Max(Q) := {a ∈ Q :� ∃b ∈ Q, b > a} ⊆ P.

We need to normalize distance to the size of the structure, so that we are
measuring the relative proportion of the overall structure two nodes are apart,
or in other words, what proportion of their potential maximum distance. These
normalized upper and lower distances are

d̄u(a, b) :=
du(a, b)
|P | − 1

∈ [0, 1], d̄l(a, b) :=
dl(a, b)
|P | − 1

∈ [0, 1].

Considering the difference between upper and lower distance, it may at first
appear to be more natural to use upper distance, since we’re then “looking
upwards” towards the top bound 1 ∈ P which almost always exists in the given
structure. Moreover, it is sometimes the case that the upper distance du(a, b) is
the same as the minimum (undirected) path length between a and b (a favorite
graph metric), but this is only required to be true when P is an upper-bounded
tree: in general, path length and these metrics are unrelated.

When P is top-bounded and strongly down-branching (as in our cases), then
it is preferable to use lower distance (this is possible because we always provide
a lower bound 0 ∈ P ). One reason for this is that since semantic hierarchies
are much more strongly down-branching than up-branching, up-sets are typi-
cally very small and narrow, frequently single chains; where down-sets are large,
branching structures. Additionally, this allows siblings deep in the hierarchy to
be closer together than siblings high in the hierarchy (this will be demonstrated
below). This is considered valuable, for example, where e.g. “mammal” and “rep-
tile” are considered farther apart than “horse” and “goat”.

In Fig. 1, to calculate the lower distance dl(B, C), we have | ↓B| = 4, | ↓C| =
3, B ∧C = {G, 0}, max

c∈B∧C
| ↓ c| = max(1, 2), so that dl(B, C) = 4 + 3− 2× 2 = 3.

Finally, we have |P | = 7, so that d̄l(B, C) = 1/2. Table 1 shows distances dl(a, b)
on the left in P, and Table 2 shows distances dl(a′, b′) on the right in P′. |P | = 6
and |P ′| = 5, yielding Tables 3 and 4 showing the relative distances. Note that
siblings high in the structure are farther apart than those lower, for example
d̄l(B, C) = 0.50, d̄l(E, G) = 0.33, and d̄l(I, J) = 0.60, d̄l(K, L) = 0.40. Contrast
this with the similar relative upper distances, shown in Table 5, where siblings
lower in the structure are further apart.
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dl(a, b) 1 B C D E G 0

1 0 3 4 3 5 5 6

B 3 0 3 4 2 2 3

C 4 3 0 3 3 1 2

D 3 4 3 0 2 2 3

E 5 2 3 2 0 2 1

G 5 2 1 2 2 0 1

0 6 3 2 3 1 1 0
Table 1. Left lower distances dl(a, b)

dl(a
′, b′) 1 I J K L 0

1 0 3 2 4 4 5

I 3 0 3 1 3 2

J 2 3 0 2 2 3

K 4 1 2 0 2 1

L 4 3 2 2 0 1

0 5 2 3 1 1 0

Table 2. Right lower distances dl(a
′, b′).

d̄l(a, b) 1 B C D E G 0

1 0.00 0.50 0.67 0.50 0.83 0.83 1.00

B 0.50 0.00 0.50 0.67 0.33 0.33 0.50

C 0.67 0.50 0.00 0.50 0.50 0.17 0.33

D 0.50 0.67 0.50 0.00 0.33 0.33 0.50

E 0.83 0.33 0.50 0.33 0.00 0.33 0.17

G 0.83 0.33 0.17 0.33 0.33 0.00 0.17

0 1.00 0.50 0.33 0.50 0.17 0.17 0.00

Table 3. Left lower relative distances d̄l(a, b)

d̄l(a
′, b′) 1 I J K L 0

1 0.00 0.60 0.40 0.80 0.80 1.00

I 0.60 0.00 0.60 0.20 0.60 0.40

J 0.40 0.60 0.00 0.40 0.40 0.60

K 0.80 0.20 0.40 0.00 0.40 0.20

L 0.80 0.60 0.40 0.40 0.00 0.20

0 1.00 0.40 0.60 0.20 0.20 0.00

Table 4. Right lower relative distances d̄l(a
′, b′)

Let d be a metric used in both P,P′, in our case, the lower distance dl.
Then the link discrepancy is given by δ(f , g) := |d̄(a, b) − d̄(a′, b′)|, and the
distance discrepancy induced by F between P and P ′ given d is

D(F ) :=

∑
f ,g∈F δ(f , g)

(
N
2

) .

D ∈ [0, 1], with D = 0 iff F is completely distance preserving, and D = 1 if F is
maximally distance distorting, e.g. mapping diameters to equality, and neighbors
and children to diameters. Table 7 shows the discrepancies δ comparing links
against each other, yielding total distance discrepancy D(F ) = 0.26.

d̄u(a, b) 1 B C D E G 0

1 0.00 0.17 0.17 0.17 0.50 0.67 1.00

B 0.17 0.00 0.33 0.33 0.33 0.50 0.83

C 0.17 0.33 0.00 0.33 0.67 0.50 0.83

D 0.17 0.33 0.33 0.00 0.33 0.50 0.83

E 0.50 0.33 0.67 0.33 0.00 0.83 0.50

G 0.67 0.50 0.50 0.50 0.83 0.00 0.33

0 1.00 0.83 0.83 0.83 0.50 0.33 0.00

Table 5. Left upper relative distances d̄u(a, b)

l̄(a, b) 1 B C D E G 0

1 0.00 0.33 0.33 0.33 0.67 0.67 1.00

B 0.33 0.00 0.67 0.67 0.33 0.33 0.67

C 0.33 0.67 0.00 0.67 1.00 0.33 0.67

D 0.33 0.67 0.67 0.00 0.33 0.33 0.67

E 0.67 0.33 1.00 0.33 0.00 0.67 0.33

G 0.67 0.33 0.33 0.33 0.67 0.00 0.33

0 1.00 0.67 0.67 0.67 0.33 0.33 0.00
Table 6. Normalized minimum undirected path
length.

We wish to understand the contribution which particular links and anchors
make to the overall discrepancy. So we aggregate discrepancies over links f , g ∈
F , normalized by the number of links; and over left and right anchors a ∈ Q, a′ ∈
Q′, normalized by the number of left and right anchors respectively (results for
our example are shown in Tables 8 and 9):
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f1 = 〈B,J〉 f2 = 〈B, I〉 f3 = 〈E, I〉 f4 = 〈G,K〉
f1 = 〈B,J〉 0.00 0.60 0.27 0.07

f2 = 〈B, I〉 0.60 0.00 0.33 0.13

f3 = 〈E, I〉 0.27 0.33 0.00 0.13

f4 = 〈G,K〉 0.07 0.13 0.13 0.00
Table 7. Distance discrepancy δ(f i,f j).

D(f) :=

∑
g∈F δ(f , g)
N − 1

, D(a) :=

∑
〈a,a′〉∈F D(〈a, a′〉)

m
, D(a′) :=

∑
〈a,a′〉∈F D(〈a, a′〉)

m′ .

Because we use lower distance, links high in the structure are further apart,
for example δ(〈B, I〉 , 〈B, J〉) = 0.60, since the identical pair 〈B, B〉 which are
zero apart are taken to the nodes 〈I, J〉 high in the structure; while δ(f1, f4) =
0.07, since 〈B, G〉 are almost as close on the left as 〈J, K〉 on the right. The
link f2 = 〈B, I〉 is the greatest contributor to distance discrepancies, as are its
anchors B ∈ P, I ∈ P ′. This result is slightly counterintuitive, but instructive.
Considering link comparisons in Fig. 1: comparing f1 to f3, for example, the
differences in the distances between their left and right anchors is smaller than
the similar difference comparing the left and right anchors f2 and f3.

3 Analysis of the 2008 OAEI Anatomy Track
We now describe the application of this alignment evaluation technology against
the Anatomy track of the 2008 OAEI campaign [2]. In the OAEI, one or more
“gold standard” reference alignments are developed (in part, by hand) between
pairs of ontologies. The community is challenged to submit alignments, and
their quality is measured by calculating the precision, recall, and F -score of the
matches between nodes made by the submitted alignments against those matches
made by the reference alignment. We calculated distance discrepancies for the
alignments in the challenge track, including the references. We compared the
discrepancy scores of the submitted alignments to each other, and to the refer-
ences, and correlated the precision and recall results of the submitted alignments
against their discrepancies.

D(f i)

f1 = 〈B,J〉 0.31
f2 = 〈B, I〉 0.35
f3 = 〈E, I〉 0.24
f4 = 〈G,K〉 0.11

Table 8. Aggregate distance dis-
crepancy by link D(f).

I J K D(a)

B 0.35 0.31 0.22

E 0.24 0.08

G 0.11 0.04

D(a′) 0.20 0.10 0.04
Table 9. Aggregate distance discrepancy by
anchor D(a),D(a′).

3.1 The Anatomy Track Ontologies and Alignments

The OAEI-2008 Anatomy track was selected due to its sufficient size, moderate
amount of complexity and multiple inheritance, and publicly available partial
reference alignment. It included the 2744 classes of the Adult Mouse Anatomy
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Measuring Semantic Hierarchy Alignments 7

(MA, http://www.informatics.jax.org/searches/AMA form.shtml) and the portion of
the 3304 classes from the NCI Thesaurus (NCIT)1 describing human anatomy.

The full reference alignment was provided by the Mouse Genome Informat-
ics group at the Jackson Laboratory. The partial reference alignment had 988
links, derived from 934 purely lexical matches and 54 additional links from the
full reference (http://oaei.ontologymatching.org/2008/results/anatomy). There were
multiple tasks in the anatomy track, and we focused on Task 1, which was to
maximize the F -score of an alignment. We also focused on the nine submitted
alignments with code names shown in Table 10.

A statistical analysis of MA and NCIT shows structures which are somewhat
similar in size (2744 vs. 3304 nodes, respectively), “edge density” (1.04 vs. 1.14
links/edge), and “leaf density” (82.3% vs. 79.6% of the nodes being leaves). But
MA is dramatically shorter, with a height (maximum chain length from the top
1 to bottom 0) of 8 compared to 14. NCIT is more complex, with dramatically
more multiple inheritance (4.0% vs. 13.2% of nodes with more than one parent).

3.2 Discrepancy Measurement Results

Table 10 lists basic statistics for all alignments, and also shows the number of
anchors and links, the discrepancies, and (for the submitted alignments) the pre-
cision P , recall R, and F -score 2PR/(P +R). Fig. 2 shows distance discrepancies
with the number of anchors and links on the right Y axis; Fig. 3 shows them
with P, R and F -score on the right Y axis.

Alignment m m′ N D(F ) P R F -score

reference partial 986 984 988 0.08%
reference full 1501 1504 1523 0.11%
aflood 1186 1186 1186 0.11% 87.4% 68.2% 76.6%
AROMA 1062 1062 1062 0.36% 80.3% 56.0% 66.0%
ASMOV 1261 1261 1261 0.09% 78.7% 65.2% 71.3%
DSSim 1170 1086 1545 2.02% 61.6% 62.4% 62.0%
Lily 1324 1324 1324 0.13% 79.6% 69.3% 74.1%
RiMOM 1205 1205 1205 0.10% 92.9% 73.5% 82.1%
SAMBO 1465 1465 1465 0.09% 86.9% 83.6% 85.2%
SAMBOdtf 1527 1527 1527 0.10% 83.1% 83.3% 83.2%
TaxoMap 2533 1279 2533 1.40% 46.0% 76.4% 57.4%

Table 10. Discrepancy results for anatomy track alignments. D(F ) = lower distance
discrepancy; N = # links; P = precision; R = recall; F = F -score.

Generally, discrepancies are low, especially for the two reference alignments,
except for AROMA, DSSIM, and Taxomap. These are also the worst performers,
and DSSIM and Taxomap have the biggest difference between number of anchors
and links. Fig. 4 shows distance discrepancy D(F ) against F -score. Significant
discrepancy is an indication of poor F -score, and conversely high F -score requires
effectively no discrepancy: Pearson correlation between D and F -score −.780.

Table 11 shows the top nine links by aggregate discrepancy for the partial
and full reference alignments, and the two worst-scoring alignment by both F -
score and discrepancy. As illustrated in Table 9, aggregation of discrepancy by
anchor is most valuable when the alignment F is not very one-to-one. This is the

1 http://ncicb.nci.nih.gov/NCICB/infrastructure/cacore overview/vocabulary
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8 Joslyn et al.

Fig. 2. Discrepancy against number of anchors and links.

Fig. 3. Discrepancy against precision, recall, and F -score.
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Measuring Semantic Hierarchy Alignments 9

Fig. 4. Anatomy track alignments, distance discrepancy against F -score.

case with the two reference alignments, so Table 13 shows the top nine aggregate
discrepancies by left- and right-anchors for DSSIM and Taxomap.

Partial Reference Full Reference
D MA NCIT D MA NCIT

3.05% organ system Organ System 17.30% blood vessel Blood Vessel
2.81% blood vessel Blood Vessel 6.78% venous blood vessel Venous System
2.73% vein Vein 5.32% skeletal muscle Skeletal Muscle Tissue
1.53% connective tissue Connective Tissue 3.07% organ system Organ System
1.38% bone Bone 2.74% vein Vein
1.00% artery Artery 1.86% limb bone Bone of the Extremity
0.97% foot bone Foot Bone 1.68% vertebra Vertebra
0.71% lymphoid tissue Lymphoid Tissue 1.57% head/neck muscle Head and Neck Muscle
0.68% ligament Ligament 1.55% connective tissue Connective Tissue
0.67% muscle Muscle 1.39% bone Bone

DSSIM Taxomap
D MA NCIT D MA NCIT

62.82% joint Body Part 11.72% tail blood vessel Blood Vessel
15.66% cardiovascular system Cardiovascular System Part 11.72% foot blood vessel Blood Vessel
13.02% capillary Blood Vessel 11.72% neck blood vessel Blood Vessel
11.04% bone Loose Connective Tissue 11.72% head blood vessel Blood Vessel
9.84% perineal artery Perineal Artery 11.72% lung blood vessel Blood Vessel
9.84% ethmoidal artery Artery 11.72% upper leg blood vessel Blood Vessel
8.87% brachial artery Brachial Artery Branch 11.72% lower leg blood vessel Blood Vessel
8.84% celiac artery Artery 11.72% pelvis blood vessel Blood Vessel
8.82% radial artery Artery 11.72% abdomen blood vessel Blood Vessel

Table 11. Top nine aggregate link distance discrepancies D(f ) for four alignments.

Fig. 5 shows a selection of nodes from MA and NCIT, and anchors and links
from both the partial and full reference alignments. Numbers below terminal
nodes indicate the total number of nodes below them. The top three link dis-
crepancies are shown in Table 12, with labels referring to particular links in
Fig. 5. We can see that the biggest discrepancies are between links which take
nodes high in MA to nodes low in NCIT. But in fact, our method does not count
vertical ranks, but rather the order metrics focus on the numbers of common
nodes below the corresponding pairs of anchors.
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f g

δ MA NCIT MA NCIT

19.8% F* blood vessel Venous System F3 skeletal muscle Skeletal Muscle Tissue
17.6% F* blood vessel Venous System F1=P4 organ system Organ System
16.3% F* blood vessel Venous System F+ limb bone Bone of the Extremity

Table 12. Highest discrepancies between link pairs shown in Fig. 5, full reference
alignment.

Comparing alignments now, while both reference alignments had low dis-
crepancy, the full alignment was generally more discrepant, perhaps through the
addition of non-lexical matching links like 〈venous blood vessel, Venous System〉.
In DSSIM, clearly the link 〈joint, Body Part〉 is most discrepant. This is because
while both Joint and Body Part are relatively near the tops of MA and NCIT re-
spectively, Joint covers only 21 nodes, while Body Part covers 2137. This forces
that link to be far from all the others, and reveals directly a dramatic difference
in structure between the two ontologies. This is then reflected in a very high an-
chor aggregate score D(Body Part) = 5.44. Finally, for Taxomap, we see many
links to the NCIT node Blood Vessel, yielding another high anchor discrepancy
of D(Blood Vessel) = 9.48. In both cases, the discrepancy measures can point
directly to anomolous mappings of high significance.

Mouse
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Connective
Tissue
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Vessel

Artery
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Fig. 5. Selection of nodes from MA and NCIT, and anchors and links from both the
partial and full reference alignments. Table 12 provide details on comparisions of high
discrepancy links.
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4 Conclusions and Further Work

The results presented here are the first serious attempt to apply this technol-
ogy to alignment analysis, and are partial and preliminary. Results here may be
dependent on the particular properties of the Anatomy track. While a further
analysis relating alignment quality to discrepancy awaits, it is suggestive that
a discrepancy analysis can reveal to the aligner and ontology designer aspects
of their structures not clear from visual inspection. Nor is a robust order theo-
retical technology limited to discrepancy measures: we can see above that other
considerations such as the degree to which alignments are many-to-many, verti-
cal rank structure, degree of multiple inheritance, and a range of other topics in
interaction with discrepancies awaits much more serious consideration.

DSSIM Taxomap
MA NCIT MA NCIT

D a D a′ D a D a′

0.830 joint 5.440 Body Part 0.117 tail blood vessel 9.483 Blood Vessel
0.207 cardiovascular sys-

tem
2.836 Artery 0.117 foot blood vessel 4.093 Muscle

0.172 capillary 1.893 Vein 0.117 neck blood vessel 3.418 Vein
0.165 skeletal muscle 0.985 Bone 0.117 head blood vessel 3.356 Artery
0.146 bone 0.614 Blood Vessel 0.117 lung blood vessel 1.413 Bone
0.130 perineal artery 0.273 Loose Connective Tis-

sue
0.117 upper leg blood vessel 1.215 Connective Tissue

0.130 ethmoidal artery 0.257 Skeletal Muscle Tissue 0.117 lower leg blood vessel 0.719 Other Anatomic Con-
cept

0.117 brachial artery 0.225 Muscle 0.117 abdomen blood vessel 0.649 Skeletal System Part
0.117 celiac artery 0.223 Cardiovascular System

Part
0.117 pelvis blood vessel 0.521 Respiratory System

Table 13. Top nine aggregate anchor distance discrepancies D(a) for DSSIM and
Taxomap alignments.

As part of a broader infrastructure for the analytical management of ontolo-
gies and alignments, further development of these methods is required. Nonethe-
less, these results suggest that minimizing discrepancy may be related to align-
ment quality. Thus discrepancy may be an important adjunct to alignment eval-
uation, playing a role as an automatic pre-filter for hand-built alignments. More-
over, the detailed examination of how particular links and anchors participate
with respect to discrepancy within an overall alignment should have high utility
for knowledge managers and ontology engineers, revealing details of the nature
and structure of the mappings being considered. Perhaps most exciting is the
dual problem to that considered here: given an alignment F which is a priori
believed to be of high quality, how can D(F ) be used to aid in the design of those
ontologies? Some of the results above are very suggestive of these possibilities.
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Abstract. Ontology matching consists of finding correspondences between on-
tology entities. OAEI campaigns aim at comparing ontology matching systems
on precisely defined test cases. Test cases can use ontologies of different nature
(from expressive OWL ontologies to simple directories) and use different modal-
ities, e.g., blind evaluation, open evaluation, consensus. OAEI-2009 builds over
previous campaigns by having 5 tracks with 11 test cases followed by 16 partici-
pants. This paper is an overall presentation of the OAEI 2009 campaign.

1 Introduction

The Ontology Alignment Evaluation Initiative1 (OAEI) is a coordinated international
initiative that organizes the evaluation of the increasing number of ontology matching
? This paper improves on the “Preliminary results” initially published in the on-site proceedings

of the ISWC workshop on Ontology Matching (OM-2009). The only official results of the
campaign, however, are on the OAEI web site.

1 http://oaei.ontologymatching.org
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systems [10]. The main goal of OAEI is to compare systems and algorithms on the same
basis and to allow anyone for drawing conclusions about the best matching strategies.
Our ambition is that from such evaluations, tool developers can learn and improve their
systems. The OAEI campaign provides the evaluation of matching systems on consen-
sus test cases.

Two first events were organized in 2004: (i) the Information Interpretation and In-
tegration Conference (I3CON) held at the NIST Performance Metrics for Intelligent
Systems (PerMIS) workshop and (ii) the Ontology Alignment Contest held at the Eval-
uation of Ontology-based Tools (EON) workshop of the annual International Semantic
Web Conference (ISWC) [23]. Then, unique OAEI campaigns occurred in 2005 at the
workshop on Integrating Ontologies held in conjunction with the International Con-
ference on Knowledge Capture (K-Cap) [2], in 2006 at the first Ontology Matching
workshop collocated with ISWC [9], in 2007 at the second Ontology Matching work-
shop collocated with ISWC+ASWC [11], and in 2008, OAEI results were presented
at the third Ontology Matching workshop collocated with ISWC [4]. Finally, in 2009,
OAEI results were presented at the fourth Ontology Matching workshop collocated with
ISWC, in Chantilly, Virginia USA2.

We have continued previous years’ trend by having a large variety of test cases that
emphasize different aspects of ontology matching. This year we introduced two new
tracks that have been identified in the previous years:

oriented alignments in which the reference alignments are not restricted to equiva-
lence but also comprise subsumption relations;

instance matching dedicated to the delivery of alignment between instances as neces-
sary for producing linked data.

This paper serves as an introduction to the evaluation campaign of 2009 and to the
results provided in the following papers. The remainder of the paper is organized as
follows. In Section 2 we present the overall testing methodology that has been used.
Sections 3-10 discuss in turn the settings and the results of each of the test cases. Sec-
tion 11 evaluates, across all tracks, the participant results with respect to their capacity
to preserve the structure of ontologies. Section 12 overviews lessons learned from the
campaign. Finally, Section 13 outlines future plans and Section 14 concludes the paper.

2 General methodology

We first present the test cases proposed this year to OAEI participants. Then, we de-
scribe the three steps of the OAEI campaign and report on the general execution of the
campaign. In particular, we list participants and the tests they considered.

2.1 Tracks and test cases

This year’s campaign has consisted of 5 tracks gathering 11 data sets and different
evaluation modalities.

2 http://om2009.ontologymatching.org
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The benchmark track (§3): Like in previous campaigns, a systematic benchmark se-
ries has been produced. The goal of this benchmark series is to identify the areas in
which each matching algorithm is strong and weak. The test is based on one partic-
ular ontology dedicated to the very narrow domain of bibliography and a number
of alternative ontologies of the same domain for which alignments are provided.

The expressive ontologies track offers ontologies using OWL modeling capabilities:
Anatomy (§4): The anatomy real world case is about matching the Adult Mouse

Anatomy (2744 classes) and the NCI Thesaurus (3304 classes) describing the
human anatomy.

Conference (§5): Participants are asked to find all correct correspondences (equiv-
alence and/or subsumption) and/or ‘interesting correspondences’ within a col-
lection of ontologies describing the domain of organizing conferences (the do-
main being well understandable for every researcher). Results are evaluated
a posteriori in part manually and in part by data-mining techniques and logi-
cal reasoning techniques. They are also evaluated against reference alignments
based on a subset of the whole collection.

The directories and thesauri track proposes web directories, thesauri and generally
less expressive resources:
Fishery gears: This test case features four different classification schemes, ex-

pressed in OWL, adopted by different fishery information systems in FIM di-
vision of FAO. An alignment performed on this 4 schemes should be able to
spot out equivalence, or a degree of similarity between the fishing gear types
and the groups of gears, so as to enable a future exercise of data aggregation
across systems.

Directory (§6): The directory real world case consists of matching web sites direc-
tories (like open directory or Yahoo’s). It is more than 4 thousand elementary
tests.

Library (§7): Three large SKOS subject heading lists for libraries have to be
matched using relations from the SKOS vocabulary. Results are evaluated on
the basis of (i) a partial reference alignment (ii) using the alignments to re-
index books from one vocabulary to the other.

Oriented alignments (benchmark-subs §8) :
This track focuses on the evaluation of alignments that contain other relations than
equivalences.

Instance matching (§9): The instance data matching track aims at evaluating tools
able to identify similar instances among different datasets. It features Web datasets,
as well as a generated benchmark:
Eprints-Rexa-Sweto/DBLP benchmark (ARS) three datasets containing in-

stances from the domain of scientific publications;
TAP-Sweto-Tesped-DBpedia three datasets covering several topics and struc-

tured according to different ontologies;
IIMB A benchmark generated using one dataset and modifying it according to

various criteria.
Very large crosslingual resources (§10): The purpose of this task (vlcr) is to

match the Thesaurus of the Netherlands Institute for Sound and Vision (called
GTAA) to two other resources: the English WordNet from Princeton University
and DBpedia.
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Table 1 summarizes the variation in the results expected from these tests.
For the first time this year we had to cancel two tracks, namely Fishery and TAP-

Sweto-Tesped-DBpedia due to the lack of participants. This is a pity for those who
have prepared these tracks, and we will investigate what led to this situation in order to
improve next year.

test formalism relations confidence modalities language

benchmarks OWL = [0 1] open EN
anatomy OWL = [0 1] blind EN

conference OWL-DL =, <= [0 1] blind+open EN
fishery OWL = 1 expert EN+FR+ES

directory OWL = 1 blind+open EN
library SKOS exact-,narrow-, 1 blind EN+DU+FR

+OWL broadMatch
benchmarksubs OWL =,<,> [0 1] open EN

ars RDF = [0 1] open EN
tap RDF = [0 1] open EN

iimb RDF = [0 1] open EN
vlcr SKOS exact-, [0 1] blind DU+EN

+OWL closeMatch expert

Table 1. Characteristics of test cases (open evaluation is made with already published reference
alignments, blind evaluation is made by organizers from reference alignments unknown to the
participants, consensual evaluation is obtained by reaching consensus over the found results).

2.2 Preparatory phase

Ontologies to be matched and (where applicable) reference alignments have been pro-
vided in advance during the period between June 1st and June 22nd, 2009. This gave
potential participants the occasion to send observations, bug corrections, remarks and
other test cases to the organizers. The goal of this preparatory period is to ensure that
the delivered tests make sense to the participants. The final test base was released on
July 6th. The data sets did not evolve after this period.

2.3 Execution phase

During the execution phase, participants used their systems to automatically match the
ontologies from the test cases. Participants have been asked to use one algorithm and the
same set of parameters for all tests in all tracks. It is fair to select the set of parameters
that provide the best results (for the tests where results are known). Beside parameters,
the input of the algorithms must be the two ontologies to be matched and any general
purpose resource available to everyone, i.e., no resource especially designed for the test.
In particular, participants should not use the data (ontologies and reference alignments)
from other test cases to help their algorithms. In most cases, ontologies are described
in OWL-DL and serialized in the RDF/XML format. The expected alignments are pro-
vided in the Alignment format expressed in RDF/XML [8]. Participants also provided
the papers that are published hereafter and a link to their systems and their configuration
parameters.
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2.4 Evaluation phase

The organizers have evaluated the alignments provided by the participants and returned
comparisons on these results.

In order to ensure that it is possible to process automatically the provided results, the
participants have been requested to provide (preliminary) results by September 1st. In
the case of blind tests only the organizers did the evaluation with regard to the withheld
reference alignments.

The standard evaluation measures are precision and recall computed against the
reference alignments. For the matter of aggregation of the measures we use weighted
harmonic means (weights being the size of the true positives). This clearly helps in the
case of empty alignments. Another technique that has been used is the computation of
precision/recall graphs so it was advised that participants provide their results with a
weight to each correspondence they found. New measures addressing some limitations
of precision and recall have also been used for testing purposes as well as measures
compensating for the lack of complete reference alignments.

2.5 Comments on the execution

After a decreased number of participants last year, this year the number increased again:
4 participants in 2004, 7 in 2005, 10 in 2006, 17 in 2007, 13 in 2008, and 16 in 2009.

The number of covered runs has slightly increased: 53 in 2009, 50 in 2008, and 48
in 2007. This may be due to the increasing specialization of tests: some systems are
specifically designed for instance matching or for anatomy.

We have had not enough time to systematically validate the results which had been
provided by the participants, but we run a few systems and we scrutinized some of the
results.

The list of participants is summarized in Table 2. Similar to previous years not
all participants provided results for all tests. They usually did those which are easier
to run, such as benchmark, anatomy, directory, and conference. The variety of tests
and the short time given to provide results have certainly prevented participants from
considering more tests.

The sets of participants is divided in two main categories: those who participated
in the instance matching track and those who participated in ontology matching tracks.
Only a few systems (DSSim and RiMOM) participated in both types of tracks.

The summary of the results track by track is provided in the following sections.

3 Benchmark

The goal of the benchmark tests is to provide a stable and detailed picture of each
algorithm. For that purpose, the algorithms are run on systematically generated test
cases.
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Confidence
√ √ √ √ √ √ √ √ √ √ √ √ √ √

benchmarks
√ √ √ √ √ √ √ √ √ √ √ √

12
anatomy

√ √ √ √ √ √ √ √ √ √
10

conference
√ √ √ √ √ √ √

7
directory

√ √ √ √ √ √ √
7

library
√

1
benchmarksubs

√ √ √
3

ars
√ √ √ √ √

5
iimb

√ √ √ √ √ √
6

vlcr
√ √

2

Total 5 3 1 3 7 7 2 1 1 2 4 3 1 5 3 5 53

Table 2. Participants and the state of their submissions. Confidence stands for the type of result
returned by a system: it is ticked when the confidence has been measured as non boolean value.

3.1 Test data

The domain of this first test is Bibliographic references. It is based on a subjective view
of what must be a bibliographic ontology. There may be many different classifications
of publications, for example, based on area and quality. The one chosen here is common
among scholars and is based on publication categories; as many ontologies (tests #301-
304), it is reminiscent to BibTeX.

The systematic benchmark test set is built around one reference ontology and
many variations of it. The ontologies are described in OWL-DL and serialized in the
RDF/XML format. The reference ontology is that of test #101. It contains 33 named
classes, 24 object properties, 40 data properties, 56 named individuals and 20 anony-
mous individuals. Participants have to match this reference ontology with the variations.
Variations are focused on the characterization of the behavior of the tools rather than
having them compete on real-life problems. They are organized in three groups:

Simple tests (1xx) such as comparing the reference ontology with itself, with another
irrelevant ontology (the wine ontology used in the OWL primer) or the same ontol-
ogy in its restriction to OWL-Lite;

Systematic tests (2xx) obtained by discarding features from some reference ontology.
It aims at evaluating how an algorithm behaves when a particular type of informa-
tion is lacking. The considered features were:

– Name of entities that can be replaced by random strings, synonyms, name with
different conventions, strings in another language than English;

– Comments that can be suppressed or translated in another language;
– Specialization hierarchy that can be suppressed, expanded or flattened;
– Instances that can be suppressed;
– Properties that can be suppressed or having the restrictions on classes dis-

carded;
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– Classes that can be expanded, i.e., replaced by several classes or flattened.

Four real-life ontologies of bibliographic references (3xx) found on the web and left
mostly untouched (there were added xmlns and xml:base attributes).

Since the goal of these tests is to offer some kind of permanent benchmarks to be
used by many, the test is an extension of the 2004 EON Ontology Alignment Contest,
whose test numbering it (almost) fully preserves.

The tests are roughly the same as last year. We only suppressed some correspon-
dences that rendered the merged ontologies inconsistent (in 301 and 304) since an in-
creasing number of systems were able to test the consistency of the resulting alignments.

The kind of expected alignments is still limited: they only match named classes and
properties, they mostly use the "=" relation with confidence of 1. Full description of
these tests can be found on the OAEI web site.

3.2 Results

Twelve systems participated in the benchmark track of this year’s campaign (see Ta-
ble 2). Three systems that had participated last year (CIDER, SAMBO, and SPIDER)
did not participate this year.

Table 3 shows the results, by groups of tests. The results of last year are also pro-
vided. We display the results of participants as well as those given by some simple edit
distance algorithm on labels (edna). The computed values are real precision and recall
and not an average of precision and recall. The full results are on the OAEI web site.

As shown in Table 3, two systems are ahead: Lily and ASMOV, with aflood and
RiMOM as close followers (with GeRoME, AROMA, DSSim, and AgreementMaker –
which is referred as AgrMaker in the tables and figures – having intermediary perfor-
mance). Last year, ASMOV, Lily and RiMOM had the best performance, followed by
AROMA, DSSim, and aflood. No system had strictly lower performance than edna.

Looking for each group of tests, in simple tests (1xx) all systems have similar per-
formance, excluding SOBOM and TaxoMap. Each algorithm has its best score with the
1xx test series. For systematic tests (2xx), which allows to distinguish the strengths of
algorithms, Lily and ASMOV are again ahead of the other systems. Finally, for real
cases (3xx), AgreementMaker and aflood provide the best results, with Lily, RiMOM,
ASMOV, AROMA, and DSSim as followers. There is no a unique best system for all
group cases.

Looking for improvements in the systems participating both this year and in the
last campaign, GeRoMe and MapPSO have significantly improved their results both in
terms of precision and recall, while aflood provides better recall and AROMA improves
its results in real cases.

The results have also been compared with the symmetric measure proposed in [7].
It is a generalisation of precision and recall in order to better discriminate systems
that slightly miss the target from those which are grossly wrong. This measure slightly
improves traditional precision and recall, which are displayed in Table 3 (“Symmetric
relaxed measures”). This year, MapPSO has significantly better symmetric precision
and recall than classical precision and recall, to the point that it is at the level of the best

79



system
refalign

edna
aflood

A
grM

aker
A

R
O

M
A

A
SM

O
V

D
SSim

G
eR

oM
e

kosim
ap

L
ily

M
apPSO

R
iM

O
M

SO
B

O
M

TaxoM
ap

test
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.
Prec.R

ec.

2009
1xx

1.00
1.00

0.96
1.00

1.00
1.00

0.98
0.98

1.00
1.00

1.00
1.00

1.00
1.00

1.00
1.00

0.99
0.99

1.00
1.00

1.00
1.00

1.00
1.00

0.98
0.97

1.00
0.34

2xx
1.00

1.00
0.41

0.56
0.98

0.74
0.98

0.60
0.98

0.69
0.96

0.85
0.97

0.62
0.92

0.71
0.94

0.57
0.97

0.86
0.73

0.73
0.93

0.81
0.97

0.46
0.90

0.23
3xx

1.00
1.00

0.47
0.82

0.90
0.81

0.92
0.79

0.85
0.78

0.81
0.82

0.94
0.67

0.68
0.60

0.72
0.50

0.84
0.81

0.54
0.29

0.81
0.82

0.92
0.55

0.77
0.31

H
-m

ean
1.00

1.00
0.43

0.59
0.98

0.80
0.99

0.62
0.94

0.69
0.95

0.87
0.97

0.66
0.91

0.73
0.91

0.59
0.97

0.88
0.63

0.61
0.93

0.82
0.98

0.44
0.86

0.26

Sym
m

etric
relaxed

m
easures

H
-m

ean
1.00

1.00
0.73

1.00
0.99

0.81
0.99

0.62
0.98

0.72
0.99

0.90
1.00

0.67
0.92

0.74
0.99

0.64
0.99

0.89
0.99

0.96
0.99

0.88
1.00

0.44
0.99

0.30
2008

1xx
1.00

1.00
0.96

1.00
1.00

1.00
1.00

1.00
1.00

1.00
1.00

1.00
0.96

0.79
1.00

1.00
0.92

1.00
1.00

1.00
1.00

0.34
2xx

1.00
1.00

0.41
0.56

0.96
0.69

0.96
0.70

0.95
0.85

0.97
0.64

0.56
0.52

0.97
0.86

0.48
0.53

0.96
0.82

0.95
0.21

3xx
1.00

1.00
0.47

0.82
0.95

0.66
0.82

0.71
0.81

0.77
0.90

0.71
0.61

0.40
0.87

0.81
0.49

0.25
0.80

0.81
0.92

0.21
H

-m
ean

1.00
1.00

0.43
0.59

0.97
0.71

0.95
0.70

0.95
0.86

0.97
0.67

0.60
0.58

0.97
0.88

0.51
0.54

0.96
0.84

0.91
0.22

Table
3.

M
eans

of
results

obtained
by

participants
on

the
benchm

ark
test

case
(corresponding

to
harm

onic
m

eans).
T

he
sym

m
etric

relaxed
m

easure
corresponds

to
the

relaxed
precision

and
recallm

easures
of [7 ].

80



systems. This may be due the kind of algorithm which is used, that misses the target,
but not by far.

Figure 2 shows the precision and recall graphs of this year. These results are only
relevant for the results of participants who provide confidence measures different from
1 or 0 (see Table 2). This graph has been drawn with only technical adaptation of the
technique used in TREC. Moreover, due to lack of time, these graphs have been com-
puted by averaging the graphs of each of the tests (instead to pure precision and recall).

recall precision

refalign

edna

aflood

AgrMaker

aroma

ASMOV

DSSim
GeRoMe

kosimap

Lily

MapPSO

RiMOM

SOBOM

TaxoMap

Fig. 1. Each point expresses the position of a system with regard to precision and recall. This
shows that most of the systems favor precision over recall.

These results and those displayed in Figure 1 single out the same group of systems,
Lily, ASMOV, aflood, and RiMOM which seem to perform these tests at the highest
level of quality. Of these, Lily and ASMOV have slightly better results than the two
others. So, this confirms the leadership that we observed on raw results.

Like in the three previous campaigns, there is a gap between these systems and their
followers (GeRoME, AROMA, DSSim, and AgreementMaker).
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Lily MapPSO RiMOM

SOBOM TaxoMap

Fig. 2. Precision/recall graphs for benchmarks. The results given by the participants are cut under
a threshold necessary for achieving n% recall and the corresponding precision is computed. Sys-
tems for which these graphs are not meaningful (because they did not provide graded confidence
values) are drawn in dashed lines.
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4 Anatomy

Within the anatomy track we confront existing matching technology with real world
ontologies. Currently, we find such real world cases primarily in the biomedical domain,
where a significant number of ontologies have been built covering different aspects of
medical research. Due to the complexity and the specialized vocabulary of the domain,
matching biomedical ontologies is one of the hardest alignment problems.

4.1 Test data and experimental setting

The ontologies of the anatomy track are the NCI Thesaurus describing the human
anatomy, published by the National Cancer Institute (NCI)3, and the Adult Mouse
Anatomical Dictionary4, which has been developed as part of the Mouse Gene Ex-
pression Database project. Both resources are part of the Open Biomedical Ontologies
(OBO). A detailed description of the data set has been given in the context of OAEI
2007 [11] and 2008 [4].

As proposed in 2008 the task of automatically generating an alignment has been
divided into four subtasks. Task #1 is obligatory for participants of the anatomy track,
while task #2, #3 and #4 are optional tasks.

– For task #1 the matcher has to be applied with standard settings to obtain a result
that is as good as possible with respect to the expected F-measure.

– In task #2 / #3 an alignment has to be generated that favors precision over recall and
vice versa. Systems configurable with respect to these requirements will be more
useful in particular application scenarios.

– In task #4 we simulate that a group of domain experts created an incomplete refer-
ence alignmentRp. Given both ontologies as well asRp, a matching system should
be able to exploit the additional information encoded in Rp.

Due to the harmonization of the ontologies applied in the process of generating a
reference alignment (see [3] and [11]), a high number of rather trivial correspondences
(61%) can be found by simple string comparison techniques. At the same time, we
have a good share of non-trivial correspondences (39%). The partial reference align-
ment used in subtrack #4 is the union of all trivial correspondences and 54 non-trivial
correspondences.

4.2 Results

In total, ten systems participated in the anatomy track (in 2007 there were eleven
participants, in 2008 nine systems participated). An overview is given in Table 4.
While the number of participants is stable, we find systems participating for the first
time (SOBOM, kosimap), systems re-entering the competition after a year of absence
(AgreementMaker, which is referred to as AgrMaker in the tables) and systems contin-
uously participating (ASMOV, DSSim, Lily, RiMOM, TaxoMap).

3 http://www.cancer.gov/cancerinfo/terminologyresources/
4 http://www.informatics.jax.org/searches/AMA_form.shtml
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System 2007 2008 2009
aflood -

√ √

AgrMaker
√

-
√

+
AROMA -

√ √

AOAS
√

+ - -
ASMOV

√ √ √

DSSim
√ √ √

Falcon-AO
√

- -
kosimap - -

√

Lily
√ √ √

Prior+
√

- -
RiMOM

√ √
+

√

SAMBO
√

+
√

+ -
SOBOM - -

√
+

TaxoMap
√ √ √

X-SOM
√

- -
avg. F-measure 0.598 0.718 0.764

Table 4. Overview on anatomy participants from 2007 to 2009, a
√

-symbol indicates that the
system participated, + indicates that the system achieved an F-measure ≥ 0.8 in subtrack #1.

In Table 4 we have marked the participants with an F-measure ≥ 0.8 with a +
symbol. Unfortunately, the top performers of the last two years do not participate this
year (AOAS in 2007, SAMBO in 2008). In the last row of the table the average of the
obtained F-measures is shown. We observe significant improvements over time. How-
ever, in each of the three years the top systems generated alignments with F-measure of
≈ 0.85. It seems that there is an upper bound which is hard to exceed.

Runtime Due to the evaluation process of the OAEI, the submitted alignments have
been generated by the participants, who run the respective systems on their own ma-
chines. Nevertheless, the resulting runtime measurements provide an approximate basis
for a useful comparison. In 2007, we observed significant differences with respect to the
stated runtimes. Lily required several days for completing the matching task and more
than half of the systems could not match the ontologies in less than one hour. In 2008
we already observed increased runtimes. This year’s evaluation revealed that only one
system still requires more than one hour. The fastest system is aflood (15 sec) followed
by AROMA, which requires approximately 1 minute. Notice that aflood is run with a
configuration optimized for runtime efficiency in task #1, it requires 4 minutes with a
configuration which aims at generating an optimal alignment used for #2, #3, and #4.
Detailed information about runtimes can be found in the second column of Table 5.

Results for subtracks #1, #2 and #3 Table 5 lists the results of the participants in
descending order with respect to the F-measure achieved for subtrack #1. In the first
two rows we find SOBOM and AgreementMaker. Both systems have very good results
and distance themselves from the remaining systems. SOBOM, although participating
for the first time, submitted the best result in 2009. The system seems to be optimized
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System Task #1 Task #2 Task #3 Recall+

Runtime Prec. Rec. F Prec. Rec. F Prec. Rec. F #1 #3

SOBOM ≈ 19 min 0.952 0.777 0.855 - - - - - - 0.431 -

AgrMaker ≈ 23 min 0.865 0.798 0.831 0.967 0.682 0.800 0.511 0.815 0.628 0.489 0.553

RiMOM ≈ 10 min 0.940 0.684 0.792 - - - - - - 0.183 -

TaxoMap ≈ 12 min 0.870 0.678 0.762 0.953 0.609 0.743 0.458 0.716 0.559 0.222 0.319

DSSim ≈ 12 min 0.853 0.676 0.754 0.973 0.620 0.757 0.041 0.135 0.063 0.185 0.061

ASMOV ≈ 5 min 0.746 0.755 0.751 0.821 0.736 0.776 0.725 0.767 0.745 0.419 0.474

aflood ≈ 15 sec / 4 min 0.873 0.653 0.747 0.892 0.712 0.792 0.827 0.763 0.794 0.197 0.484

Lily ≈ 99 min 0.738 0.739 0.739 0.869 0.559 0.681 0.534 0.774 0.632 0.477 0.548

AROMA ≈ 1 min 0.775 0.678 0.723 - - - - - - 0.368 -

kosimap ≈ 5 min 0.866 0.619 0.722 0.907 0.446 0.598 0.866 0.619 0.722 0.154 0.154

Table 5. Participants and results with respect to runtime, precision, recall, recall+ and F-measure.

for generating a precise alignment, however, the submitted alignment contains also a
number of non trivial correspondences (see the column Recall+ for subtrack #1).5

AgreementMaker generates a less precise alignment, but manages to output a higher
number of correct correspondences. None of the other systems detected a higher number
of non-trivial correspondences for both subtrack #1 and #3 in 2009. However, it cannot
top the SAMBO submission of 2008, which is known for its extensive use of biomedical
background knowledge.

The RiMOM system is slightly worse with respect to the achieved F-measure com-
pared to its 2008 submission. The precision has been improved, however, this caused
a loss of recall and in particular a significant loss of recall+. Unfortunately, RiMOM
did not participate in subtask #3, so we cannot make statements about its strength in
detecting non-trivial correspondences based on a different configuration.

The systems listed in the following columns achieve similar results with respect to
the overall quality of the generated alignments (F-measures between 0.72 and 0.76).
However, significant differences can be found in terms of the trade-off between preci-
sion and recall. All systems except ASMOV and Lily favor precision over recall. Notice
that a F-measure of 0.755 can easily be achieved by constructing a highly precise align-
ment without detecting any non-trivial correspondences. At the same time it is relatively
hard to generate an alignment with a F-measure of 0.755 that favors recall over preci-
sion. Thus, the results of ASMOV and Lily have to be interpreted more positively than
indicated by the F-measure.

The observation that it is not hard to construct a highly precise alignment with ac-
ceptable recall is supported by the results of subtask #2, where we find relatively sim-
ilar results for all participants. In particular, it turned out that some systems (ASMOV,
DSSim) have their best F-measure in track #2. The evaluation results for aflood require
some additional explanations. aflood is run for track #1 with a configuration which re-
sults in a significant reduction of the runtime (15 sec), while for track #2 and #3 the

5 Recall+ is defined as recall restricted to the subset of non trivial correspondences in the refer-
ence alignment. A detailed definition can be found in the results paper of 2007 [11].
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system required approximately 4 minutes due to different settings. Therefore, aflood
creates better alignments as solutions to subtask #2 and #3.

In 2007 we were surprised by the good performance of the naive label compari-
son approach. Again, we have to emphasize that this is to a large degree based on the
harmonization of the ontologies that has been applied in the context of generating the
reference alignment. Nevertheless, the majority of participants was able to top the re-
sults of the trivial string matching approach this year.

Results for subtrack #4 In the following we refer to an alignment generated for task
#1 resp. #4 as A1 resp. A4. This year we have chosen an evaluation strategy that differs
from the approach of the last year. We compareA1∪Rp resp.A4∪Rp with the reference
alignment R. Thus, we compare the situation where the partial reference alignment is
added after the matching process has been conducted against the situation where the
partial reference alignment is available as additional resource used within the matching
process. The results are presented in Table 6.

System ∆-Precision ∆-Recall ∆-F-Measure

SAMBOdtf2008 +0.020 0.837→0.856 +0.003 0.867→0.870 +0.011 0.852→0.863

ASMOV +0.034 0.759→0.792 −0.018 0.808→0.790 +0.009 0.782→0.791

aflood#3 +0.005 0.838→0.843 +0.003 0.825→0.827 +0.004 0.831→0.835

TaxoMap +0.019 0.878→0.897 −0.026 0.732→0.706 −0.008 0.798→0.790

AgrMaker +0.128 0.870→0.998 −0.181 0.831→0.650 −0.063 0.850→0.787

Table 6. Changes in precision, recall and F-measure based on comparingA1∪Rp, resp.A4∪Rp,
against reference alignment R.

Four systems participated in task #4. These systems were aflood, AgreementMaker,
ASMOV and TaxoMap. In Table 6 we additionally added a row that displays the 2008
submission of SAMBOdtf, which had the best results for subtrack #4 in 2008. For
aflood we used A3 instead of A1 to allow a fair comparison, due to the fact that A1 was
generated with runtime optimization configuration.

A first look at the results shows that all systems use the partial reference align-
ment to increase the precision of their systems. Most of them them have slightly better
values for precision (between 0.5% and 3.4%), only AgreementMaker uses the addi-
tional information in a way which has a stronger impact in terms of a significantly
increased precision. However, only three correspondences have been found that have
not been in the partial reference alignment previously6. Only SAMBOdtf and aflood
profit from the partial reference alignment by a slightly increased recall, while the other
systems wrongly filter out some correct correspondences. This might be based on two
specifics of the dataset. On the one hand the major part of the reference alignment con-
sists of trivial correspondences easily detectable by string matching algorithms, while
the unknown parts share a different characteristic. Any approach which applies ma-
chine learning techniques to learn from the partial reference alignment is thus bound to
fail. On the other hand parts of the matched ontologies are incomplete with respect to

6 Notice that we only take correspondences between anatomical concepts into account.
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subsumption axioms. As pointed out in [16], the completeness of the structure and the
correct use of the structural relations within the ontologies has an important influence
on the quality of the results. For these reasons it is extremely hard to use the partial
reference alignment in an appropriate way in subtask #4.

4.3 Conclusions

Although it is argued that domain related background knowledge is a crucial point in
matching biomedical ontologies (see for example [1; 20]), the results of 2009 raise
some doubts about this issue. While in 2007 and 2008 the competition was clearly
dominated by matching systems heavily exploiting background knowledge (UMLS),
this years top performer SOBOM uses none of these techniques. However, the strong
F-measure of SOBOM is mainly based on high precision. Comparing the alignments
generated by SAMBO in 2008 and SOBOM in 2009 it turns out that SAMBO detected
136 correct correspondences not found by SOBOM, while SOBOM finds 36 correct
correspondences not detected by SAMBO. Unfortunately, SOBOM did not participate
in subtrack #3. Thus, it is hard to assess its capability for detecting non-trivial corre-
spondences. The results of subtask #4 are disappointing at first sight. Since this kind of
task has been introduced in 2008, we expected better results in 2009. However, it turned
out again that only minor positive effects can be achieved. But, as already argued, the
task of subtrack #4 is hard and systems with acceptable results in subtrack #4 might
obtain good results under better conditions.

5 Conference

The conference test set introduces matching several more-or-less expressive ontologies.
Within this track the results of participants are evaluated using diverse evaluation meth-
ods. First, classical evaluation wrt. the reference alignment was made, for the ontology
pairs where this alignment is available. Second, posterior manual evaluation was made
for all ontology pairs using even sampling across all matchers. Third, the complete
results were submitted to a data mining tool for discovery of association hypotheses,
taking into account specific mapping patterns. Fourth, alignment incoherence was anal-
ysed with the help of a logical reasoner.

5.1 Test data

The collection consists of fifteen ontologies in the domain of organizing conferences.
Ontologies have been developed within the OntoFarm project7. In contrast to last year’s
conference track, we alsoconsidered subsumption results in evaluation.

The main features of this test set are:

– Generally understandable domain. Most ontology engineers are familiar with or-
ganizing conferences. Therefore, they can create their own ontologies as well as
evaluate the alignment among their concepts with enough erudition.

7 http://nb.vse.cz/~svatek/ontofarm.html
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– Independence of ontologies. Ontologies were developed independently and based
on different resources, they thus capture the issues in organizing conferences from
different points of view and with different terminologies.

– Relative richness in axioms. Most ontologies were equipped with DL axioms of
various kinds, which opens a way to use semantic matchers.

Ontologies differ in numbers of classes, of properties, in their DL expressivity, but
also in underlying resources. Ten ontologies are based on tools supporting the task
of organizing conferences, two are based on experience of people with personal par-
ticipation in conference organization, and three are based on web pages of concrete
conferences.

Participants were to provide all correct correspondences (equivalence and/or sub-
sumption) and/or “interesting correspondences” within a collection of ontologies de-
scribing the domain of organizing conferences.

This year, results of participants are evaluated by four different methods of evalu-
ation: evaluation based on reference alignment, manual labeling, data mining method,
and logical reasoning. In addition, we extended the reference alignment from the pre-
vious year. Now we have 21 alignments, which correspond to the complete alignment
space between 7 ontologies from the data set. Manual evaluation produced statistics
such as precision and will also serve as input into evaluation based on data mining and
will help in the process of improving and building a reference alignment. Results of
participants are checked with regard to their incoherency. These evaluation methods are
concisely described at the track result page.

5.2 Results

We had seven participants: aflood, AgreementMaker (AgrMaker), AMExt (an extended
version of AgreementMaker), AROMA, ASMOV, DSSim, and kosimap. Here are some
basic data, besides evaluations:

– All participants delivered all 105 alignments, except for aflood, which delivered
103 alignments.

– Two participants (ASMOV and DSSim) delivered not only equivalence correspon-
dences but also subsumptions.

– aflood and DSSim matchers delivered “certain” correspondences; other matchers
delivered correspondences with confidence values between 0 and 1.

Evaluation based on reference alignment We evaluated the results of participants
against a reference alignment. In the case of ASMOV and DSSim we filtered out sub-
sumptions. It includes all pairwise combinations of different 7 ontologies (21 align-
ments).

In Table 7, there are traditional precision, recall, and F-measure computed for three
different thresholds of certainty factor (0.2, 0.5, and 0.7).

For better comparison we established the confidence threshold which provides the
highest average F-measure (Table 8). Precision, Recall, and F-measure are given for this
optimal confidence threshold. The dependency of F-measure on confidence threshold
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t=0.2 t=0.5 t=0.7
Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.

aflood 48% 61% 52% 48% 61% 52% 48% 61% 52%
AgrMaker 45% 61% 50% 45% 61% 50% 6% 55% 56%

AMExt 30% 60% 39% 30% 60% 39% 41% 53% 46%
AROMA 37% 49% 41% 38% 49% 42% 40% 19% 25%
ASMOV 58% 40% 47% 22% 3% 4% 5% 1% 1%
DSSim 15% 51% 22% 15% 51% 22% 15% 51% 22%
kosimap 18% 56% 27% 41% 43% 41% 70% 23% 33%

Table 7. Recall, precision and F-measure for three different confidence thresholds.

matcher confidence threshold Prec. Rec. FMeas.

aflood * 48% 61% 52%
AgrMaker 0.75 69% 51% 57%

AMExt 0.75 54% 50% 51%
AROMA 0.53 39% 48% 42%
ASMOV 0.23 68% 38% 47%
DSSim * 15% 51% 22%
kosimap 0.51 52% 42% 45%

Table 8. Confidence threshold, precision and recall for optimal F-measure for each matcher.

Fig. 3. F-measures depending of confidence.
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can be seen from Figure 3. There are two asterisks in the column of confidence threshold
for matchers which did not provide graded confidence.

In conclusion, the matcher with the highest average F-measure (.57) is that of
AgreementMaker at .75. However we should take into account that this evaluation has
been made over small part of all alignments (one fifth).

Comparison with previous year We evaluated the results of participants of OAEI 2008
(ASMOV, DSSim and Lily) against the new reference alignments. For these three
matchers from OAEI 2008, we found an optimal confidence threshold in terms of high-
est average F-measure, see Table 9. In the case of DSSim there is an asterisk because
this matcher did not provide graded confidence.

In conclusion, the matcher with the highest average F-measure (0.49) was the
DSSim. However we should take into account that this evaluation has been made over
small part of all alignments (one fifth). We can also compare performance of partici-
pants of both years ASMOV and DSSim. While in terms of highest average F-measure
ASMOV improved from 43% to 47%, DSSim declined from 49% to 22%. We can also
see that ASMOV matcher from OAEI 2009 delivered more correspondences with lower
confidence than in OAEI 2008.

matcher confidence threshold Prec. Rec. FMeas.

ASMOV 0.22 48% 39% 43%
DSSim * 48% 56% 49%

Lily 0.25 43% 52% 45%

Table 9. Confidence threshold, precision and recall for optimal F-measure for each matcher.

Restricted semantic precision and recall Furthermore, we computed restricted seman-
tic precision and recall using a tool from University of Mannheim [12]. We took into
account matchers which delivered correspondences with subsumption relations, i.e.,
ASMOV and DSSim. In Table 10 there are two different semantics variants (natural and
pragmatic) of restricted semantic precision and recall computed for confidence thresh-
old 0.238.

natural pragmatic
matcher Prec. Rec. Prec. Rec.

ASMOV 83% 65% 86% 68%
DSSim 1.7% 94% 2% 95%

Table 10. Restricted semantic precision and recall for a confidence threshold of 0.23.

In conclusion, from Table 10 we can see that considering correspondences with
subsumption relations ASMOV has better performance in both precision and recall,
whereas DSSim has much better recall at expense of lower precision.

8 This an optimal confidence threshold in terms of highest F-measure for ASMOV. DSSim does
not have graded confidence.
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Evaluation based on posterior manual labeling This year we take the most secure,
i.e., with highest confidence, correct correspondences as a population for each matcher.
It means we evaluate 150 correspondences per matcher randomly chosen from all cor-
respondences of all 105 alignments with confidence 1.0 (sampling). Because AROMA,
ASMOV and kosimap do not have enough correspondences with 1.0 confidence we
take 150 correspondences with highest confidence. In the case of AROMA it was not
possible to distinguish between all 153 correspondences so we sampled over its popu-
lation.

In table 11 you can see approximated precisions for each matcher over its popu-
lation of best correspondences. N is a population of all the best correspondences for
one matcher. n is a number of randomly chosen correspondences so as to have 150 best
correspondences for each matcher. TP is a number of correct correspondences from the
sample, and P* is an approximation of precision for the correspondences in each popu-

lation; additionally there is a margin of error computed as:
√

(N/n)−1√
N

based on [24].

matcher aflood AgrMaker AMExt AROMA ASMOV DSSim kosimap

N 1779 326 360 153 150 5699 150
n 150 150 150 150 150 150 150

TP 74 120 103 83 127 9 144
P* 49% 80% 69% 55% 85% 6% 96%

±7.8% ±6% ±6.2% ±1.1% ±8.1%

Table 11. Approximated precision for 150 best correspondences for each matcher.

From table 11 we can conclude that kosimap has the best precision (.96) over its
150 more confident correspondences.

Evaluation based on data mining supported with mapping patterns (based on
[19]). As opposed to ontology design patterns9, which usually concern one ontology,
mapping patterns deal with (at least) two ontologies. Mapping patterns reflect the inter-
nal structure of ontologies as well as correspondences across the ontologies.

We recognise nine mapping patterns:

– MP1 (“Parent-child triangle”): it consists of an equivalence correspondence be-
tween classes A and B and an equivalence correspondence between A and a child
of B, where A and B are from different ontologies.

– MP2 (“Mapping along taxonomy”): it consists of simultaneous equivalence corre-
spondences between parents and between children.

– MP3 (“Sibling-sibling triangle”): it consists of simultaneous correspondences be-
tween class A and two sibling classes C and D where A is from one ontology and
C and D are from another ontology.

– MP4: it is inspired by the ’class-by-attribute’ correspondence pattern, where the
class in one ontology is restricted to only those instances having a particular value
for a a given attribute/relation.

9 See http://ontologydesignpatterns.org.
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– MP5: it is inspired by the “composite” correspondence pattern. It consists of a
class-to-class equivalence correspondence and a property-to-property equivalence
correspondence, where classes from the first correspondence are in the domain or
in the range of properties from the second correspondence.

– MP6: it is inspired by the “attribute to relation” correspondence pattern where a
datatype and an object property are aligned as an equivalence correspondence.

– MP7: it is the variant of the MP5 “composite pattern”. It consists of an equivalence
correspondence between two classes and an equivalence correspondence between
two properties, where one class from the first correspondence is in the domain and
the other class from that correspondence is in the range of equivalent properties,
except the case where domain and range is the same class.

– MP8: it consists of an equivalence correspondence between A and B and an equiv-
alence correspondence between a child of A and a parent of B where A and B are
from different ontologies. It is sometimes referred to as criss-cross pattern.

– MP9: it is the variant of MP3, where the two sibling classes C and D are disjoint.

MP4, MP5, and MP6 are inspired by correspondence patterns from [21]. In princi-
ple, it is not possible to tell which mapping pattern is desirable or not desirable. This
must be decided on the basis of an application context or possible alternatives. How-
ever, we could roughly say that while MP2 and MP5 seems to be desirable, MP7, MP8,
and MP9 indicate incorrect correspondences related to inconsistency.

In Table 12 there are numbers of occurrences of mapping patterns in results of
participants of OAEI 2009. We already see that some patterns are more typical for
some systems than for other. Proper quantification of this relationship as well as its
combination with other characteristics of correspondences is however the task for a
mining tool.

System MP1 MP2 MP3 MP4 MP5 MP6 MP7 MP8 MP9

aflood 0 168 0 272 158 108 6 4 0
AgrMaker 0 127 0 272 81 209 22 2 0

amext 0 128 0 346 112 419 25 4 0
AROMA 238 206 6 442 35 61 13 12 0

asmov 0 350 0 393 0 0 0 0 0
dssim 479 74 964 962 47 410 24 47 295

kosimap 38 233 159 815 392 62 10 4 22

Table 12. Occurrences of mapping patterns in OAEI 2009 results.

For the data-mining analysis we employed the 4ft-Miner procedure of the LISp-
Miner data mining system10 for mining of association rules. We found several interest-
ing association hypotheses: t1 to t6 are related to confidence or underlying resources of
ontologies (see Table 13) andm1 tom10 are related to mapping patterns (see Table 14).
In total there were 21117 correspondences in the data matrix. We can interpret some of
these hypotheses as follows:

10 http://lispminer.vse.cz/
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Antecedent Succedent Values
System Confidence Resource1 Resource2 Result Supp AvgDff

t1 AgrMaker > 0.9 * * + 0.01 2.876
t2 ASMOV < 0.3 * * + 0.01 2.546
t3 kosimap < 0.3; 0.6) * * + 0.01 2.497
t4 DSSim * i w - 0.01 2.287
t5 kosimap < 0.3; 0.6) * t + 0.01 2.267
t6 kosimap * * i - 0.02 1.215

Table 13. Hypotheses for tasks 1 and 2.

Antecedent Succedent Values-
System ResultMP Supp AvgDff

m1 ASMOV MP2 0.02 3.418
m2 AROMA MP1 0.01 2.434
m3 DSSim MP3 0.05 2.164
m4 AMExt MP6 0.02 1.481
m5 ASMOV MP4 0.02 0.874
m6 kosimap MP5 0.02 0.874
m7 DSSim MP9 0.01 2.448
m8 DSSim MP8 0.002 1.386
m9 AgrMaker MP7 0.001 1.266

m10 AMExt MP7 0.001 0.879

Table 14. Association Hypotheses related to Mapping Patterns.
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– Hypothesis t1: Correspondences that are produced by system AgreementMaker and
have high confidence values (higher than 0.9) are by 287%, i.e. almost four times,
more often correct than correspondences produced by all systems with all confi-
dence values (on average).

– Hypothesis t4: Correspondences that are produced by system DSSim where ontol-
ogy 1 is based on expert knowledge and ontology 2 is based on web are by 228%,
i.e., more than three times, more often incorrect than correspondences produced by
all systems for all types of ontologies (on average).

– Hypothesis m1: Correspondences that are produced by matcher ASMOV are by
341%, i.e., more than four times, more often part of MP2 than correspondences
produced by all systems (on average).

– Hypothesis m4: Correspondences that are produced by matcher AMExt are by
148%, i.e., more than twice, more often part of MP6 than correspondences pro-
duced by all systems (on average).

– Hypothesis m7: Correspondences that are produced by matcher DSSim are by
244%, i.e., more than three times, more often part of MP9 than correspondences
produced by all systems (on average).

– Hypothesis m9: Correspondences that are produced by matcher AgreementMaker
are by 126%, i.e., more twice, more often part of MP7 than correspondences pro-
duced by all systems (on average).

In conclusion, regarding the first three hypotheses we could say that Agreement-
Maker is more sure about correspondences with high values than other matchers, AS-
MOV is suprisingly more correct about correspondences with low confidence values
than other matchers and kosimap is more correct for correspondences with medium
confidence values. According to next three hypotheses we could say that kosimap works
better with ontologies based on tool than web. Further DSSim has problems with align-
ing “expert’ ontologies” and “web” ontologies.

Regarding the three first mapping patterns, ASMOV found MP2, AROMA MP1,
and DSSim MP3. Furthermore, AMExt found MP6 as simple correspondence, which
is discutable. Maybe it could be better to find instead of datatype property to object
property “property-chain” which would allow mapping between datatype property to
datatype property via object property as an intermediate mapping element. ASMOV
found some correspondences where one class is restricted over certain property’s value
(MP4) and kosimap found composite pattern (MP5). Finally, some occurrences of the
last three mapping patterns were found over the results of DSSim, AgreementMaker,
and AMExt. However these related hypotheses had low support except for DSSim and
MP9. Anyway we can say that these matchers could be improved if they check the
consistency of their results.

Evaluation based on alignment coherence In 2008 we evaluated for the first time
the coherence of the submitted alignments. Again, we picked up the same evaluation
approach using the maximum cardinality measure mt

card proposed in [17]. The mt
card

measure compares the number of correspondences that have to be removed to arrive
at a coherent subset against the number of all correspondences in the alignment. The
resulting number can be considered as the degree of alignment incoherence. A number
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of 0% means, for example, that the alignment is coherent. In particular, we use the
pragmatic alignment semantic as defined in [18] to interpret the correspondences of an
alignment.

In our experiments we focused on equivalence correspondences and removed sub-
sumption correspondences from the submitted alignments prior to our evaluation. We
applied our evaluation approach to the subset of those matching tasks where a reference
alignment is available. We used the Pellet reasoner to perform our experiments and ex-
cluded the Iasted ontology, which caused reasoning problems in combination with some
of the other ontologies.

Results are presented in Table 15. For all systems we used the alignments after ap-
plying the optimal confidence threshold (see subscript), and the systems marked with *
are those systems that did not deliver a graded confidence. Comparing the correspond-
ing results, the ASMOV system clearly distances itself from the remaining participants.
All of the generated alignments were coherent and thus we measured 0% degree of in-
coherence. However, the thresholded ASMOV alignments contain only few correspon-
dences compared to the alignments of the other systems, which makes it more probable
to construct coherent alignments. Thus, we also included the untresholded ASMOV
alignments (no subscript) in our analysis: We measured a degree of incoherence of
1.8%, a value that is still significantly lower compared to the other systems. These re-
sults also concide with the results presented in Table 14 related to the occurrence of the
MP7 to MP9 mapping patterns.

While the verification component built into ASMOV detects most incoherences,
none of the other systems uses similar strategies. We have to conclude that logical
aspects play only a subordinate role within the approaches implemented in the other
matching systems. Additionally, we analyzed what happens when the verification com-
ponent of ASMOV is turned off.11 The results are presented in the ASMOVx row. No-
tice that the measured values are now similar to the coherence characteristics of the
other systems.

In conclusion, these observations also offer an explanation for the significant dif-
ference between DSSim and ASMOV with respect to restricted semantic precision and
recall (see again Table 10). Computing restricted semantic precision and recall of an
alignment A requires to compute the closure of A with respect to derivable subsump-
tion correspondences. Suppose now thatA is incoherent and a large fraction of concepts
C1, ..., Cn in O1 and D1, ..., Dm in O2 becomes unsatisfiable. It follows that A entails
each correspondence of the type ... w Ci with i = 1 . . . n, respectively Dj v ... with
j = 1 . . .m. A highly incoherent alignment will thus entail a huge amount of incorrect
correspondences. This is the explanation for DSSim’s low precision of approximately
2%. These considerations also indicate that the degree of incoherence might have a
strong effect on any application that requires to exploit an alignment in a reasoning
context.

11 We would like to thank Yves R. Jean-Mary for providing us with the corresponding set of
alignments.
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System Correspondences Incoherent Alignments mt
card -mean

ASMOV.23 140 0 0.0%
ASMOV 233 3 1.8%
kosimap.51 189 6 10.6%
ASMOVx 316 13 14.7%
AgrMaker.75 173 12 15.0%
aflood∗ 288 15 19.8%
AROMA.53 264 13 20.1%
AMExt.75 236 13 20.3%
DSSim∗ 789 15 > 42.2%

Table 15. Number of evaluated correspondences, number of coherent alignments (15 alignments
have been analyzed), mean of the maximum cardinality measure. Subscripts refer to the appli-
cation of a confidence threshold, ASMOVx refers to ASMOV with the semantic verification
component turned off.

6 Directory

The directory test case aims at providing a challenging task for ontology matchers in the
domain of large directories to show whether ontology matching tools can effectively be
applied for the integration of “shallow ontologies”. The focus of this task is to evaluate
performance of existing matching tools in real world taxonomy integration scenario.

6.1 Test set

As in previous years [9; 11; 4], the data set exploited in the directory matching task was
constructed from Google, Yahoo and Looksmart web directories following the method-
ology described in [13]. The data set is presented as taxonomies where the nodes of the
web directories are modeled as classes and classification relation connecting the nodes
is modeled as an rdfs:subClassOf relation.

The key idea of the data set construction methodology is to significantly reduce the
search space for human annotators. Instead of considering the full matching task which
is very large (Google and Yahoo directories have up to 3 ∗ 105 nodes each: this means
that the human annotators need to consider up to (3∗105)2 = 9∗1010 correspondences),
it uses semi automatic pruning techniques in order to significantly reduce the search
space. For example, for the data set described in [13], human annotators consider only
2265 correspondences instead of the full matching problem.

The specific characteristics of the data set are:

– More than 4.500 node matching tasks, where each node matching task is composed
from the paths to root of the nodes in the web directories.

– Reference alignment for all the matching tasks.
– Simple relationships, in particular, web directories contain only one type of rela-

tionships, which is the so-called classification relation.
– Vague terminology and modeling principles, thus, the matching tasks incorporate

the typical real world modeling and terminological errors.
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6.2 Results

In OAEI 2009, 7 out of 16 matching systems participated on the web directories test
case, while in OAEI-2008, 7 out of 13, in OAEI 2007, 9 out of 18, in OAEI 2006, 7 out
of 10, and in OAEI 2005, 7 out of 7 did it.

Precision, recall and F-measure results of the systems are shown in Figure 4. These
indicators have been computed following the TaxMe2 [13] methodology, with the help
of the Alignment API [8], version 3.4.

Fig. 4. Matching quality results.

We can observe from Table 16, that in general the systems that participated in the
directory track in 2008 (DSSim, Lily and TaxoMap), have either maintained or de-
creased their precision and recall values. The only system that increased its recall value
is ASMOV. In fact, ASMOV is the system with the highest F-measure value in 2009.

Table 16 shows that in total 24 matching systems have participated in the directory
track during the 5 years (2005 – 2009) of the OAEI campaigns. No single system has
participated in all campaigns involving the web directory dataset (2005 – 2009). A total
of 16 systems have participated only one time in the evaluation, only 3 systems have
participated 2 times, and 5 systems have participated 3 times.

As can be seen in Figure 5 and Table 16, there is an increase in the average precision
for the directory track up to 2008, remaining constant in 2009. The average recall in
2009 increased in comparison to 2008, but the highest average recall remains that of
2007. Considering F-measure, results for 2009 show the highest average in the 4 years
(2006 to 2009). Notice that in 2005 the data set allowed only the estimation of recall,
therefore Figure 5 and Table 16 do not contain values of precision and F-measure for
2005.

A comparison of the results in 2006, 2007, 2008 and 2009 for the top-3 systems of
each year based on the highest values of the F-measure indicator is shown in Figure 6.
The key observation here is that even though two of the top-3 systems of 2008 (Lily
and DSSim) participated in the directory task this year, they did not manage to get into
the top-3, indicating an overall increase of performance by the total set of participating
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System Recall Precision F-Measure
Year→ 2005 2006 2007 2008 2009 2006 2007 2008 2009 2006 2007 2008 2009

aflood 0.40 0.57 0.47
ASMOV 0.44 0.12 0.65 0.59 0.64 0.60 0.50 0.20 0.63
automs 0.15 0.31 0.20
CIDER 0.38 0.60 0.47
CMS 0.14

COMA 0.27 0.31 0.29
ctxMatch2 0.09

DSSim 0.31 0.41 0.41 0.60 0.60 0.60 0.41 0.49 0.49
Dublin20 0.27

Falcon 0.31 0.45 0.61 0.41 0.55 0.43 0.58
FOAM 0.12
HMatch 0.13 0.32 0.19
kosimap 0.52 0.62 0.56

Lily 0.54 0.37 0.33 0.57 0.59 0.57 0.55 0.46 0.42
MapPSO 0.31 0.57 0.40

OCM 0.16 0.33 0.21
OLA 0.32 0.84 0.62 0.71

OMAP 0.31
OntoDNA 0.03 0.55 0.05

Prior 0.24 0.71 0.34 0.56 0.28 0.63
RiMOM 0.40 0.71 0.17 0.39 0.44 0.55 0.40 0.55 0.26
SOBOM 0.42 0.59 0.49
TaxoMap 0.34 0.34 0.59 0.59 0.43 0.43
X-SOM 0.29 0.62 0.39

Average 0.22 0.26 0.50 0.30 0.44 0.35 0.57 0.59 0.59 0.29 0.49 0.39 0.50
# 7 7 9 7 7 7 9 7 7 7 9 7 7

Table 16. Summary of submissions by year (no precision was computed in 2005). The Prior line
covers Prior+ as well and the OLA line covers OLA2 as well.

Fig. 5. Average results of the top-3 systems per year.

98



systems this year. As can be seen in Table 16, DSSim maintained its performance of
2008, having the same F-measure as SOBOM (a newcomer and 3rd place of 2009),
only 1% less of recall than SOBOM, but 1% more of precision. ASMOV increased its
F-measure, presenting the highest value for this year directory track, and in overall in
its 3 years of participation. The second place corresponds to kosimap, also a newcomer.

The quality of the best F-measure result of 2009 (0.63) achieved by ASMOV is
higher than the best F-measure of 2008 (0.49) demonstrated by DSSim and higher than
that of 2006 by Falcon (0.43), but still lower than the best F-measure of 2007 (0.71) by
OLA2. The best precision result of 2009 (0.62) achieved by kosimap is lower than the
best precision value of 2008 (0.64) demonstrated by ASMOV and equal to the results
obtained in 2007 by both OLA2 and X-SOM. Finally, for what concerns recall, the best
result of 2009 (0.65) achieved by ASMOV is higher than the best value of 2008 (0.41)
demonstrated by DSSim and the best value in 2006 (0.45) by Falcon, but still lower
than the best result obtained in 2007 (0.84) obtained by OLA2.

Fig. 6. Comparison of matching quality results in 2006, 2007, 2008 and 2009.

Partitions of positive and negative correspondences according to the system results
are presented in Figures 7 and 8, respectively.

Figure 7 shows that the systems managed to discover only 68% of the total number
of positive correspondences (Nobody = 32%). Only 26% of positive correspondences
were found by all seven participating systems. The percentage of positive correspon-
dences found by the systems this year is higher than the values of 2008, when 54% of
the positive correspondences where found. Figure 8 shows that more than half (56%) of
the negative correspondences were not found by the systems (correctly) in comparison
to 66% not found in 2008. Figure 8 also shows that all participating systems found 17%
of the negative correspondences, i.e., mistakenly returned them as positive. The last two
observations suggest that the discrimination ability of the dataset remains still high as
in previous years.

Let us now compare partitions of the system results in 2006, 2007, 2008 and 2009
on positive and negative correspondences, see Figures 9 and 10, respectively. Figure 9
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Fig. 7. Partition of the system results on positive correspondences.

Fig. 8. Partition of the system results on negative correspondences.
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shows that 32% of positive correspondences have not been found by any of the matching
systems this year. This value is better that the values of 2006 (43%) and 2008 (46%). In
2007 all the positive correspondences have been collectively found; these results (2007)
were exceptional because the participating systems all together had a full coverage of
the expected results and very high precision and recall. Unfortunately, the best systems
of 2007 did not participate this year (nor in 2008) and the other systems do not seem to
cope with the results of 2007.

Fig. 9. Comparison of partitions of the system results on positive correspondences in 2006, 2007,
2008 and 2009.

Fig. 10. Comparison of partitions of the system results on negative correspondences in 2006,
2007, 2008 and 2009.

Figure 10 shows that this year 56% of the negatives correspondences were correctly
not found. There is a decrease in comparison to the value of 2008, when 66% of the
negatives correspondences where not found, being the best value in all years (2006 to
2009). This year 17% of the negative correspondences were mistakenly found by all
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the (7) participating systems, being the best value that of last year (1%). An interpre-
tation of these observations could be that the set of participating systems in 2009 have
a more cautious strategy than in 2007 and 2006, but still a little bit more brave than
in 2008. In 2007, we can observe that the set systems showed the most brave strategy
in discovering correspondences of all the yearly evaluation initiatives, when the set of
positive correspondences was fully covered, but covering mistakenly also 98% of the
negative correspondences. This year the behavior of the overall systems is more similar
(but better) to the behavior of the overall set of participating systems in 2008.

6.3 Comments

This year the average performance of the systems (given by F-measure in Figure 5) is
the best of all 4 years (2006 to 2009). This suggests that the set of participating systems
have found a balance between a brave and cautious behavior for discovering correspon-
dences. However, the value for the F-measure (0.51) indicates that there is still room for
further improvements. Finally, as partitions of positive and negative correspondences in-
dicate (see Figure 7 and Figure 8), the dataset still retains a good discrimination ability,
i.e., different sets of correspondences are still hard for the different systems.

7 Library

This task, organized in the context of the TELplus12 project, focuses on a case for which
the MACS13 project established a (partial) manual reference alignment. Participants of
this task had to create pairwise alignments between three large subject heading lists
in different languages. The required alignments links were SKOS relations. This task
is similar, from a methodological perspective, to the OAEI 2008 Library track. It uses
however a different dataset.

7.1 Test data

The vocabularies to match are:

– LCSH, the Library of Congress Subject Headings, available as linked data at
http://id.loc.gov. Contains around 340K concepts, including 250K gen-
eral subjects.

– RAMEAU, the heading list used at the French National Library, available as linked
data at http://stitch.cs.vu.nl/rameau. Contains around 150K con-
cepts, including 90K general subjects.

– SWD, the heading list used at the German National Library. Contains 800K con-
cepts, including 160K general subjects.

12 http://www.theeuropeanlibrary.org/telplus
13 http://macs.cenl.org
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The concepts from the three vocabularies are used as subjects of books. For each
concept, the usual SKOS lexical and semantic information is provided: preferred labels,
synonyms and notes, broader and related concepts, etc. The three subject heading lists
have been represented according to the SKOS model, but an OWL version has also been
made available. Note that even though two of these vocabularies are available online as
RDF data, we have provided dumps for the convenience of participants.

We have also made available a part of the MACS manual correspondences between
these vocabularies, which can be used as a learning set. However, none of the partici-
pants asked for it.

7.2 Evaluation and results

Only one team handed in final results: TaxoMap, which produced results as listed in
Table 17.

Type of relation LCSH-RAMEAU RAMEAU-SWD LCSH-SWD

exactMatch 5,074 1,265 38
broadMatch 116,789 17,220 0
narrowMatch 48,817 6,690 0
relatedMatch 13,205 1,317 0

Table 17. Taxomap results.

We have followed the dual evaluation approach of the previous 2008 Library Track,
which featured a “thesaurus merging” evaluation (based on a post-hoc partial reference
alignment) and a “re-indexing” one (assessing the use of correspondences for translat-
ing subject annotations from one thesaurus to another). The main difference is that the
first evaluation method has now been replaced by comparing to an already existing par-
tial reference alignment (the MACS one), avoiding to manually assess the participant’s
results.

Comparing with partial reference alignment (MACS) As no participant used the
training set we provided, we use the complete MACS correspondences as reference
alignment. In the version we received (MACS is still currently adding manual corre-
spondences to this reference set), this reference alignment comprised 87,183 LCSH-
RAMEAU correspondences, 13,723 RAMEAU-SWD correspondences, and 12,203
LCSH-SWD correspondences.

Table 18 shows the results when taking into account all correspondences that belong
to a certain relation selection. For a given relation selection, the token “–” means that
no extra relation was provided at that level, hence the results are identical to the ones
of the previous selection level. Cov. refers to the coverage, that is, the percentage of
MACS correspondences which were found in the evaluated alignment.

Table 19 shows the results obtained when selecting only the “best” available corre-
spondences for one concept (that is, the one with the highest confidence measure), and
discarding the others.

103



TaxoMap links evaluated LCSH-RAMEAU RAMEAU-SWD LCSH-SWD

Prec. Cov. Prec. Cov. Prec. Cov.
exactMatch 72.1 5.7 27.1 1.4 44.4 0.03
eM + broadMatch 3.6 6.9 2.3 1.9 – –
eM + bM + narrowMatch 2.8 7.3 1.8 2.0 – –
all relations 2.7 7.5 1.9 2.2 – –

Table 18. Results for comparison with MACS (percentage) – using all correspondences.

TaxoMap links evaluated LCSH-RAMEAU RAMEAU-SWD LCSH-SWD

Prec. Cov. Prec. Cov. Prec. Cov.
exactMatch 78.7 5.7 39.5 1.4 44.4 0.03
eM + broadMatch 22.0 6.0 13.5 1.6 – –
eM + bM + narrowMatch 14.4 5.9 10.8 1.6 – –
all relations 13.4 5.8 10.9 1.7 – –

Table 19. Results for comparison with MACS (percentage) – using only the best correspondences
for each concept.

Results for the re-indexing scenario The second usage scenario is based on an an-
notation translation process supporting the re-indexing of books indexed with one vo-
cabulary, using concepts from the mapped vocabulary (see [14]). Here we use book
annotations from the British Library (using LCSH), the French National Library (using
RAMEAU) and the German National Library (using SWD), see Table 19(a).

For each pair of vocabularies A-B, this scenario interprets the correspondences as
rules to translate existing book annotations with A into equivalent annotations with B.
In the case at hand, the book collections have a few books in common (cf. Table 19(b)),
which are therefore described according to two vocabularies. Based on the quality of
the results for those books for which we know the correct annotations, we can assess
the quality of the initial correspondences.

(a) Collections and books with subject anno-
tations.

Collection Books with subject annotation

English 2,448,050
French 1,457,143
German 1,364,287

(b) Common books between differ-
ent collections.

Collection pair Common books

French–English 182,460
German–English 83,786
German–French 63,340

Table 20. Data on collections.

Evaluation settings and measures. For each pair of vocabularies A-B, the simple
concept-to-concept correspondences sent by participants were transformed into more
complex mapping rules that associate one concept from A with a set of concepts from
B – as some concepts are involved in several correspondences.
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The set of A concepts attached to each book is then used to decide whether these
rules are fired for this book. If the A concept of one rule is contained by the A annotation
of a book, then the rule is fired. As several rules can be fired for a same book, the union
of the consequents of these rules forms the translated B annotation of the book.

On a set of books selected for evaluation, the generated concepts for a book are then
compared to the ones that are deemed correct for this book. At the annotation level, we
measure the precision, the recall, and the Jaccard overlap measure (Jac.) between the
produced annotation and the correct one.

In the formulas used, results are counted on a book and annotation basis, and not
on a rule basis. This reflects the importance of different thesaurus concepts: a transla-
tion rule for a frequently used concept is more important than a rule for a rarely used
concept.

Results. Table 21 shows the results when taking into account all correspondences that
belong to a certain relation selection.

TaxoMap links evaluated LCSH-RAMEAU RAMEAU-SWD LCSH-SWD

Prec. Rec. Jac. Prec. Rec. Jac. Prec. Rec. Jac.
exactMatch 22.3 6.1 5.5 14.2 3.1 2.4 1.3 0.003 0.002
eM + broadMatch 2.1 7.8 1.5 2.3 3.6 1.1 – – –
eM + bM + narrowMatch 1.2 9.2 1.0 0.8 3.9 0.5 – – –
all relations 1.1 9.3 0.9 0.7 4.0 0.5 – – –

Table 21. Re-indexing evaluation results (percentage) – using all correspondences.

Table 22 shows the results obtained when selecting only the “best” available map-
ping for one concept and discarding the others.

TaxoMap links evaluated LCSH-RAMEAU RAMEAU-SWD LCSH-SWD

Prec. Rec. Jac. Prec. Rec. Jac. Prec. Rec. Jac.
exactMatch 22.8 5.8 5.3 14.2 1.9 1.7 1.2 0.002 0.002
eM + broadMatch 10.2 6.0 4.9 6.9 2.0 1.7 – – –
eM + bM + narrowMatch 7.2 4.5 3.3 5.9 1.9 1.5 – – –
all relations 6.4 4.0 2.9 5.8 1.9 1.5 – – –

Table 22. Re-indexing evaluation results (percentage) – using all Taxomap correspondences.

7.3 Discussion

The setting for this year’s library task clearly shows the limits of current matching
tools. The case at hand, mostly because of its size and its multilingual aspect, is ex-
tremely difficult to handle. The performance of TaxoMap, from this perspective, should
be regarded as a significant achievement, as it was the only one to manage to ingest
hundreds of concepts and return alignments between them.

The results of TaxoMap, which could not apply its usual partition approach, and
uses to a great extent automatic translation, are not very good. More precisely, they
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are especially weak when relations other than strict equivalence are considered, high-
lighting the value of being able to sort mapping results using the type of relation
or the strength of the confidence measure granted to correspondences–options which
are both offered by TaxoMap. Both precision and coverage/recall are low for the
non-equivalence correspondences, even though they bring a huge number of potential
matches. The translation could give better results for the equivalent correspondences, at
the cost of coverage of course.

It is worth mentioning that as last year, the results for the comparison with a ref-
erence mapping and the re-indexing evaluation largely differ, showing that correspon-
dences have a different relevance depending on the application scenario. correspon-
dences based on translation will perform obviously better for scenarios where the in-
tension of concepts matters, rather than for cases where their actual usage in book col-
lections should be carefully taken into account.

8 Oriented alignment

This year we introduced evaluation of alignments containing other relations that the
classical equivalence between entities, e.g., subsumption relations.

8.1 Test data

The first dataset (dataset 1) has been derived from the benchmark series of the OAEI
2006 campaign [9] and was created for the evaluation of the "Classification-Based
Learning of Subsumption Relations" (CSR) method. As a configuration of CSR exploits
the properties of concepts (for the cases where properties are used as features), we do
not include the OAEI 2006 ontologies whose concepts have no properties. Furthermore,
we have excluded from the dataset the OAEI ontologies with no defined subsumption
relations among their concepts. This is done because CSR exploits the subsumption
relations in the input ontologies to generate training examples. More specifically, all
benchmarks (101-304) except 301 to 304, define the second ontology of each pair as an
alteration of the same ontology, i.e., the first one, numbered 101.

The second dataset (dataset 2) is composed of 45 pairs of real-world ontologies
coming from the Consensus Workshop track of the OAEI 2006 campaign (all pairwaise
combinations). The domain of the ontologies concerns the organization of conferences
and they have been developed within the OntoFarm project7.

The reference alignment for all datasets has been manually created by knowledge
engineers. The major guidelines that were followed for the location of subsumption
relations are as follows: (a) use existing equivalences in order to find inferred subsump-
tions, and (b) understand the "intended meaning" of the concepts, e.g., by inspecting
specifications and relevant information attached to them. The format of the reference
alignment is the Alignment format as used in the benchmark series.
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8.2 Participants

Three systems returned results for the first dataset, namely, ASMOV, RiMoM and Tax-
oMap. We present these results by also presenting the results achieved by CSR (as a
comparison basis), presenting also the results of CSR for the second dataset.

8.3 Results

system CSR ASMOV RiMoM TaxoMap

test Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.
1xx 0.97 0.97 0.97 1.00 1.00 1.00 1.00 1.00 1.00 NaN 0 NaN
2xx 0.84 0.78 0.80 0.94 0.94 0.94 0.67 0.85 0.69 0.84 0.08 0.25
3xx 0.66 0.72 0.69 0.86 0.60 0.60 0.59 0.81 0.64 0.72 0.11 0.17

Average 0.83 0.79 0.80 0.94 0.90 0.93 0.69 0.86 0.71 0.63 0.07 0.23

Table 23. Results of all systems when applied to data set 1.

Table 23 presents the precision, recall and F-measure values, of each participating
system in all tests (average) and separately in each test category, e.g., 1xx. We ob-
serve that in terms of F-measure ASMOV achieves the best results, followed by CSR,
RiMoM and then by TaxoMap. Also, we observe that although CSR has a higher preci-
sion than RiMoM, RiMoM has a higher recall. ASMOV and RiMoM did not make spe-
cific changes to their methods for this dataset. TaxoMap exploits the lexicalizations of
concepts to compute subsumption relations. Furthermore, CSR does not exploit equiv-
alence relations.

Concerning dataset 2, Table 24 depicts the precision and recall values for each pair
of ontologies in the dataset provided by CSR. The other methods did not provide results
for this dataset. An observation is that the performance of CSR is worst in this dataset,
in comparison to the first dataset.

9 Instance matching

For the first time in OAEI, an instance matching track was proposed to participants.
The aim of this track is to evaluate matchers on instance data coming from diverse
sources. Both data extracted from published Web datasets, and a testbed presenting
various automatically generated values and structure modifications were proposed.

9.1 AKT-Rexa-DBLP

The AKT-Rexa-DBLP (ARS) test case aims at testing the capability of the tools to
match individuals. All three datasets were structured using the same schema. The chal-
lenges for the matchers included ambiguous labels (person names and paper titles) and
noisy data (some sources contained incorrect information).
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Ontology pair Prec. Rec. Ontology pair Prec. Rec.

Iasted-Cmt 0.6 0.7 Confious-Sigkdd 0.26 0.51
Cmt-confOf 0.76 0.83 crs_dr-Sigkdd 0.09 0.13
Cmt-Confious 0.28 0.31 Iasted-Sigkdd 0.17 0.88
confOf-Confious 0.14 0.47 OpenConf-Sigkdd 0.22 0.39
crs_dr-Confious 0.08 0.11 Pcs-Sigkdd 0.18 0.48
Iasted-Confious 0.08 0.25 Cmt-Conference 0.25 0.11
OpenConf-Confious 0.22 0.45 confOf-Conference 0.43 0.29
Pcs-Confious 0.16 0.43 Confious-Conference 0.15 0.43
Cmt-crs_dr 0.54 0.39 crs_dr-Conference 0.58 0.11
confOf-crs_dr 0.38 0.38 Iasted-Conference 0.2 0.08
confOf-Iasted 0.47 0.38 OpenConf-Conference 0.14 0.15
crs_dr-Iasted 0.18 0.38 Pcs-Conference 0.05 0.05
OpenConf-Iasted 0.15 0.38 Sigkdd-Conference 0.15 0.19
Pcs-Iasted 0.21 0.39 Cmt-ekaw 0.46 0.72
Cmt-OpenConf 0.32 0.41 confOf-ekaw 0.51 0.74
confOf-OpenConf 0.22 0.39 Confious-ekaw 0.22 0.59
crs_dr-OpenConf 0.15 0.32 crs_dr-ekaw 0.21 0.2
Cmt-Pcs 0.47 0.77 Iasted-ekaw 0.32 0.33
confOf-Pcs 0.24 0.47 OpenConf-ekaw 0.28 0.28
crs_dr-Pcs 0.17 0.69 Pcs-ekaw 0.36 0.67
OpenConf-Pcs 0.1 0.26 Sigkdd-ekaw 0.64 0.78
Cmt-Sigkdd 0.54 0.81 Conference-ekaw 0.58 0.65
confOf-Sigkdd 0.29 0.64

Average 0.29 0.43

Table 24. Results of CSR when applied to dataset 2.

Test set The test case included three datasets from the domain of scientific publications:

– AKT EPrints archive14. This dataset contains information about papers produced
within the AKT research project.

– Rexa dataset15. This dataset was extracted from the Rexa search server, which was
constructed at the University of Massachusetts using automatic information extrac-
tion algorithms.

– SWETO DBLP dataset16. This is a publicly available dataset listing publications
from the computer science domain.

The SWETO-DBLP dataset was originally represented in RDF. Two other datasets
(AKT EPrints and Rexa) were extracted from the HTML sources using specially con-
structed wrappers and structured according to the SWETO-DBLP ontology17. The on-
tology describes information about scientific publications and their authors and extends
the commonly used FOAF ontology18. Authors are represented as individuals of the
14 http://eprints.aktors.org/
15 http://www.rexa.info/
16 http://lsdis.cs.uga.edu/projects/semdis/swetodblp/
17 http://lsdis.cs.uga.edu/projects/semdis/swetodblp/august2007/opus_august2007.rdf
18 http://xmlns.com/foaf/spec/

108



foaf:Person class, and a special class sweto:Publication is defined for publications, with
two subclasses sweto:Article and sweto:Article_in_Proceedings for journal and confer-
ence publications respectively. The participants were invited to produce alignments for
each pair of datasets (AKT/Rexa, AKT/DBLP, and Rexa/DBLP).

Evaluation results Five participants submitted results for the AKT-Rexa-DBLP test
case produced by their systems: DSSim, RiMOM, FBEM, HMatch, and ASMOV. The
results were evaluated by comparing them with a manually constructed reference align-
ment and calculating the standard precision, recall, and F-measure. We measured the
performance of each system for the classes sweto:Publication and foaf:Person sepa-
rately, as well as for the combined set of individuals. These evaluation results are pro-
vided in Table 25.

sweto:Publication foaf:Person Overall
System Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.

AKT/Rexa
DSSim 0.15 0.16 0.16 0.81 0.30 0.43 0.60 0.28 0.38

RiMOM 1.00 0.72 0.84 0.92 0.70 0.79 0.93 0.70 0.80
FBEM 0.99 0.61 0.76 0.73 0.02 0.03 0.94 0.10 0.18

HMatch 0.97 0.89 0.93 0.94 0.39 0.56 0.95 0.46 0.62
ASMOV 0.32 0.79 0.46 0.76 0.24 0.37 0.52 0.32 0.39

AKT/DBLP
DSSim 0 0 0 0.15 0.19 0.17 0.11 0.15 0.13

RiMOM 0.96 0.97 0.96 0.93 0.50 0.65 0.94 0.59 0.73
FBEM 0.98 0.80 0.88 0 0 0 0.98 0.16 0.28

HMatch 0.93 0.97 0.95 0.58 0.57 0.57 0.65 0.65 0.65

Rexa/DBLP
DSSim 0 0 0 0 0 0 0 0 0

RiMOM 0.94 0.95 0.94 0.76 0.66 0.71 0.80 0.72 0.76
FBEM 0.98 0.15 0.26 1.00 0.11 0.20 0.99 0.12 0.21

HMatch 0.45 0.96 0.61 0.40 0.34 0.37 0.42 0.48 0.45

Table 25. Results of AKT-Rexa-DBLP test case.

The AKT/Rexa test scenario was the only one for which the results for ASMOV
were available and the only one for which all the systems provided alignments for
both foaf:Person and sweto:Publication classes. FBEM for the AKT/DBLP test case
only produced alignments for Publication instances, which reduced their overall recall.
For the class Publication the best F-measure in all three cases was achieved by Ri-
MOM with HMatch being the second. FBEM, which specifically focused on precision,
achieved the highest precision in all three cases at the expense of recall. It is interesting
to see the difference between systems in the Rexa/DBLP scenario where many distinct
individuals had identical titles, e.g., “Editorial.”, or “Minitrack Introduction.”. This pri-
marily affected the precision in the case of HMatch and RiMOM, but reduced recall for
FBEM.

The performance of all systems was lower for the class Person where ambiguous
personal names and different label formats reduced the performance of string similarity
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techniques. The highest F-measure was achieved by RiMOM and by HMatch for the
three test cases. Again, it is interesting to note the difference between RiMOM, HMatch,
and FBEM in the Rexa/DBLP case where the first two systems focused on F-measure
and the second one on precision. This distinction of approaches can be an important
criterion when a tool has to be selected for a real world use case: in some cases the
cost of an erroneous correspondence is much higher than than the cost of a missed one,
e.g., the large-scale entity naming service such as FBEM, while in other scenarios this
might not be true, e.g., assisting the user who performs manual alignment of datasets.
In contrast, in the AKT/Rexa scenario the performance of FBEM was lower than the
performance of other systems both in terms of precision and recall. This was caused
by different label formats used by AKT and Rexa datasets (“FirstName LastName” vs
“LastName, FirstName”), which affected FBEM.

Because in all three scenarios the datasets had more Person individuals than Pub-
lication ones, the overall results were primarily influenced by the performance of the
tools on the class Person. Again, HMatch and RiMOM had the highest F-measure for
all the test cases. We can see a comparison with respect to F-measure in Figure 11.
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Fig. 11. Comparison on AKT-Rexa-DBLP with respect of FMeasure

9.2 ISLab Instance Matching Benchmark

The ISLab Instance Matching Benchmark (IIMB) is a benchmark automatically gener-
ated starting from one data source that is automatically modified according to various
criteria. The original data source contains OWL/RDF data about actors, sport persons,
and business firms provided by the OKKAM European project19. The benchmark is
composed by 37 test cases. For each test case we require participants to match the orig-
inal data source against a new data source. The original data source contains about 200
different instances. Each test case contains a modified version of the original data source
and the corresponding reference alignment containing the expected results. Modifica-
tions introduced in IIMB are the following:

19 http://www.okkam.org
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– Test case 001: Contains an identical copy of the original data source (instance IDs
are randomly changed).

– Test case 002 - Test case 010: Value transformations, i.e., typographical errors sim-
ulation, use of different standard for representing the same information. In order to
simulate typographical errors, property values of each instance are randomly modi-
fied. Modifications are applied on different subsets of the instances property values
and with different levels of difficulty, i.e., introducing a different number of errors.

– Test case 011 - Test case 019: Structural transformations, i.e., deletion of one or
more values, transformation of datatype properties into object properties, separation
of a single property into more properties.

– Test case 020 - Test case 029: Logical transformations, i.e., instantiation of identical
individuals into different subclasses of the same class, instantiation of identical
individuals into disjoint classes, instantiation of identical individuals into different
classes of an explicitly declared class hierarchy.

– Test case 030 - Test case 037: Several combinations of the previous transformations.

Evaluation results. In this first edition of the instance matching track, six systems
participated in the IIMB task, namely AFlood, ASMOV, DSSim, HMatch, FBEM, and
RiMOM. In Table 26, we provide real precision and recall measures for the participating
systems.

System AFlood ASMOV DSSim
Test Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.

002 - 010 1.00 0.99 0.99 1.00 1.00 1.00 1.00 0.37 0.54
011 - 019 0.90 0.72 0.80 0.99 0.92 0.96 0.99 0.28 0.43
020 - 029 0.85 1.00 0.92 1.00 1.00 1.00 0.85 0.99 0.91
030 - 037 0.94 0.75 0.83 1.00 0.98 0.99 1.00 0.30 0.46

H-means 0.92 0.87 0.89 1.00 0.98 0.99 0.92 0.48 0.63

System HMatch FBEM RiMOM
Test Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.

002 - 010 0.97 0.98 0.97 0.95 0.93 0.94 1.00 1.00 1.00
011 - 019 0.88 0.83 0.85 0.78 0.52 0.62 1.00 0.93 0.97
020 - 029 0.78 1.00 0.88 0.08 1.00 0.15 0.85 1.00 0.92
030 - 037 0.94 0.89 0.92 0.10 0.53 0.16 1.00 0.99 0.99

H-means 0.89 0.93 0.91 0.16 0.75 0.27 0.96 0.98 0.97

Table 26. IIMB results: precision and recall.

A first general remark about the results is that three of the participating systems,
i.e., AFlood, ASMOV, and DSSim, provide better results in terms of precision rather
than in terms of recall, even if AFlood and ASMOV results can be considered very
good in both. On the other end, HMatch, FBEM, and RiMOM provide better results
in terms of recall, with better performances in case of HMatch and RiMOM. Coming
to the four categories of test cases, we can conclude that all the six systems show very
good performances on cases 002 - 010, where we just introduced some data errors by
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maintaining both the data structure and the logical properties of data. On test cases 011
- 019, where data structures were changed by deleting or modifying property assertions,
AFlood, ASMOV, HMatch, and RiMOM still perform over 80% in terms of F-Measure,
while both DSSim and FBEM performances are lower, especially with respect to recall.
In general, test cases 011 - 019 were more difficult with respect to recall than to preci-
sion. Test cases 020 - 029 were focused on logical transformations. In order to achieve
good performances here, it is important to take into account logical implications of the
schema over the instances. This is achieved by AFlood, ASMOV, DSSim, and RiMOM.
HMatch maintains high recall and good precision, while FBEM’s precision seems very
low. Finally, test cases 030 - 037 as well as the final harmonic mean shown, AFlood,
ASMOV, HMatch, and RiMOM provide good results both in terms of precision and in
terms of recall. DSSim is more effective on precision, while FBEM is stronger in terms
of recall.
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Fig. 12. Precision/recall graphs. They cut the results given by the participants under a threshold
necessary for achieving n% recall and compute the corresponding precision.
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All the six systems provided their results with confidence measures. It is thus possi-
ble to draw precision/recall graphs in order to compare them (see Figure 12). The graph
is computed by averaging the graphs of each of the tests. The precision/recall graph
confirms the comparison done over real precision and recall values, especially in case
of recall values lower than 50%. After that threshold, ASMOV, RiMOM, and HMatch
maintain their performances high, and FBEM performances are stable. Instead, DSSim
and AFlood values of precision decrease quite quickly, even if AFlood performances
are still better than FBEM and DSSim.

10 Very Large Crosslingual Resources

The goal of the Very Large Crosslingual Resources challenge is twofold. First, we are
interested in matching vocabularies in different languages. Many collections throughout
Europe are indexed with vocabularies in languages other than English. These collections
would benefit from an alignment to resources in other languages to broaden the user
group, and possibly enable integrated access to the different collections. Second, we
intend to present a realistic use case in the sense that the resources are large, rich in
semantics but weak in formal structure, i.e. realistic on the Web. For collections indexed
with an in-house vocabulary, the link to a widely-used and rich resource can enhance
the structure and increase the scope of the in-house thesaurus. In this task, we aim for
skos:exactMatch and skos:closeMatch relations.

10.1 Test data

Three resources are used in this task:

WordNet WordNet is a lexical database of the English language developed at Princeton
University20. Its main building blocks are synsets: groups of words with a synony-
mous meaning. In this task, the goal is to match noun-synsets. WordNet contains 7
types of relations between noun-synsets, but the main hierarchy in WordNet is built
on hyponym relations, which are similar to subclass relations. W3C has translated
WordNet version 2.0 into RDF/OWL.
The original WordNet model is a rich and well-designed model. However, some
tools may have problems with the fact that the synsets are instances rather than
classes. Therefore, for the purpose of this OAEI task, we have translated the hy-
ponym hierarchy in a skos:broader hierarchy, making the synsets skos:Concepts.

DBpedia DBpedia contains 2.18 million resources or “things”, each tied to an article in
the English language Wikipedia. The “things” are described by titles and abstracts
in English and often also in Dutch. DBpedia “things” have numerous properties,
such as categories, properties derived from the wikipedia “infoboxes”, links be-
tween pages within and outside wikipedia, etc.

GTAA The GTAA is a Dutch thesaurus used by the Netherlands Institute for Sound
and Vision to index their collection of TV programs. It is a facetted thesaurus, of
which we use the following four facets: (1) Subject: the topic of a TV program,

20 http://wordnet.princeton.edu/
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≈3800 terms; (2) People: the main people mentioned in a TV program, ≈97.000
terms; Names: the main “Named Entities” mentioned in a TV program (Corpo-
ration names, music bands, etc.), ≈27.000 terms; Location: the main locations
mentioned in a TV program or the place where it has been created, ≈14.000 terms.

The purpose of this task is to match GTAA concepts to DBpedia “things” and WordNet
synsets.

10.2 Evaluation setup

We evaluate the results of the two alignments (GTAA-WordNet, GTAA-DBpedia) in
terms of precision and recall. Aside from an overall measure, we also present measures
for each GTAA facet separately. We introduce an evaluation on a 3-point scale of 0 -
0.5 - 1. We assign 1 point when the relation between two concepts is correctly identified
as a skos:exactMatch or a skos:closeMatch. We assign 0.5 points if the proposed relation
is skos:exactMatch while we consider the relation to be skos:closeMatch, or vice versa.
Correspondences between concepts that are not related get 0 points. The scores are used
to generate generalized precision and recall figures.

Precision For each participant, we take samples of between 71 and 97 correspondences
per GTAA facet for both the GTAA-DBpedia and the GTAA-WordNet alignments and
evaluate their correctness in terms of exact match, close match, or no match.

Recall Due to time constraints, we only determined recall of the GTAA Subject facet.
We use a small reference alignment from a random sample of 100 GTAA concepts,
which we manually mapped to WordNet and DBpedia for the VLCR evaluation of
2008. The result of the GTAA-WordNet and GTAA-DBpedia alignments are compared
to the reference alignments.

Inter-rater agreement A team of 4 raters rated random samples of DSSim’s corre-
spondences. A team of 3 raters rated the GG2WW correspondences, where each align-
ment was divided over two raters. One rater was a member of both teams.

In order to check the inter-rater agreement, 100 correspondences were rated by two
raters. The agreement was high with a Cohen’s kappa of 0.87. In addition, we compared
this year’s evaluation samples with those of 2008. 120 correspondences appeared in
both sets, and again the agreement between the scores was high; Cohen’s kappa was
0.92.

10.3 Results

Two teams participated to the OAEI VLCR task: DSSim and GG2WW. Table 27 shows
the number of concepts in each resource and the number of correspondences returned
for each resource pair. Both participants produced only exact matches. After consulting
the participants, we have considered using the confidence measures as an indication of
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the strenght of the mapping: a mapping with a confidence measure of 1 was seen as an
exact match and a mapping with a confidence measure < 1 was seen as a close match.
However, this idea lead to lower precision values for both participants and was therefore
abandoned. All correspondences in Table 27 are considered to be exact matches.

GTAA facet #concepts #corresp. DSSim #corresp. GG2WW
to WN to DBp to WN to DBp

Subject 3800 655 1363 3663 3381
People 97.000 82 2238 0 17516
Names 27.000 681 3989 0 9023
Locations 14.000 987 5566 0 9527

Total 141.800 2405 13156 3663 39447

Table 27. Number of correspondences in each alignment.

Table 28 shows the precision and recall of both systems.

Precision Recall

Alignment GG2WW DSSim GG2WW DSSIM
name-dbp 0.63 0.64
location-dbp 0.94 0.80
person-dbp 0.91 0.79
subject-dbp 0.86 0.70 0.62 0.30
name-wn . 0.44
location-wn . 0.61
person-wn . 0.07
subject-wn 0.59 0.77 0.59 0.19

total 0.78 0.62

Table 28. Precision and recall of DSSim and GG2WW for each GTAA facet-resource pair.

Regarding precision, GG2WW scores consistently better than DSSim on the GTAA-
DBpedia alignments. Both systems show a similar pattern when comparing the scores
of the four GTAA facets: the scores of the Location facet are highest, followed by the
Person, Subject and finally the Name facet. DSSim scores best on the GTAA-WordNet
alignments, although a comparison is limited since GG2WW only returned correspon-
dences to the GTAA Subject facet.

DSSim has participated in the VLCR task of 2008 as well. However, a direct com-
parison of the precision scores of 2008 and 2009 is difficult due to differences in the
task; in 2008 we considered SKOS exact-, broad-, narrow- and related-matches. The
results of 2008 and 2009 do show similarities when comparing the scores of the facets
and resources. The GTAA Names facet remains hard to match, which might be due to
the many Dutch-specific concepts in this facet, such as Dutch ships named after famous
people. WordNet appears again to be less compatible with the GTAA facets, with the
exception of the Subject facet.

Recall measures can be compared to last year directly, as we have used the same
evaluation measures and reference alignment. DSSim scores exactly the same on the
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GTAA-WordNet mapping (0.19) and higher on the GTAA-DBpedia mapping (from
0.22 to 0.30). GG2WW produced 50% more correspondences between GTAA-WordNet
and 300% more correspondences between GTAA-DBpedia than DSSIM (Table 27).
This translates to a recall score that is 3 and 2 times as high as the DSSim scores.

11 Structural Preservation Measures

This year we performed analyses of the extent to which particular alignments preserved
the structure between two ontologies, or more specifically, between two class hierar-
chies [15; 5]. Here we provide a brief summary of the approach and presentation of the
results.

We wish to measure the smoothness of such an alignment, while recognizing that
being a smooth mapping is neither necessary nor sufficient to be a good mapping.
Nonetheless a strong correlation of smoothness with precision, recall or F-measure
promises a potentially automatic predictor of alignment quality independent of a ref-
erence alignment. Additionally, knowledge of the structural properties of alignments is
useful for ontology matchers, especially when providing alignments within one domain
where structural preservation is desired.

An alignment is modeled as a relation between two semantic hierarchies, modeled
as partially ordered sets [6]. Such ordered structures are not, in general, trees, nor even
lattices, but can be rich in multiple inheritance and lack unique least common subsumers
between nodes.

Let a semantic hierarchy be a bounded partially ordered set (poset) P = 〈P,≤〉,
where P is a finite set of ontology nodes, and ≤ ⊆ P 2 is a reflexive, anti-symmetric,
and transitive binary relation such as subsumption (“is-a”). For two taxonomies P =
〈P,≤〉 ,P ′ = 〈P ′,≤′〉, an alignment relation F ⊆ P × P ′ is a collection of pairs
f = 〈a, a′〉 ∈ F , indicating that the node a ∈ P on the “left” side is mapped or aligned
to the node a′ ∈ P ′ on the “right” side. F determines a domain and codomain
Q = {a ∈ P,∃a′ ∈ P ′, 〈a, a′〉 ∈ F} ⊆ P, Q′ = {a′ ∈ P ′,∃a ∈ P, 〈a, a′〉 ∈ F} ⊆ P ′,

We call the f ∈ F links, the a ∈ Q the left anchors and the a′ ∈ Q′ the right
anchors. Let m = |Q|,m′ = |Q′|, and N = |F | ≤ mm′.

Our approach is not a relative measure of an alignment with respect to a reference
alignment, but rather an inherent or independent measure of the alignment based on the
following principles:

Twist, or order discrepancy: a, b should have the same structural relations in P as
a′, b′ in P ′

Stretch, or distance discrepancy: Relative distance between a, b ∈ P should be the
same as a′, b′ ∈ P ′

Let d be a metric on P and P ′. For links f = 〈a, a′〉 , g = 〈b, b′〉 ∈ F , we want the
metric relations between the a, b ∈ Q to be the same as their corresponding a′, b′ ∈ Q′,
so that |d̄(a, b)−d̄′(a′, b′)| is small. In this work, we use the upper and lower cardinality-
based distances:

du(a, b) = | ↑ a|+ | ↑ b| − 2 max
c∈a∨b

| ↑ c|, dl(a, b) = | ↓ a|+ | ↓ b| − 2 max
c∈a∧b

| ↓ c|,
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where for a node a ∈ P , its upset ↑ a = {x|x ≥ a} and downset ↓ a = {x|x ≤ a}
are all its ancestors and successors respectively, so that | ↑ a|, | ↓ a| are the number of
ancestors and successors. The generalized join and meet are

a ∨ b = Min(↑ a
∫
↑ b) ⊆ P, a ∧ b = Max(↓ a

∫
↓ b) ⊆ P,

where for a set of nodes R ⊆ P the upper bounds and lower bounds are

Min(R) = {a ∈ R : 6 ∃b ∈ R, b < a} ⊆ P, Max(R) = {a ∈ R : 6 ∃b ∈ R, b > a} ⊆ P.

We need to measure the relative proportion of the overall structure two nodes are
apart, so define the normalized upper and lower distances as:

d̄u(a, b) =
du(a, b)
|P | − 1

∈ [0, 1], d̄l(a, b) =
dl(a, b)
|P | − 1

∈ [0, 1].

Let d be a metric used in bothP,P ′, in our case, the lower distance dl. Then the link
discrepancy is given by: δ(f , g) = |d̄(a, b) − d̄(a′, b′)|, and the distance discrepancy
induced by F between P and P ′ given d is:

D(F ) =

∑
f ,g∈F δ(f , g)(

N
2

) .

D(F ) ∈ [0, 1], with D(F ) = 0 iff F is completely distance preserving, and D = 1 if F
is maximally distance distorting, e.g. mapping diameters to equality, and neighbors and
children to diameters. We also calculate the order discrepancy of each alignment as:

Γ (F ) =

∑
f ,g∈F γ(f , g)(

N
2

) ,

where for a pair of links f , g ∈ F , and a relation ∗ ∈ {<,>,=, 6∼} (6∼ denoting non
comparability),

γ(f , g) =
{

0, if a ∗ b and a′ ∗ b′
1, otherwise

Hence D(F ) measures the “stretching” of F , Γ (F ) measures “twisting”, or the
number of purely structural violations present.

Figure 13, Figure 14, and Figure 15 show scatter plots ofD(F ) against precision for
all the 1xx, 2xx, and 3xx tests for the benchmark track, respectively. We see a moderate
trend of decreasing precision with increasing D(F ), with Pearson correlation coeffi-
cients of r = −0.65 and r = −0.51 respectively. Table 29 shows the correlation r
for D(F ) and Γ (F ) against precision, recall, and F-measure for all tracks, and all 1xx,
2xx, and 3xx tracks grouped together.

For more details on a particular track, Table 30 shows the results from Test 205
from Benchmark. We can see in this case a particular strong dropoff in precision with
increasing discrepancy, with r = −0.92.

Table 31 shows the results for the anatomy track. Scatter plots are shown in Fig-
ure 16 for all tests. Table 32 summarizes the correlations, combining all tests, and then
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Fig. 13. Precision vs. D(F ), Benchmark track: 1xx tests. Marker size is proportional to the num-
ber of tests with that combination of values.

Fig. 14. Precision vs. D(F ), Benchmark track: 2xx tests.
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Fig. 15. Precision vs. D(F ), Benchmark track: 3xx tests.

r Prec. Rec. FMeas.

Bench 1* D(F ) -0.65 0.03 0.02
Γ (F ) -0.65 0.03 0.02

Bench 2* D(F ) -0.41 -0.13 -0.18
Γ (F ) -0.48 -0.25 -0.29

Bench 3* D(F ) -0.51 -0.48 -0.53
Γ (F ) -0.54 -0.39 -0.46

Bench [1-3]* D(F ) -0.39 -0.02 -0.07
Γ (F ) -0.20

Table 29. Pearson correlations for D(F ) and Γ (F ) against precision, recall and F-measure for
all tracks, and all 1xx, 2xx, and 3xx tracks grouped together.
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Submitter D(F ) Prec. Rec. FMeas.

r(D(F ), ·) : -0.92 -0.73 -0.76
refalign 0.0 1.0 1.0 1.0
MapPSO 0.0 1.0 0.99 0.99
AROMA 0.0 1.0 0.99 0.99
ASMOV 0.0 1.0 0.99 0.99
Lily 0.0 1.0 0.99 0.99
RiMOM 0.0 1.0 0.99 0.99
GeRoMe 0.0 1.0 0.97 0.98
AgrMaker 0.0 1.0 0.97 0.98
DSSim 0.0 0.91 0.81 0.86
aflood 0.008 0.91 0.75 0.82
kosimap 0.083 0.83 0.59 0.69
SOBOM 0.0 1.0 0.29 0.45
TaxoMap 0.108 0.53 0.09 0.15

Table 30. Benchmark 205 results.

broken out by test. Again, we see a strong correlation of increasing D(F ) against espe-
cially decreasing precision. Note the outlier point, corresponding to Taxomap in test 3
withD(F ) = 0.00145. If this point is excluded, then among all tests we obtain r values
of −0.84 for precision, 0.05 for recall, and −0.61 for F-measure.

These preliminary results are clearly in need of further analysis, which we are now
embarking on. Some early comments include:

– These results are consistent with those shown in [5], which showed a moderate
correlation of D(F ) with F-measure.

– Pearson correlation, the only measure here, is a weak indicator, but suggestive that
our lower distance discrepancy may act as a predictor of precision.

– Here only the lower distance dl(a, b) and distance discrepancy D(F ) were used.
Further consideration is also required of the role the upper distance du(a, b) and
the order discrepancy Γ (F ).
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Test Submitter D(F ) Γ (F ) Prec. Rec. FMeas.

1 aflood 0.00133 0.00155 0.873 0.653 0.747
1 AgrMaker 0.00127 0.00147 0.865 0.798 0.831
1 AROMA 0.00288 0.00298 0.775 0.678 0.723
1 ASMOV 0.00314 0.00368 0.746 0.755 0.751
1 DSSim 0.00156 0.00233 0.853 0.676 0.754
1 kosimap 0.00099 0.00123 0.866 0.619 0.722
1 Lily 0.00259 0.00346 0.738 0.739 0.739
1 Ref_Full 0.00078 0.00066 1.0 1.0 1.0
1 SOBOM 0.00088 0.00091 0.952 0.777 0.855
1 taxomap 0.00149 0.00225 0.87 0.678 0.762
2 aflood 0.00105 0.00098 0.892 0.712 0.792
2 AgrMaker 0.00086 0.00081 0.967 0.682 0.8
2 ASMOV 0.00133 0.00161 0.821 0.736 0.776
2 DSSim 0.00113 0.00123 0.973 0.62 0.757
2 kosimap 0.0023 0.00443 0.907 0.446 0.598
2 Lily 0.00236 0.00341 0.869 0.559 0.681
2 taxomap 0.00075 0.00086 0.953 0.609 0.743
3 aflood 0.00148 0.0016 0.827 0.763 0.794
3 AgrMaker 0.00332 0.00368 0.511 0.815 0.628
3 ASMOV 0.00306 0.00386 0.725 0.767 0.745
3 kosimap 0.00099 0.00123 0.866 0.619 0.722
3 Lily 0.00332 0.00393 0.534 0.774 0.632
3 taxomap 0.01486 0.02115 0.458 0.716 0.559
4 aflood 0.00145 0.00155
4 AgrMaker 0.00077 0.00066
4 ASMOV 0.00373 0.0041
4 taxomap 0.00474 0.00748

Table 31. Results of anatomy track.

r Prec. Rec. FMeas.

Anatomy 1 D(F ) -0.91 -0.25 -0.55
OD -0.94 -0.35 -0.64

Anatomy 2 D(F ) -0.47 -0.71 -0.85
OD -0.36 -0.82 -0.94

Anatomy 3 D(F ) -0.68 -0.03 -0.76
OD -0.65 -0.07 -0.74

Anatomy [1-3] D(F ) -0.73 0.04 -0.59
OD -0.69 -0.03 -0.61

Table 32. Pearson correlation r for D(F ) and Γ (F ) against precision, recall and F-measure for
all Anatomy tests.
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Fig. 16. Anatomy track, all tests, lower distance discrepancy vs. (blue) precision (green) recall
(red) F-measure.
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12 Lesson learned and suggestions

The lessons learned for this year are relatively similar to those of previous years. There
remain one lesson not really taken into account that we identify with an asterisk (*). We
reiterate those lessons that still apply with new ones:

A) Unfortunately, we have not been able to maintain the better schedule of two years
ago. We hope to be able to improve this through the use of SEALS technology (see
§13).

B) The trend that there are more matching systems able to enter such an evaluation
seems to slow down. There have been not many new systems this year but on spe-
cialised topics. There can be two explanations: the field is shrinking or the entry
ticket is too high.

C) We still can confirm that systems that enter the campaign for several times tend to
improve over years.

*D) The benchmark test case is not discriminant enough between systems and, as noted
last year, automatic test generation could contribute to improve the situation. We
plan to introduce this in the SEALS platform.

E) Some tracks provide non conclusive results, we should make effort to improve this
situation by knowing, beforehand, what conclusions can be drawn from the evalu-
ations.

F) With the increase in the number of data sets, comes less participants. We will have
to set rules for declaring unfruitful, tracks in which there is no minimal independent
participation.

Of course, these are only suggestions that will be refined during the coming year, see
[22] for a detailed discussion on the ontology matching challenges.

13 Future plans

In order to improve the organization of the Ontology Alignment Evaluation Initiative,
plans are made for next year that the evaluation campaign be run on a new open platform
for semantic technology evaluation developed by the SEALS project21. The SEALS
project aims at providing support for the evaluation of semantic technologies, including
ontology matching.

The project will provide an automated test infrastructure and will organize inte-
grated evaluation campaigns. This will allow new features in tests cases like test gen-
eration on demand and online evaluation. This will lead to a more automated and in-
tegrated way to evaluate systems as well as the opportunity for participants to run the
evaluation for themselves.

We plan to run the next OAEI campaign within this framework and to have at least
three tracks, and if possible more, fully supported by the SEALS platform.

21 http://www.seals-project.eu
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14 Conclusions

Confirming the trend of last year, the number of systems, and tracks they enter in, seems
to stabilize. As noticed the previous years, systems which do not enter for the first
time are those which perform better. This shows that, as expected, the field of ontology
matching is getting stronger (and we hope that evaluation has been contributing to this
progress).

Moreover, we had this year more tracks but participants did not enter more tracks
than previous years: 3.25 against 3.84 in 2008 and 2.94 in 2007. This figure of around
3 out of 8 may be the result of either the specialization of systems or the short time
allowed to the campaign.

All participants have provided a description of their systems and their experience in
the evaluation. These OAEI papers, like the present one, have not been peer reviewed.
However, they are full contributions to this evaluation exercise and reflect the hard work
and clever insight people put in the development of participating systems. Reading the
papers of the participants should help people involved in ontology matching to find what
makes these algorithms work and what could be improved. Sometimes participants offer
alternate evaluation results.

The Ontology Alignment Evaluation Initiative will continue these tests by improv-
ing both test cases and testing methodology for being more accurate. Further informa-
tion can be found at:

http://oaei.ontologymatching.org.
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Abstract. Our ontology schema matching algorithm takes the essence of the 
locality of reference by considering the neighboring concepts and relations to 
align the entities of ontologies. It starts off a seed point called an anchor (a pair 
of “look-alike” concepts across ontologies) and collects two blocks of 
neighboring concepts across ontologies. The concepts of the pair of blocks are 
aligned and the process is repeated for newly found aligned pairs. This year, we 
use a semantically reformed dynamic block of concepts starting from an 
anchor-concept and produce two blocks from one anchor to get alignment. We 
improve our memory management. The experimental results show its 
effectiveness against the benchmark, anatomy track and other datasets. We also 
extend our algorithm to match instances of IIMB benchmarks and we obtained 
effective results. 

1  Presentation of the system 

During OAEI-2008, our ontology alignment system used the locality of reference for 
collecting neighboring concepts with strong semantic arbitrary depth for aligning 
concepts across pair of ontologies. This year, we incorporate a process of collecting 
concepts with strong intrinsic semantic similarity within ontology elements 
considering intrinsic Information Content (IC) [6] to form a dynamic block. Hence 
our system forms a pair of dynamic blocks staring off an anchor across ontologies. 
We improve our memory management to cope large scale ontology alignment 
effectively. Our algorithm has shorter run time than that of the previous year. It takes 
less memory and even less time as well to align large ontologies. We participate in the 
benchmark datasets, all four tasks of anatomy track, conference and directory as well. 
We also take limited participation in the instance matching track. We participate only 
in the IIMB benchmark track of instance matching track. 

1.1  State, purpose, general statement 

The purpose of our Anchor-Flood algorithm [8] is basically ontology matching. 
However, we use our algorithm in patent mining system to classify a research abstract 
in terms of International Patent Classification (IPC). Containing mostly general 
terminologies in an abstract leads classification to a formidable task. Automatic 
extracted taxonomy of related terms available in an abstract is aligned with the 
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taxonomy of IPC ontology with our algorithm successfully.  
Furthermore, we use our algorithm to integrate the multimedia resources represented 
by MPEG-7 [5] ontologies [11]. We have achieved good performance with effective 
results in the field of multimedia resource integration [7].  
To be specific, we describe our Anchor-Flood algorithm, instance matching algorithm 
and their results against OAEI 2009 datasets here.  

1.2  Specific techniques used 

We have two parts of our system. One is the ontology schema matching Anchor-
Flood algorithm to align concepts and properties of a pair of ontologies. Another is 
the instance matching approach which essentially uses our Anchor-Flood algorithm. 
We implement our system in Java. We create our own memory model of ontology by 
the ARP triple parser of Jena module. 

1.2.1 Ontology Schema Matching 

As a part of preprocessing, our system parses ontologies into our own developed 
memory model by using ARP triple parser of Jena. We also normalize the lexical 
description of ontology entities. 
 

 
Fig.1. Ontology schema matching Anchor-Flood algorithm 

Our schema matching algorithm starts off an anchor. It has a complex process of 
collecting small blocks of concepts and related properties dynamically by considering 
super-concept, sub-concept, siblings and few other neighbors from the anchor point. 
The size of blocks affect the running time adversely. Therefore, we incorporate 
semantic similarity considering intrinsic Information Content (IC) for building blocks 
of neighboring concepts from anchor-concepts. 
Local alignment process aligns concepts and their related properties based on lexical 
information [2, 10, and 12], and structural relations [1, 3, 4]. Retrieved aligned pairs 
are considered as anchors for further processing. The process is repeated until there is 
no more aligned pair to be processed. Hence, it burst out with a pair of aligned 
fragment of the ontologies, giving the taste of segmentation [9]. Multiple anchors 
from different part of ontologies confirm a fair collection of aligned pairs as a whole. 
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1.2.2 Ontology Instance Matching 

In an ontology, neither a concept nor an instance comprises its full specification in its 
name or URI alone. Therefore we consider the semantically linked information that 
includes linked concepts, properties and their values and other instances as well. They 
all together make an information cloud to specify the meaning of that particular 
instance. We refer this collective information of association as Semantic Link cloud. 
The degree of certainty is proportional to the number of semantic link associated to a 
particular instance by means of property values and other instances. First, pair of 
TBox is aligned with our Anchor-Flood algorithm. Then, we check the alignment of 
the type of an instance to any concept of the neighbors of the type of another instance 
across ABox. We measure the structural similarity among the elements available in a 
pair of clouds to produce instance alignment. The instance matching algorithm is 
depicted in Fig. 2 and in Fig. 3. 
 

 
Fig. 2 Pseudo code of instance matching algorithm 

 
Fig. 3 The basic block diagram of our instance matching approach 

1.3  Adaptations made for the evaluation 

The Anchor-Flood algorithm needs an anchor to start off. Therefore, we use a tiny 
program module for extracting probable aligned pairs as anchors. It uses lexical 
information and some statistical information to extract a small number of aligned 
pairs from different part of ontologies. The program is essentially smaller, simpler 
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and faster. We also removed the subsumption module of our algorithm to keep it 
faster. 

1.4  Link to the system and parameters file 

The version of Anchor-Flood for OAEI-2009 can be downloaded from our website: 
http://www.kde.ics.tut.ac.jp/~hanif/res/2009/anchor_flood.zip. The parameter file is 
also included in the anchor_flood.zip file. I recommend readers to read the readme.txt 
file first. The file includes the necessary description and parameters as well in brief. 

1.5  Link to the set of provided alignments (in align format) 

The results for OAEI-2008 are available at our website:  
http://www.kde.ics.tut.ac.jp/~hanif/res/2009/aflood.zip. 

2  Results 

In this section, we describe the results of Anchor-Flood algorithm against the 
benchmark, anatomy, directory and conferences ontologies and the IIMB instance 
matching benchmark provided by the OAEI 2009 campaign.  

2.1  benchmark  

On the basis of the nature, we can divide the benchmark dataset into five groups: 
#101-104, #201-210, #221-247, #248-266 and #301-304. We describe the 
performance of our Anchor-Flood algorithm over each of the groups below: 
#101-104. Table 1 shows the perfect precision and recall in this group. 
#201-210. We improve our results in this group compared to last year results as we 
improve our structural similarity measure. 
#221-247. Our algorithm produces good precision and recall as the previous year. 
#248-266. This is the most difficult group for our algorithm. However, we improve 
our result compared to the last year. 
#301-304 Our algorithm produce almost similar result as the previous year. 

Table 1. Average results against the ontology benchmarks 

Datasets Prec. Rec. F-
Measure

101-104 1.00 1.00 1.00 
201-210 0.99 0.97 0.98 
221-247 0.99 1.00 0.99 
248-266 0.96 0.73 0.83 
301-304 0.88 0.77 0.82 
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2.2  anatomy 

In this test, the real world cases of anatomy for Adult Mouse Anatomy (2744 classes) 
and NCI Thesaurus (3304 classes) for human anatomy are included. These are 
relatively large compared to benchmark ontologies. We participated all of the tasks of 
this track this year. Our algorithm produces similar result four times faster than the 
last year. We participate in task#2, task#3 and task#4 for the first time. We find that 
the run time changes adversely if the block size increases. 

Table 2. Our algorithm collects alignment from anatomy ontologies quickly. 

Task Description Required 
Time (sec)

|Total 
Alignment| 

Task#1 Default Optimization 14.5 1149 
Task#2 Increase precision 221 1228 
Task#3 Increase recall 278 1416 
Rask#4 Extended reference mapping 282 1460 

2.3  directory & Conference Tracks 

We also participate directory and conference track this year for the first time. 

2.4  Instance Matching: IIMB Benchmarks 

On the basis of transformation, the benchmark dataset is divided into four groups: 
001-010, 011-019, 020-029 and 030-037. Table 3 shows the precision and recall for 
each of the groups. However, the detailed results are displayed in Annex section of 
this paper. 
Table 3. Instance matching results against IIMB benchmarks 

Datasets Trnasformation Prec. Rec. F-Measure 

001-010 Value transformations 0.99 0.99 0.991  
011-019 Structural transformations 0.72 0.79 0.751  
020-029 Logical transformations 1.00 0.96 0.981  

030-037 Several combinations of the 
previous transformations 0.75 0.82 0.786  

3  General comments 

In this section, we want to comment on the results of our system and the way to 
improve it. 
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3.1  Comments on the results  

The main strength of our schema matching system is the way of minimizing the 
comparisons between entities, which leads enhancement in running time. In instance 
matching, our system shows its strength over value and logical transformations. 
The weak points are: our system ignores some distantly placed aligned pairs in 
ontology alignment system. In instance matching, we have still rooms to work in 
structural transformation. 

3.2  Discussions on the way to improve the proposed system  

It has still rooms of improving alignments strengthening the semantic and structural 
analysis and adding background knowledge. We also want to incorporate complex 
alignment like subsumption and 1:n alignments. In instance matching, we want to 
improve our system against structural transformation. 

4  Conclusion 

Ontology matching is very important for attaining interoperability as the core of every 
semantic application is ontology. We implemented faster algorithm to align specific 
interrelated parts across ontologies, which gives the flavor of segmentation. The 
anatomical ontology matching shows the effectiveness of our Anchor-Flood 
algorithm. Our instance matching algorithm also shows its strength in value and 
logical transformations. In structural transformation our algorithm is also effective in 
spite of challenging transformation. We improved our previous Anchor-Flood 
algorithm in several perceptions to retrieve ontology alignment. Furthermore, we 
improve the versatility of using it in different applications including instance 
matching, patent classification and multimedia resource integration. 
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Annex 
Schema Matching: Ontology Benchmark 
Dataset Prec. Rec. F-

Meas. 
Time 
(ms) 

101 1.00 1.00  1.00  518 
103 1.00 1.00  1.00  155 
104 1.00 1.00  1.00  157 
201 0.95 0.90  0.92  160 
201-2 1.00 1.00  1.00  165 
201-4 1.00 1.00  1.00  155 
201-6 0.98 0.98  0.98  154 
201-8 0.98 0.97  0.97  177 
202 1.00 0.97  0.98  125 
202-2 1.00 1.00  1.00  121 
202-4 1.00 1.00  1.00  141 
202-6 1.00 1.00  1.00  128 
202-8 1.00 0.98  0.99  135 
203 1.00 1.00  1.00  131 
204 0.99 0.98  0.98  139 
205 0.92 0.85  0.88  156 
206 1.00 0.97  0.98  171 
207 1.00 0.97  0.98  156 
208 0.99 0.98  0.98  120 
209 0.93 0.82  0.87  143 
210 1.00 0.96  0.98  132 
221 1.00 1.00  1.00  125 
222 1.00 1.00  1.00  151 
223 1.00 1.00  1.00  138 
224 1.00 1.00  1.00  112 
225 1.00 1.00  1.00  134 
228 1.00 1.00  1.00  73 

230 0.94 1.00 0.97  119 
231 1.00 1.00 1.00  127 
232 1.00 1.00 1.00  119 
233 1.00 1.00 1.00  66 
236 1.00 1.00 1.00  62 
237 1.00 1.00 1.00  117 
238 1.00 1.00 1.00  132 
239 0.97 1.00 0.98  74 
240 0.94 0.97 0.95  77 
241 1.00 1.00 1.00  71 
246 0.97 1.00 0.98  64 
247 0.94 0.97 0.95  79 
248 1.00 0.61 0.76  108 
248-2 1.00 0.97 0.98  123 
248-4 1.00 0.96 0.98  110 
248-6 1.00 0.90 0.95  107 
248-8 1.00 0.78 0.88  108 
249 1.00 0.78 0.88  103 
249-2 1.00 1.00 1.00  105 
249-4 1.00 1.00 1.00  106 
249-6 1.00 1.00 1.00  122 
249-8 1.00 0.98 0.99  65 
250 1.00 1.00 1.00  63 
250-2 1.00 1.00 1.00  63 
250-4 1.00 1.00 1.00  79 
250-6 1.00 1.00 1.00  66 
250-8 1.00 0.97 0.98  119 
251 1.00 0.37 0.54  131 
251-2 1.00 0.92 0.96  136 
251-4 0.98 0.85 0.91  136 
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251-6 0.97 0.74  0.84  128 
251-8 1.00 0.62  0.77  136 
252 0.97 0.29  0.45  129 
252-2 0.98 0.92  0.95  132 
252-4 0.98 0.92  0.95  120 
252-6 0.98 0.92  0.95  119 
252-8 0.98 0.92  0.95  132 
253 1.00 0.01  0.02  92 
253-2 1.00 0.97  0.98  97 
253-4 1.00 0.93  0.96  95 
253-6 1.00 0.87  0.93  96 
253-8 1.00 0.72  0.84  108 
254 1.00 0.27  0.43  55 
254-2 1.00 0.82  0.90  59 
254-4 1.00 0.70  0.82  59 
254-6 1.00 0.61  0.76  58 
254-8 1.00 0.42  0.59  68 
257 1.00 0.85  0.92  55 
257-2 1.00 0.97  0.98  60 
257-4 1.00 1.00  1.00  59 
257-6 1.00 1.00  1.00  59 
257-8 0.91 0.91  0.91  57 
258 1.00 0.09  0.17  109 
258-2 1.00 0.92  0.96  107 
258-4 0.97 0.81  0.88  121 
258-6 0.97 0.70  0.81  116 
258-8 1.00 0.56  0.72  124 
259 0.86 0.06  0.11  96 

259-2 0.98 0.92 0.95  108 
259-4 0.98 0.92 0.95  120 
259-6 0.98 0.92 0.95  107 
259-8 0.98 0.92 0.95  105 
260 0.92 0.41 0.57  82 
260-2 0.96 0.90 0.93  63 
260-4 0.96 0.79 0.87  78 
260-6 0.95 0.69 0.80  66 
260-8 0.94 0.59 0.72  82 
261 0.92 0.33 0.49  67 
261-2 0.97 0.88 0.92  68 
261-4 0.97 0.88 0.92  68 
261-6 0.97 0.88 0.92  80 
261-8 0.97 0.88 0.92  67 
262 0.00 0.00 NaN 54 
262-2 1.00 0.79 0.88  53 
262-4 1.00 0.61 0.76  56 
262-6 1.00 0.42 0.59  53 
262-8 1.00 0.21 0.35  66 
265 0.80 0.14 0.24  54 
266 0.50 0.06 0.11  57 
301 0.86 0.75 0.80  95 
302 0.93 0.58 0.71  92 
303 0.77 0.77 0.77  117 
304 0.95 0.96 0.95  93 

Instance Matching: IIMB Benchmarks 

Data Prec Rec F-
Meas. 

Time 
(sec) 

001 1.00 1.00  1.00  94 
002 1.00 1.00  1.00  103 
003 1.00 1.00  1.00  125 
004 1.00 1.00  1.00  83 
005 1.00 0.95  0.97  99 
006 1.00 1.00  1.00  105 
007 1.00 1.00  1.00  157 
008 1.00 0.99  0.99  64 
009 1.00 1.00  1.00  97 
010 1.00 0.94  0.97  96 
011 0.82 0.62  0.71  68 
012 1.00 0.96  0.98  91 
013 1.00 0.99  0.99  45 
014 0.89 0.66  0.76  36 
015 0.99 0.95  0.97  65 
016 0.93 0.80  0.86  46 
017 0.67 0.40  0.50  27 

018 0.77 0.54 0.63  51 
019 0.88 0.55 0.68  26 
020 1.00 1.00 1.00  93 
021 1.00 1.00 1.00  93 
022 1.00 1.00 1.00  93 
023 1.00 1.00 1.00  93 
024 1.00 1.00 1.00  93 
025 1.00 1.00 1.00  93 
026 1.00 1.00 1.00  93 
027 1.00 1.00 1.00  93 
028 0.46 1.00 0.63  93 
029 1.00 1.00 1.00  93 
030 0.82 0.57 0.67  65 
031 0.83 0.60 0.70  26 
032 1.00 0.95 0.97  99 
033 1.00 0.93 0.96  95 
034 1.00 0.98 0.99  76 
035 0.93 0.69 0.79  36 
036 0.99 0.86 0.92  95 
037 0.83 0.44 0.58  30 
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Abstract. This paper describes our participation in the Ontology Align-
ment Evaluation Initiative (OAEI) 2009 with the AgreementMaker sys-
tem for ontology matching, in which we obtained excellent results. In
particular, we participated in the benchmarks, anatomy, and conference
tracks. In the anatomy track, we competed against nine other systems in
all four subtracks obtaining the best result in subtrack 3 and the second
best result in subtracks 1 and 2. We were also first in finding the highest
number of non-trivial correspondences. Furthermore, AgreementMaker
came in first place among seven participants in the conference track and
achieved the highest precision among all thirteeen participating systems
in the benchmarks track. In addition to presenting this year’s results, we
give an overview of the AgreementMaker system, discuss ways in which
we plan to further improve it in the future, and present suggestions for
future editions of the OAEI competition.

1 Presentation of the system

As the Semantic Web evolves, more and more ontologies are being developed to
describe conceptually several domains of interest. Ontology matching or align-
ment, which involves the task of finding correspondences called mappings be-
tween semantically related entities in two different ontologies, is needed to real-
ize semantic interoperation and heterogenous data integration. A matching is a
set of mappings established between two ontologies: the source ontology and the
target ontology.

Automatic matching methods are highly desirable to allow for scalability
both in the size and number of ontologies being aligned. Our collaboration with
domain experts in the geospatial domain [7] has revealed that they value auto-
matic matching methods, especially for ontologies with thousands of concepts.
However, they want to be able to evaluate the matching process, thus requiring
to be directly involved in the loop. Driven by these requirements, we have devel-
oped the AgreementMaker system1 that integrates efficient automatic matching

? Research supported by NSF Awards ITR IIS-0326284, IIS-0513553, and IIS-0812258.
1 www.AgreementMaker.org
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strategies with a multi-purpose user interface and a module to evaluate match-
ings [3].

The problem of finding matchings is challenging on several counts. For exam-
ple, a particular matching method may be effective for a given scenario, but not
for others. Also, within the same scenario, the use of different parameters can
change the outcome significantly. Therefore, our framework introduces a com-
bined approach that takes advantage of several matching techniques focusing
on different features of the ontologies and that allows for different parameters
to be set. In particular, our architecture allows for serial and parallel composi-
tion where the output of one or more methods can be used as input to another
method or several methods can be used on the same input and then combined. A
set of mappings may therefore be the result of a sequence of steps called layers.
The motivation behind this framework is to provide the capability of combining
as many mapping layers as needed in order to capture a wide range of relation-
ships between concepts in real-world scenarios [1]. There are parameters that
can be defined for all methods, such as cardinality and threshold, whereas other
parameters are method dependent. The parameter values can be set manually
by the user or by automatic methods that take into account quality measures [2].

We have been developing AgreementMaker since 2001, with a focus on real-
world applications [5, 8] and in particular on geospatial applications [4, 6, 7, 9–
12, 16]. However, the current version of AgreementMaker and its implementation
represents a whole new effort. Not only have we added significant new aspects
to the system, but we also have almost completely reimplemented it in the last
year. For example, in September of 2008 the previous implementation consisted
of 9,000 lines of Java code, whereas in September of 2009 the new implementation
had 29,000 lines.

The new AgreementMaker system [1–3] supports: (1) user requirements, as
expressed by domain experts; (2) a wide range of input (ontology) and output
(agreement file) formats; (3) a large choice of matching methods depending,
on the different granularity of the set of components being matched (local vs.
global), on different features considered in the comparison (conceptual vs. struc-
tural), on the amount of intervention that they require from users (manual vs.
automatic), on usage (standalone vs. composed), and on the types of components
to consider (schema only or schema and instances); (4) improved performance,
that is, accuracy (precision, recall, F-measure) and efficiency (execution time) for
the automatic methods; (5) an extensible architecture to incorporate new meth-
ods easily and to tune their performance; (6) the capability to evaluate, compare,
and combine different strategies and matching results; (7) a comprehensive user
interface that supports advanced visualization techniques and a control panel
that drives all the matching methods and evaluation strategies; (8) a feedback
loop that accepts suggestions and corrections by users and extrapolates new
mappings.

1.1 State, purpose, general statement

AgreementMaker comprises a wide range of automatic matching algorithms called
matchers, an extensible and modular architecture, a multi-purpose user inter-
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face, a set of evaluation strategies, and various manual (e.g., visual comparison)
and semi-automatic features (e.g., user feedback loop). Given the automatic pro-
cessing requirement imposed by OAEI, we could mainly make use of the first two
features. In particular, we adopted seven different matchers for the competition
and took advantage of the modular architecture to organize those matchers into
four different matching layers. The evaluation techniques came into play only
in the combination phase, to disambiguate the quality of the mappings to be
selected.

Even though we could not take direct advantage of the user interface of
AgreementMaker in the competition, we want to highlight its benefits prior to
the competition. For example, the user interface can display any ontology (the
largest ones we have tested have 30,000 concepts), therefore we were able to
display the OAEI ontologies to investigate their characteristics (see Figure 1).
In addition, we could test, tune, and evaluate both the individual matchers and
the particular composition of matchers that we used in the competition.

Fig. 1. Graphical User Interface of the AgreementMaker displaying ontologies from the
benchmarks track.

1.2 Specific techniques used

For the OAEI 2009 competition, we have created a stack of matchers, shown in
Figure 2, which are run on the input ontologies to compute the final alignment
set.

First, three string-based techniques are independently run on the input on-
tologies: the Base Similarity Matcher (BSM) [7], the Parametric String-based
Matcher (PSM) [2], and the Vector-based Multi-word Matcher (VMM) [2].
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Fig. 2. AgreementMaker OAEI 2009 matcher stack.

BSM is a fundamental string-based matcher, which uses rule-based word
stemming, stop word removal, and word normalization in order to find mappings.
Going beyond the capabilities of BSM, PSM combines an edit distance measure
and a substring measure in order to find mappings. Specifically for this campaign,
PSM uses the following formula:

σ(a, b) = 0.6 ∗ substring(a, b) + 0.4 ∗ edit distance(a, b)

Our last string similarity matcher, VMM, compiles a virtual document for every
concept of an ontology, then transforms the strings into TF-IDF vectors and
computes the similarity using the cosine similarity measure.

After running the string matchers in parallel, their results are combined using
the Linear Weighted Combination (LWC) matcher [2]. The LWC matcher uses
the formula:

σLWC(a, b) = wBSM ∗ σBSM (a, b) + wPSM ∗ σPSM (a, b) + wV MM ∗ σV MM (a, b)

where the weights for each similarity are automatically calculated using the
local-confidence quality measure. After the LWC matcher runs, we have a sin-
gle, combined set of alignments that includes the best alignments from each of
the string-based methods. The next matcher, the Descendant’s Similarity In-
heritance (DSI) [7] matcher, is a structure-based matcher that considers the
ancestors of the concepts in a mapping in order to increase the similarity of
the mapping. The DSI matcher is based on the following heuristic: if two nodes
are matched with high similarity, then the similarity between the descendants
of those nodes should increase. New mappings are created by the DSI matcher
when the similarity of a mapping is increased beyond the threshold established
for that matcher. The last step uses a lexical matcher, which considers not only
the terms in an ontology, but also the synonyms of those terms as provided by
a thesaurus (e.g., WordNet or UMLS).
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In order to take advantage of the unique nature of the conference track, we
performed an extra computation step, which we used in a new configuration
of AgreementMaker called AgreementMakerExt. The OAEI 2009 matcher stack de-
scribed above considers only two ontologies at a time. In order to expand this
consideration, we have added a step that tries to take advantage of the transitiv-
ity between ontology mappings. We call this computation the conflict resolution
step.

As shown in Figure 3, we consider two ontologies OA and OB , which have a
mapping between them denoted mA↔B(ai ∈ OA, bj ∈ OB), given that concept
ai ∈ OA has been matched to concept bj ∈ OB . We then consider a third
ontology OC such that concept ai ∈ OA is mapped to some concept ck ∈ OC

by mapping mA↔C(ai ∈ OA, ck ∈ OC). We also identify a mapping mB↔C(bj ∈
OB , ch ∈ OC) if there exists a concept ch ∈ OC that matches bj ∈ OB . Note
that mA↔C and mB↔C may point to different concepts in OC (i.e., k 6= h).

Fig. 3. Conflict resolution using a rating system.

We now implement a rating system. If mA↔C and mB↔C both map to the
same concept in OC (i.e., k = h), we increment the rating of all three mappings
by 1. If mA↔C or mB↔C does not exist, we decrement the rating of any exist-
ing mappings by 1. Likewise, if mA↔C and mB↔C exist, but map to different
concepts in OC (i.e., k 6= h), we decrement the rating of all three mappings.
This rating is performed for all the mappings between all the ontologies. Finally,
we then sweep through the rated mappings and modify the alignments between
any two ontologies to choose the mappings that have been rated the highest,
resolving any conflicts by choosing the mappings with highest similarity.

1.3 Link to the set of provided alignments (in align format)

AgreementMaker alignment sets for OAEI can be found at
http://www.AgreementMaker.org/OAEI09 Results.zip.
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2 Results

In this section, we present the results obtained by AgreementMaker in the OAEI
2009 competition. AgreementMaker participated in three tracks: benchmarks,
anatomy and conference. Tests were carried out on a PC running Microsoft
Windows Vista 64-bit with Intel Core 2 Duo 2.10 GHz processor and 4 GB
RAM.

2.1 Benchmarks

In the benchmarks track, AgreementMaker uses the matchers described in Sec-
tion 1.2. However, none of the lexical matchers was used in this track. The
source ontology is compared to 111 ontologies (including the source ontology)
in the same domain (bibliographic references). These ontologies can be grouped
into three categories. We describe next the results obtained in each of these three
categories as well as the overall results.

Concept test cases (1xx) There are four test cases in this category.
AgreementMaker aligned the concept test cases with precision and recall equal
to 98%.

Systematic test cases (2xx) For the systematic test cases, AgreementMaker

achieved an average precision equal to 98% and an average recall equal to
60%. The average recall is lowered by the results of test cases in which the
labels are scrambled. This is due to AgreementMaker’s dependence on string
mappings in order to find mappings based on structure. AgreementMaker

achieved a precision in the range 94% to 100% and a recall in the range
85% to 100% in the systematic test cases in which labels are not scrambled.

Real ontology test cases (3xx) For the four real ontology test cases,
AgreementMaker achieved an average precision equal to 92% and an aver-
age recall equal to 79%. Precision varied between 83% and 100% while recall
varied between 60% and 95%.

Overall The overall results for all the categories place AgreementMaker first with
precision equal to 99% and eighth with recall equal to 62% among thirteen
participants.

2.2 Anatomy

The anatomy track of OAEI 2009 consists of finding alignments between two
large real-world ontologies that are part of Open Biomedical Ontologies (OBO):
the adult mouse anatomy (part of the Mouse Gene Expression Database) with
2744 classes and the human anatomy (part of the National Cancer Institute
thesaurus) with 3304 classes.

This track consists of four subtracks. AgreementMaker entered all four sub-
tracks using the UMLS Metathesaurus as background knowledge as well as the
other modules in the OAEI 2009 matcher stack (see Figure 2).
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The reference alignment contains 1523 mappings. Of these mappings only the
988 mappings that form part of the partial reference alignment for subtrack 4 are
known. We note, however, that most of those mappings (934) are the “trivial”
mappings that can be found by simple string comparison techniques. Therefore,
the most important challenge is in finding the non-trivial mappings. The OAEI
2009 competition has released recall values for the non-trivial mappings for sub-
tracks 1 and 3, and named this measure recall+. We describe next our results in
the four subtracks.

Subtrack 1 In this subtrack, participants are asked to maximize F-measure.
AgreementMaker used a threshold equal to 0.60 and obtained an F-measure
equal to 83.1%, ranking second among ten participants and just short of the
first ranked system (SOBOM) with F-measure equal to 85.5% and with
a wider distance to the third ranked system (RiMOM) with F-measure
equal to 79.3%. AgreementMaker obtained precision equal to 86.5% and recall
equal to 79.8%, which was the highest recall value of all ten participants.
AgreementMaker also ranked first in recall+, which was equal to 48.9%. The
runtime was 23 minutes.

Subtrack 2 In this subtrack, participants are asked to maximize precision.
AgreementMaker used a threshold equal to 0.75 and obtained precision equal
to 96.7%, ranking second among seven participants and just short of the first
ranked system (DSSim) with precision equal to 97.3% and with a wider dis-
tance to the third ranked system (TaxoMap) with precision equal to 95.3%.
The runtime was 25 minutes.

Subtrack 3 In this subtrack, participants are asked to maximize recall.
AgreementMaker used a threshold equal to 0.35. This choice of threshold
combined with the UMLS module that was used to provide background
knowledge resulted in our system having the highest recall among seven par-
ticipants. AgreementMaker achieved recall equal to 81.5%. The second ranked
system (Lily) had recall equal to 77.4%. AgreementMaker also ranked first in
recall+, which was equal to 55.3%. The runtime was 17 minutes.

Subtrack 4 In this subtrack, participants are asked to maximize precision, re-
call, and F-measure using the mappings in a partial reference alignment,
which is provided. AgreementMaker obtained the highest increase in precision
among the four participants in this subtrack (+12.8%), significantly higher
than that of the second ranked participant (ASMOV, with +3.4%). However,
for recall and F-measure it was last (-18.1% and -6.3%, respectively).

2.3 Conference

In this track, participants are asked to find all correct correspondences (equiva-
lence and/or subsumption correspondences) in a collection of 15 ontologies that
describe a domain associated with the organization of conferences. Participants
need to compute the set of mappings for each pair of ontologies. We note that
for two ontologies Oi and Oj , i 6= j, once matching M(Oi, Oj) is computed, the
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symmetric matching M(Oj , Oi) need not be computed. Therefore, 105 align-
ment files need to be computed. In our case, the alignment files contained 2070
individual alignments in total.

We entered the competition with two different strategies. In one of them
we used the OAEI 2009 matcher stack (see Figure 2), while in the other one,
which we call AgreementMakerExt, we performed an extra computation step, which
we described in Section 1.2. This step allows for more than two ontologies to
be considered at a time by taking advantage of transitivity among ontology
mappings. We call this computation the conflict resolution step.

From the “evaluation based on reference alignment” we see that
AgreementMaker did very well overall. The alignments obtained by AgreementMaker

with a threshold equal to 0.75 were the best among the seven participating sys-
tems, with precision equal to 69%, recall equal to 51%, and F-measure equal to
57%. The results obtained by AgreementMakerExt were also good, but the conflict
resolution step reduced precision (to 54%), which led to a reduction of F-measure
(to 51%). Since our system does not produce subsumption relations, it could not
be evaluated on “restricted semantic precision and recall”. Finally, in the “evalu-
ation based on manual labeling”, which rates how well the certainty of a system
correlates with the correctness of the mappings, 80%± 6% of the mappings that
were rated by AgreementMaker with a similarity equal to 1.0 were correct.

2.4 Comments on the obtained results

Benchmarks. Although AgreementMaker achieved the highest precision (99%)
among all thirteen participating systems, it was less successful in terms of find-
ing certain kinds of mappings, thus leading to less good recall (62%). This is
because our structural techniques depend on lexical mappings that need to be
found previously. When there were no lexical similarities, as was the case with
some of the systematic test cases (2xx) where textual information was randomly
modified, structural similarities were not found.

Anatomy. In subtracks 1-3, the most difficult task consists of finding those
mappings that are non-trivial as observed in Section 2.2. Even so, AgreementMaker

did very well in these subtracks having achieved first place in subtrack 3, second
place in the remaining two, and first place in recall for non-trivial mappings. The
key to further improvement relies on new techniques for finding other non-trivial
correspondences.

In subtrack 4, as indicated in the work by Lambrix and Liu [14], partial
reference alignments can be used at several points in the alignment process. We
used the partial reference alignment that was provided in two ways:

1. To partition the ontologies into mappable parts so that every concept in the
source ontology is not compared to every concept in the target ontology. We
were able to reduce the running time of our algorithms by about 75%.

2. To remove mappings that are considered incorrect. Once the mappable parts
are created, we assume that given a mappable part in the source ontology
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and its corresponding mappable part in the target ontology, concepts at the
same depth in the hierarchy match in the two mappable parts. We observe
that this is especially true for ontologies that have similar structure.

Finally, partial reference alignments may be used to add undiscovered map-
pings to the final alignment results. This third aspect of using the partial refer-
ence alignment presents the most difficult challenges. We have not yet been able
to implement a satisfactory method for accomplishing this third task. We hope
to investigate this problem in future work.

Conference. AgreementMaker did very well on the conference track.
AgreementMakerExt also did well in spite of the observed decrease in precision.
In fact, the conflict resolution step decreased precision, while keeping recall al-
most the same. This leads us to infer that the conflict resolution step added
wrong mappings and removed some correct mappings. We note, however, that
the official results for this track were obtained using a partial reference matching
that is one fifth the size of the full reference matching. The conflict resolution
step works globally, that is, it may improve results overall, but not necessarily
for just a “slice” of the problem; we therefore conjecture that this could provide
the justification for the decrease in precision.

As for improving on the obtained results, our system ranked first with pre-
cision equal to 69% and recall equal to 51%, considering a threshold equal to
0.75. Precision can be further improved by understanding which mappings were
erroneously included in the alignments, thus requiring an investigation of every
single mapping in the alignment. Unfortunately, without the reference alignment
we can only make an educated guess about which mappings are correct or in-
correct. As far as improving recall, it seems that there is semantic information
that we are not considering when aligning the ontologies. This may have to do
with the unique nature of the conference track, in that it considers 15 ontologies
mapped against one another instead of the traditional two.

2.5 Proposed new measures

In the anatomy subtracks 2 and 3, the participants are asked to compute an
alignment that maximizes respectively precision (subtrack 2) and recall (subtrack
3). However, results that are based solely on the maximization of precision or
recall may not be conclusive. For instance, a system could easily produce an
alignment with 100% precision by computing an empty set of mappings, while
an alignment containing all possible correspondences would have a 100% recall.
Therefore, we suggest a different ranking system based on the use of a properly
configured F-measure. To define our proposal, we first consider the definition of
F-measure.

Given a set of mappings M and a reference matching R, the F-measure of M
with respect to R is given by the following expression:

F-measure(M,R) =
precision(M,R) · recall(M,R)

(1− α) · precision(M,R) + α · recall(M,R)
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The higher the value of α ∈ [0,1], the more important is precision with respect to
recall. Generally, it is set to 0.5 to get the harmonic mean of the two measures.
In order to rank the matching results of the anatomy subtracks 2 and 3, we
propose that they should be measured with respect to F-measure (not precision
for subtrack 2 and recall for subtrack 3). Therefore, α should be greater than 0.5
for subtrack 2 and lower than 0.5 for subtrack 3. The value for α could be chosen
by considering a ranking among the results obtained for the anatomy subtracks
2 and 3 from previous years. Once that ranking is established, then the corre-
sponding value of α would be given to the OAEI participants in future editions
of the competition so that they can tune their methods for that particular value.

Finally, we want to point to the fact that AgreementMaker can be used to im-
port the OAEI alignments computed by any matching system in order to eval-
uate precision, recall, and F-measure thus allowing for their direct comparison.
In addition, AgreementMaker can evaluate structural discrepancy measures [13]
and the local-confidence quality measure that we defined [2]. We further plan to
implement the incoherence-based quality measure [15].

2.6 Discussions on ways to improve the proposed system

There are several directions that we would like to explore to improve
AgreementMaker. For example, we want to add matchers that rely solely on the
structure of the ontologies to find matchings. The DSI (Descendant’s Similarity
Inheritance) and SSC (Sibling’s Similarity Contribution) structure-based match-
ers exploit the structure of the ontology by respectively considering the concepts
that have as descendants or siblings the concepts being matched [7, 16]. However,
they first rely on similarity values computed by string-based matchers. We hope
to devise “pure” structure-based matchers that would work in the benchmarks
track cases where AgreementMaker did not produce any mappings, even though
the ontologies being matched are very similar structurally.

AgreementMaker was not able to fully exploit the unique nature of the con-
ference track. One way to further improve our results in the conference track is
to incorporate the capabilty of extending alignments over multiple ontologies,
instead of considering only two ontologies at a time.

Finally, we will further explore how to use the provided partial reference
alignment in subtrack 4 of the anatomy track. In particular, we encountered
some false negatives due to the dissimilarity in structure of the two anatomy
track ontologies. We hope to devise other techniques that circumvent this. In
addition, we would like to use the partial reference alignment to discover non-
trivial mappings.

However, we are not only focusing on automatic ontology matching. We be-
lieve that involving the user in the matching process is crucial in finding the
mappings that are not found by automatic methods. By taking advantage of
the multi-purpose user interface of the AgreementMaker, we have been working
on a semi-automatic matching approach that ranks concepts according to their
relevance and presents to users the top-k most relevant concepts together with
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the most likely mappings associated with them. In addition, our solution en-
compasses a feedback loop that extrapolates new correspondences and corrects
wrong mappings.

3 Conclusions

In this paper we gave an overview of the new AgreementMaker system, which was
developed in the last year, presented the results that this system obtained in the
OAEI 2009 competition for the benchmarks, anatomy, and conference tracks,
and discussed those results. We also proposed new measures for future OAEI
competitions.

In the benchmarks track, AgreementMaker found alignments (a total of 111)
for all cases. All those alignments were computed in less than 3 minutes with
an overall precision equal to 99% (highest among 13 competing systems) and an
overall recall equal to 62% (eighth place).

AgreementMaker participated in all four subtracks of the anatomy track, plac-
ing second in subtracks 1 and 2 and first in subtrack 3 among ten, seven, and
seven participants, respectively. AgreementMaker also found the highest number
of non-trivial correspondences. In the last subtrack, subtrack 4, it achieved the
highest improvement in precision among four participants together with an im-
proved execution time.

AgreementMaker was also very successful in the conference track: it achieved
the best results among seven participants, with precision equal to 69% and recall
equal to 51% for a threshold equal to 0.75.

Overall, AgreementMaker exhibited an excellent performance in the OAEI 2009
competition. However, the competition only tests the component of
AgreementMaker that performs automatic matchings. The automatic matching
capabilities of AgreementMaker are just a small part of a full framework for on-
tology matching, which also supports the visualization of ontologies and the
evaluation of their matchings. Those matchings can also be produced manually,
semi-automatically, or using an extrapolating mechanism that accepts input from
users. Several of these components of AgreementMaker, even if not directly tested
in the competition, were quite useful for “understanding” the ontologies and
for the tuning and evaluation of the matching strategies. However, we believe
that there is still room for improvement and we plan to continue our quest for
efficiency and effectiveness in the ontology matching process.
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Abstract. This paper presents the results obtained by AROMA for its second
participation to OAEI. AROMA is an hybrid, extensional and asymmetric on-
tology alignment method that makes use of the association paradigm and a sta-
tistical interestingness measure, the implication intensity. AROMA performs a
post-processing step that includes a terminological matcher. This year we modify
this matcher in order to improve the recall obtained on real-case ontology, i.e.
anatomy and 3xx tests.

1 Presentation of AROMA

1.1 State, purpose, general statement

AROMA is an hybrid, extensional and asymmetric matching approach designed to find
out relations of equivalence and subsumption between entities, i.e. classes and prop-
erties, issued from two textual taxonomies (web directories or OWL ontologies). Our
approach makes use of the association rule paradigm [Agrawal et al., 1993], and a sta-
tistical interestingness measure. AROMA relies on the following assumption: An entity
Awill be more specific than or equivalent to an entityB if the vocabulary (i.e. terms and
also data) used to describe A, its descendants, and its instances tends to be included in
that of B.

1.2 Specific techniques used

AROMA is divided into three successive main stages: (1) The pre processing stage
represents each entity, i.e. classes and properties, by a set of terms, (2) the second stage
consists of the discovery of association rules between entities, and finally (3) the post
processing stage aims at cleaning and enhancing the resulting alignment.

The first stage constructs a set of relevant terms and/or datavalues for each class
and property. To do this, we extract the vocabulary of class and property from their
annotations and individual values with the help of single and binary term extractor
applied to stemmed text. In order to keep a morphism between the partial orders of class
and property subsumption hierarchies in one hand and the inclusion of sets of term in
the other hand, the terms associated with a class or a property are also associated with
its ancestors.
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The second stage of AROMA discovers the subsumption relations by using the
association rule model and the implication intensity measure [Gras et al., 2008]. In the
context of AROMA, an association rule a → b represents a quasi-implication (i.e. an
implication allowing some counter-examples) from the vocabulary of entity a into the
vocabulary of the entity b. Such a rule could be interpreted as a subsumption relation
from the antecedent entity toward the consequent one. For example, the binary rule
car → vehicle means: ”The concept car is more specific than the concept vehicle”.
The rule extraction algorithm takes advantage of the partial order structure provided
by the subsumption relation, and a property of the implication intensity for pruning the
search space.

The last stage concerns the post processing of the association rules set. It performs
the following tasks:

– deduction of equivalence relations,
– suppression of cycles in the alignment graph,
– suppression of redundant correspondences,
– selection of the best correspondence for each entity (the alignment is an injective

function),
– the enhancement of the alignment by using a string similarity -based matcher and

previously discovered correspondences.

This year, we made some changes on the string similarity -based matcher. These
changes are primarily designed to improve the recall on anatomy track. Now AROMA
includes an equality -based matcher: two entities are considered equivalent if they share
at least one annotation. This matcher is only applied on unaligned pairs of entities.

The string similarity based matcher still makes use of Jaro-Winkler similarity but
relies on a different weighting scheme. As an ontology entity is associated to a set
of annotations, i.e. local name, labels and comments, we need a collection measure
for aggregating the similarity values between all entity pairs. Last year, we relied on
maximal weight maximal graph matching collection measure, see [David and Euzenat,
2008] for details.

In order to favour the measure values of most similar annotations pairs, we choose
to use the following collection measure:

∆mw(e, e′) =


P

a∈T (e) arg maxa′∈T (e′) simjw(a,a′)2P
a∈T (e) arg maxa′∈T (e′) simjw(a,a′) if |T (e)| ≤ |T (e′)|

∆mw(e′, e) otherwise

where T (e) is the set which contains the annotations and the local name of e, and simjw

is the Jaro-Winkler similarity. For all OAEI tracks, we choose a threshold value of 0.8.
For more details about AROMA, the reader should refer to [David et al., 2007;

David, 2007].

1.3 Link to the system and parameters file

The version 1.1 of AROMA has been used for OAEI2009. This version can be down-
loaded at : http://gforge.inria.fr/frs/download.php/23649/AROMA-1.1.zip.

The command line used for aligning two ontologies is:
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java -jar aroma.jar onto1.owl onto2.owl [alignfile.rdf]

The resulting alignment is provided in the alignment format.

1.4 Link to the set of provided alignments (in align format)

http://www.inrialpes.fr/exmo/people/jdavid/oaei2009/results_AROMA_oaei2009.zip

2 Results

We participated to the benchmark, anatomy and conference tracks. We used the same
configuration of AROMA for all tracks. We did not experience scaling problem. Since
AROMA relies on syntactical data without using any multilingual resources, it is not
able to find alignment on the multilingual library track. Finally, we also did not par-
ticipate either to the instance matching track since AROMA is not designed for such a
task.

2.1 Benchmark

Since AROMA mainly relies on textual information, it obtains bad recall values when
the alterations affect all text annotations both in the class/property descriptions and in
their individual/property values. AROMA does not seem to be influenced by structural
alterations ( 222-247). On these tests, AROMA favours high precision values in com-
parison to recall values.

In comparison with last year, the modification made on AROMA have a limited
negative impact on 2xx tests. By contrast, the results on 3xx tests have been enhanced:
from 82% of precision and 71% of recall to respectively 85% and 78%.

2.2 Anatomy

On anatomy test, we do not use any particular knowledge about biomedical domain.
AROMA runs quite fast since it takes benefits of the subsumption relation for pruning
the search space. We further optimized the code since last year and now AROMA needs
around 1 min. to compute the alignment. This pruning feature used by AROMA par-
tially explained the low recall values obtained last year. For this edition, we enhanced
the recall by using also an string equality based matcher before using the lexical simi-
larity based matcher. Since AROMA returns not only equivalence correspondences but
also subsumption correspondences, its precision value is negatively influenced. It could
be interesting to evaluate results by using semantic precision and recall.

3 General comments

3.1 Comments on the OAEI test cases

In this section, we give some comments on the directory and oriented matching tracks
of OAEI.
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Directory The two large directories, that were given in previous editions of OAEI,
are divided into very small sub directories. AROMA cannot align such very small di-
rectories because our method is based on a statistical measure and then it needs some
large amount of textual data. However, AROMA discovers correspondences when it is
applied to the complete directories. It would be interesting to reintroduce these large
taxonomies for the next editions.

Oriented matching We did not participate to this track because we think that it is not
well designed. Indeed, the proposed reference alignments are not complete.

For example in the 303 test, the reference alignment contains:

– 101#MastersThesis ≤ 103#Academic
– 103#MastersThesis ≤ 101#Academic

Obviously, no reliable matching algorithm would return these two correspondences
but rather:

– 101#MastersThesis ≡103#MastersThesis
– 101#Academic ≡ 103#Academic

In addition, from these two last correspondences, we could easily deduce the two first
ones.

Our suggestion for designing a better oriented matching track would be to remove
some classes and properties in the target ontologies so as to obtain complete reference
alignments with some subsumption relations. For example, it would be more accurate
to remove the concept MasterThesis from the ontology 103 in order to naturally change
101#MastersThesis ≡103#MastersThesis by 101#MastersThesis ≤ 103#Academic in
the reference alignment.

4 Conclusion

The version of AROMA includes a new matcher based on annotation equality. This
change allows better time efficiency because it reduces the number of unaligned enti-
ties before the use of a more time consuming terminological matcher. Furthermore, we
obtained better results on the 3xx tests of benchmark and tend to enhance the recall
obtained on anatomy track.
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[David et al., 2007] Jérôme David, Fabrice Guillet, and Henri Briand. Association rule ontology
matching approach. International Journal on Semantic Web and Information Systems, 3(2):27–
49, 2007.
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Abstract. The Automated Semantic Mapping of Ontologies with Validation 

(ASMOV) algorithm for ontology alignment was one of the top performing 

algorithms in the 2007 and 2008 Ontology Alignment Evaluation Initiative 

(OAEI) contests. In this paper, we present a brief overview of the algorithm and 

its improvements, followed by an analysis of its results on the 2009 OAEI tests.   

1  Presentation of the System 

In recent years, ontology alignment has become popular in solving interoperability 

issues across heterogonous systems in the semantic web. Though many techniques 

have emerged from the literature [1], the distinction between them is accentuated by 

the manner in which they exploit the ontology features. ASMOV, an algorithm that 

automates the ontology alignment process, uses a weighted average of measurements 

of similarity along four different features of ontologies, obtains a pre-alignment based 

on these measurements, and then semantically verifies this alignment to ensure that it 

does not contain semantic inconsistencies. A more complete description of ASMOV 

is presented in [3].  

1.1  State, Purpose, General Statement 

ASMOV is an automatic ontology matching tool which has been designed in order to 

facilitate the integration of heterogeneous data sources modeled as ontologies. The 

current ASMOV implementation produces mappings between concepts, properties, 

and individuals, including mappings between object and datatype properties. 

1.2  Specific Techniques Used 

The ASMOV algorithm iteratively calculates the similarity between entities for a pair 

of ontologies by analyzing four features: lexical elements (id, label, and comments), 

relational structure (ancestor-descendant hierarchy), internal structure (property 

restrictions for concepts; types, domains, and ranges for properties; data values for 

individuals), and  extension (instances of classes and property values). The measures 

obtained by comparing these four features are combined into a single value using a 
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weighted sum in a similar manner to [2]. These weights have been optimized based on 

the OAEI 2008 benchmark test results.  

 

Fig. 1. The ASMOV Mapping Process 

Fig. 1 illustrates the fully automated ASMOV mapping process, which has been 

implemented in Java. In the pre-processing phase, the ontologies are loaded into 

memory using the Jena ARP parser [4] and ASMOV’s ontology modeling 

component. A thesaurus is then used in order to calculate the lexical similarities 

between each pair of concepts, properties and individuals. ASMOV can be configured 

to use either the UMLS Metathesaurus [5] or WordNet [6] in order to derive the 

similarity measures. A user can also opt to not use a thesaurus; in that case, a text 

matching algorithm is used to compute the lexical distance. 

Following this, the similarities between pairs of entities along the relational 

structure, internal structure, and extensional dimensions are calculated, and an overall 

similarity measure (or confidence value) is stored in three two-dimensional matrices, 

one each for concepts, properties, and individuals. From these similarity matrices, a 

pre-alignment is obtained by selecting the entity from one ontology with the highest 

confidence value for a corresponding entity in the other ontology.  

This pre-alignment then goes through semantic verification, which detects 

semantically inconsistent mappings and their causes. These inconsistent mappings are 

removed from the pre-alignment and logged so that the algorithm does not attempt to 

map the same entities in a subsequent iteration; mappings are removed from the log of 

inconsistencies when the underlying cause disappears. Five specific types of 

inconsistencies are detected by ASMOV: 

 Multiple entity correspondences, where the same entity on one ontology is 

mapped with multiple entities in the other ontology; unless these multiple 

entities are asserted to be equivalent, this type of mapping is unverified. 

 Crisscross correspondences, where if a class c1 in one ontology is mapped to 

some other class c1‘ in the second ontology, a child of c1 cannot be mapped to 

a parent of c1‘. 

 Disjointness-subsumption contradiction, where if two classes c1 and c2 are 

disjoint in one ontology, they cannot be mapped to two other classes c1‘ and 

c2‘ in the second ontology where one is subsumed by the other. This also 
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applies to the special cases where c1‘ and c2‘ are asserted equivalent, or where 

they are identical. 

 Subsumption incompleteness, if two classes c1 and c2 are mapped to two other 

classes c1‘ and c2‘ respectively in the second ontology, and if c2 is subsumed 

by c1, then c2‘ must be subsumed by c1‘, otherwise the correspondences are 

unverified. Similar incompleteness can be verified for the special case of 

equivalence. 

 Domain and range incompleteness: if a class c1 in one ontology is mapped to 

some class c1‘ in the second ontology, and a property p1 in the first ontology is 

mapped to some property p1‘ in the second ontology, and if c1 belongs to the 

domain (or range) of p1 , then c1‘ must belong to the domain (or, equivalently, 

range) of p1‘, 

 

Since OAEI 2008, ASMOV has been improved in three important respects. In 

particular, instance matching, which had been initially implemented in previous 

versions, has been thoroughly redesigned, due to the availability of high-quality 

reference alignments for testing. As can be seen in the results section, this has resulted 

in high accuracy for the matching of instances, and has also had an effect in the 

improvement of the accuracy of class and property matching. In addition, the code 

base for the entire implementation of ASMOV has been thoroughly debugged and 

tested, particularly to ensure faithful derivation of the entity-set similarity calculations 

and the semantic verification process as described in [3]. Further, for the anatomy 

tests in particular, we have worked to improve the performance of the UMLS 

Metathesaurus adapter, resulting in a significant improvement in execution time. 

1.3  Adaptations Made for the Evaluation 

No special adaptations have been made to the ASMOV system in order to run the 

2009 OAEI tests; however, five Java executable classes have been added in order to 

respectively run the benchmark series of tests, the anatomy tests, the directory tests, 

the FAO tests, and the conference tests, and output the results in the OAEI alignment 

format. The threshold function used to determine the stop criteria for ASMOV was 

established as a step function, 95% for alignments where both ontologies have more 

than 500 concepts, and 100% otherwise. Although the rules of the contests stated that 

all alignments should be run from the same set of parameters, it was necessary to 

change two parameters for the anatomy tests. These parameters relate to the thesaurus 

being used (UMLS instead of WordNet) and to the flag indicating whether or not to 

use ids of entities in the lexical similarity calculations. 

1.4  Link to the ASMOV System 

The ASMOV system (including the parameters file) can be downloaded from 

http://support.infotechsoft.com/integration/ASMOV/OAEI-2009. 
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1.5  Link to the Set of Alignments Produced by ASMOV 

The results of the 2008 OAEI campaign for the ASMOV system can be found at     

http://support.infotechsoft.com/integration/ASMOV/OAEI-2009.  

2  Results 

In this section, we present our comments on the results obtained from the 

participation of ASMOV in the five tracks of the 2009 Ontology Alignment 

Evaluation Initiative campaign. All tests were carried out on a PC running FreeBSD 

over VMware with two quad-core Intel Xeon processor (1.86 GHz), 8 GB of memory, 

and 2x4MB cache. Since the tests in the 2008 version were run in a similar machine, 

but running SUSE Linux Enterprise Server 10 directly on the processors, the 

execution times are not directly comparable, and should only be used as guidelines. 

2.1  Benchmark  

The OAEI 2009 benchmark tests have been divided by the organizing committee in 

eleven levels of difficulty; we have added one more level to include the set of 3xx 

tests, which have been included in the benchmark for compatibility with previous 

years. In Table 1, we present the results of running our current implementation of 

ASMOV against the OAEI 2009 tests, in comparison with the results obtained in the 

tests in 2008 [7], where ASMOV was found to be one of the top three performing 

systems [8]. As can be seen, the precision, recall, and F1 measure for the entire suite 

of tests shows the current implementation of ASMOV achieves 95% precision and 

87% recall, and an F1 measure of 91%, which represents a 1% improvement over the 

2008 version. The total execution time for all tests was 161 sec.. 

The accuracy of ASMOV in the benchmark tests is very high, especially for the 

Table 1. Benchmark test results for ASMOV version 2009 and version 2008 

Level ASMOV 2009 ASMOV 2008 

 Precision Recall F1 Precision Recall F1 

0 1.00 1.00 1.00  1.00  1.00 1.00 

1 1.00 1.00 1.00  1.00   1.00 1.00 

2 1.00 0.99 0.99  1.00  0.99  0.99 

3 0.99 0.98 0.98  0.98  0.97  0.97 

4 0.99 0.98 0.98  0.99  0.98  0.98 

5 0.97 0.93 0.95  0.96  0.93  0.94 

6 0.95 0.88 0.91  0.94  0.88  0.91 

7 0.94 0.83 0.88  0.93   0.83  0.88 

8 0.91 0.71 0.80  0.90   0.71  0.79 

9 0.83 0.48 0.61  0.78   0.46  0.58 

10 0.40 0.04 0.07  0.40   0.04  0.07 

3xx 0.81 0.82 0.81  0.81   0.77  0.79 

All 0.95 0.87 0.91  0.95  0.86  0.90 
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lowest levels of difficulty. It is particularly noteworthy that improvements in both 

precision and recall were obtained especially at higher levels, with the largest 

improvement within level 9, the second most difficult. We attribute these 

improvements mostly to the standardization of the entity-set similarity calculation, as 

well as to the correction of some coding errors. There is also significant improvement, 

especially in recall, in testing with the real-world ontologies. 

2.2  Anatomy  

For the anatomy track, ASMOV uses the UMLS Metathesaurus [5] instead of 

WordNet in order to more accurately compute the lexical distance between medical 

concepts. Importantly, improvement in execution time of more than one order of 

magnitude, for all tests, was achieved by pre-indexing the UMLS Metathesaurus. In 

addition, the lexical similarity calculation between concept names (ids) is ignored as 

instructed by the track organizers. ASMOV produces an alignment for all four 

subtasks of this track:   

1. Optimal solution: The optimal solution alignment is obtained by using the default 

parameter settings of ASMOV. It finds 1235 correct and 49 incorrect mappings 

from the partial alignment, Its total execution time was 4.1 minutes, an order of 

magnitude improvement over 2008, when it took almost 4 hours. 

2. Optimal precision: The alignment with optimal precision is obtained by changing 

the threshold for valid mappings from 0% to 30%. This means that only 

mappings with confidences greater or equal to 0.3 make it to the alignment. This 

finds 1,187 correct and only 30 incorrect mappings.from the partial alignment 

The time cost for the generation of this alignment was 2.7 minutes, compared to 3 

hours and 50 minutes in 2008. 

3. Optimal recall: The alignment with optimal recall is generated by using a 

threshold of 0% and turning off the semantic verification process, to allow more 

mappings to form part of the final alignment. Under this setup, 1278 correct 

mappings and 55 incorrect mappings from the partial alignment are found. it took 

4.4 minutes to execute, as opposed the 2008 execution time of 5 hours and 54 

minutes. 

4. Extended solution: The alignment, using the same setup as the optimal solution 

but with the partial alignment given as input, was obtained in 2.51 min.  

2.3  Conference  

This collection of tests dealing with conference organization contains 15 ontologies. 

ASMOV is able to generate all 105 potential alignments from those ontologies, as 

opposed to 2008 when only 75 alignments were processed. The overall time required 

to process all 105 correspondences was 187 seconds. 
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2.4  Directory  

The directory tests were completed in 2.75 minutes for all 4639 tasks involved; this is 

in the same order of magnitude as the 2008 version. A manual analysis of a small 

sample of the correspondences found in these tests shows that a number of possibly 

erroneous correspondences found by ASMOV have a very low, but non-zero, 

confidence value. We therefore expect that the reported accuracy of ASMOV will 

suffer as a result. Note that the tests were run without setting a confidence value 

threshold, in compliance with the indication that all tracks be run with the same set of 

parameters; the use of a threshold would eliminate many of these potentially 

erroneous correspondences. 

 

2.5  Oriented matching  

We have performed gold-standard based evaluation on the Artificial Ontologies 

Corpus, derived from the benchmark series corpus of 2006 (a subset of the current 

benchmark series); due to time constraints, it was not possible to obtain results for the 

Real World Ontologies Corpus, In the Artificial Ontologies Corpus, ASMOV obtains 

an overall accuracy of 90% precision and 89% recall; in several of the simpler tests, 

ASMOV finds 100% precision and recall; some reduction in accuracy is observed for 

the more difficult tests. The execution time for these tests was 75.7 sec.  

2.6  Instance Matching 

Previous versions of ASMOV contained mechanisms for instance matching based on 

the same principles as for class and property matching, as outlined in [3]. However, 

the lack of a gold standard had precluded us from performing rigorous testing on 

these procedures. With the availability of the instance matching track in OAEI 2009, 

we have been able to test and improve our algorithms.  

The performance of ASMOV in the set of IIMB instance matching tests is quite 

good, achieving an overall precision very close to 100% and overall recall of 98%. 

Perfect results are obtained for all the value transformation tests (002-010), as well as 

for the logical transformation tests (020-029). For the structural transformation tests, 

slight reductions in accuracy, especially in recall, are found for tests 015, 016, 017, 

and 019. This slight decrease results from conditions where the best match for an 

instance in one ontology cannot be chosen from among two or more alternatives in 

the other ontology; in these cases, ASMOV prefers to not make a selection. The same 

condition affects the result of test 031.The execution time for all 37 tests was 28 min. 

15 sec.; the comparatively longer time is due to the large number of entities in each 

Abox.  

Of the remainder of the instance matching tests, memory consumption issues 

prevented us from running most of the tests. The only test that could be run was to 

align the ePrints and Rexa ontologies; this test took 5.7 secs., to execute. The results 

from this test, and a manual analysis of some results, show that it is necessary to 
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improve some aspects of instance matching, such as the matching of names where 

either the first or last name is inserted first in the label of an instance. This also shows 

that it is necessary to improve the scalability of ASMOV when very large ontologies 

are being aligned. 

3  General Comments 

3.1  Comments on the Results  

The current version of ASMOV has shown improvement overall in recall and F1 

measure with respect to the results obtained last year. This is significant since the 

results in 2008 were already very high. Particularly important is the fact that the 

improvements have been obtained within some of the most difficult tests, showing the 

versatility of ASMOV in finding alignments under various conditions. The high 

accuracy results from the IIMB instance matching tests also show the capability of 

ASMOV in these tasks. In the anatomy tests, an improvement in execution time of 

more than one order of magnitude was obtained, and we also expect that the accuracy 

of the results should have increased with respect to 2008. 

3.2  Discussions on the Way to Improve ASMOV  

ASMOV still needs to improve its ability to work with very large ontologies and 

resources. The current implementation of the algorithm utilizes a memory-based 

approach, where the entire contents of the ontologies are loaded in memory prior to 

performing the matching process. This process needs to be modified to use permanent 

storage in order to enable the alignment of very large ontologies. Also, we have 

started to work on parallelization of the algorithm, by creating separate threads of 

execution; however, this was still not fully implemented by the time of participation 

in this contest. In addition, we are also working in the improvement of the general 

scalability of the ASMOV algorithm for the processing of ontologies with a large 

number of entities.  

3.3  Comments on the OAEI 2009 Test Cases  

The new tests added to the OAEI 2009 contests provide important and welcome tools 

for the improvement of ontology matching systems. Most importantly, with the 

availability of the instance matching tests and gold standards, and particularly the 

IIMB benchmarks, we have been able to redesign and thoroughly test the procedures 

and algorithms coded for the matching of individuals. This has resulted in a much 

improved version of instance matching for ASMOV. Similarly, the availability of 

subsumption benchmarks have also allowed us to test the corresponding algorithms. 

On the other hand, the continuity in the benchmark, anatomy, and conference tracks 
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allows us to evaluate the improvement of our algorithm and implementation as we 

proceed through its development. 

We think it would be advantageous to count with additional gold standards for 

other alignments, so that the algorithms may be tested, debugged, and improved for a 

wider variety of conditions. Particularly, we would suggest that subsets of the mouse 

anatomy and NCI Thesaurus ontologies could be derived and a reference alignment 

provided for these subsets. 

4  Conclusion 

We have presented a brief description of an automated alignment tool named 

ASMOV, analyzed its performance at the 2009 Ontology Alignment Evaluation 

Initiative campaign, and compared it with its 2008 version. The test results show that 

ASMOV is effective in the ontology alignment realm, and because of its versatility, it 

performs well in multiple ontology domains such as bibliographic references 

(benchmark tests) and the biomedical domain (anatomy test). The tests results also 

showed that ASMOV is a practical tool for real-world applications that require on-

the-fly alignments of ontologies.   
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Abstract. The growing importance of ontology mapping on the Semantic Web
has highlighted the need to manage the uncertain nature of interpreting semantic
meta data represented by heterogeneous ontologies. Considering this uncertainty
one can potentially improve the ontology mapping precision, which can lead to
better acceptance of systems that operate in this environment. Further the ap-
plication of different techniques like computational linguistics or belief conflict
resolution that can contribute the development of better mapping algorithms are
required in order to process the incomplete and inconsistent information used and
produced during any mapping algorithm. In this paper we introduce our system
called “DSSim” and describe the improvements that we have made compared to
OAEI 2006, OAEI 2007 and OAEI 2008.

1 Presentation of the system

1.1 State, purpose, general statement

Ontology mapping systems need to interpret heterogeneous data in order to simulate
“machine intelligence”, which is a driving force behind theSemantic Web. This implies
that computer programs can achieve a certain degree of understanding of such data and
use it to reason about a user specific task like question answering or data integration.
In practice there are several roadblocks[1] that hamper thedevelopment of mapping
solutions that perform equally well for different domains.Additionally the different
combination of these challenges needs to be addressed in order to design systems that
provides good quality results. Since DSSim has been originally designed in 2005 it has
progressively evolved in order to address the combination of the 5 following challenges:

– Representation and interpretation problems: Ontology designers have a wide vari-
ety of languages and language variants to choose from in order to represent their
domain knowledge. From the logical representation point ofview each representa-
tions are valid separately and no logical reasoner would findinconsistency in them
individually. However the problem occurs once we need to compare ontologies with
different representations in order to determine the similarities between classes and
individuals. Consider for example one ontology where the labels are described with
standard classrdfs:label tag and an another ontology where the same is described
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ashasNameScientificdata property. As a result of these representation differences
ontology mapping systems will always need to consider the uncertain aspects of
how the semantic web data can be interpreted.

– Quality of the Semantic Web data: For every organisation or individual the context
of the data, which is published can be slightly different depending on how they
want to use their data. Therefore from the exchange point of view incompleteness
of a particular data is quite common. The problem is that fragmented data envi-
ronments like the Semantic Web inevitably lead to data and information quality
problems causing the applications that process this data deal with ill-defined inac-
curate or inconsistent information on the domain. The incomplete data can mean
different things to data consumer and data producer in a given application scenario.
Therefore applications itself need to have built in mechanisms to decide and reason
about whether the data is accurate, usable and useful in essence, whether it will
deliver good information and function well for the requiredpurpose.

– Efficient mapping with large scale ontologies: Ontologies can get quite complex
and very large, causing difficulties in using them for any application. This is es-
pecially true for ontology mapping where overcoming scalability issues becomes
one of the decisive factors for determining the usefulness of a system. Nowadays
with the rapid development of ontology applications, domain ontologies can be-
came very large in scale. This can partly be contributed to the fact that a number
of general knowledge bases or lexical databases have been and will be transformed
into ontologies in order to support more applications on theSemantic Web. As a
consequence applications need to scale well in case huge ontologies need to be
processed.

– Task specific vs. generic systems: Existing mapping systemscan clearly be classi-
fied into two categories. First group includes domain specific systems, which are
build around well defined domains e.g. medical, scientific etc. These systems use
specific rules, heuristics or background knowledge. As a consequence domain spe-
cific systems perform well on their own domain but their performance deteriorate
across different domains. As a result the practical applicability of these systems on
the Semantic Web can easily be questioned. The second group includes systems
that aims to perform equally well across different domains.These systems utilise
generic methods e.g. uncertain reasoning, machine learning, similarity combination
etc. These systems has the potential to support a wide variety of applications on the
Semantic Web in the future.
Based on this classification it is clear that the building generic systems that perform
equally well on different domains and provide acceptable results is a considerable
challenge for the future research.

– Incorporating intelligence: To date the quality of the ontology mapping was consid-
ered to be an important factor for systems that need to produce mappings between
different ontologies. However competitions organised on ontology mapping has
demonstrated that even if systems use a wide variety techniques, it is difficult to
push the mapping quality beyond certain limits. It has also been recognised [2] that
in order to gain better user acceptance, systems need to introduce cognitive support
for the users i.e. reduce the difficulty of understanding thepresented mappings.
There are different aspects of this cognitive support i.e. how to present the end
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results, how to explain the reasoning behind the mapping, etc. Ongoing research
focuses on how the end results can be represented in a way thatend users can under-
stand better the complex relations of large-scale ontologies. Consider for example
a mapping representation between two ontologies with over 10.000 concepts each.
The result file can contain thousands of mappings. To visualise this mapping ex-
isting interfaces will most likely present an unrecognizable web of connections be-
tween these properties. Even though this complex representation can be presented
in a way that users could better understand the problem stillarises once the users
need to understand why actually these mappings have been selected. This aspect so
far has totally been hidden from the end users and has formed an internal and un-
expoitable part of mapping systems itself. Nevertheless inorder to further improve
the quality of the mapping systems these intermediary details need to be exposed
to the users who can actually judge if the certain reasoning process is flawed or not.
This important feedback or the ability to introspect can then be exploited by the
system designers or ultimately the system itself through improving the reasoning
processes, which is carried out behind the scenes in order toproduce the end results.
This ability to introspect the internal reasoning steps is afundamental component
of how human beings reason, learn and adapt. However, many existing ontology
mapping systems that use different forms of reasoning exclude the possibility of
introspection because their design does not allow a representation of their own rea-
soning procedures as data. Using a model of reasoning based on observable effect
it is possible to test the ability of any given data structureto represent reasoning.
Through such a model we present a minimal data structure[3] necessary to record
a computable reasoning process and define the operations that can be performed
on this representation to facilitate computer reasoning. This model facilitates the
introduction and development of basic operations, which perform reasoning tasks
using data recorded in this format. It is necessary that we define a formal descrip-
tion of the structures and operations to facilitate reasoning on the application of
stored reasoning procedures. By the help of such framework provable assertions
about the nature and the limits of numerical reasoning can bemade.

As a result from the mapping point of view ontologies will always contain incon-
sistencies, missing or overlapping elements and differentconceptualisation of the same
terms, which introduces a considerable amount of uncertainty into the mapping pro-
cess. In order to represent and reason with this uncertaintyauthors (Vargas-Vera and
Nagy) have proposed a multi agent ontology mapping framework [4], which uses the
Dempster-Shafer [5] theory in the context of Question Answering. Since our first propo-
sition[6] of such solution in 2005 we have gradually developed and investigated mul-
tiple components of such system and participated in the OAEIin order to validate the
feasibility of our proposed solution. Fortunately during the recent years our original
concept has received attention from other researchers [7, 8], which helps to broaden the
general knowledge on this area. We have investigated different aspects of our original
idea namely the feasibility of belief combination[9] and the resolution of conflicting be-
liefs [10] over the belief in the correctness of similarities using the fuzzy voting model.
A comprehensive description of the Fuzzy voting model can befound [10]. For this
contest (OAEI 2009) the benchmarks, anatomy, directory, iimb, vlcr , Eprints-Rexa-
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Sweto/DBLP benchmark and conference tracks had been testedwith this new version
of DSSim (v0.4).

1.2 Specific techniques used

This year within the tasks preparing the results for conference track we focused mainly
on improvements and fine-tuning the algorithms for obtaining better effects in terms
of both precision and recall. Moreover in order to conform tothe extended terms of
the track - we additionally implemented a simple enhancement for supplying subsump-
tion correspondences as the DSSim system allowed only detection of equivalence be-
tween ontological entities. Below we will cover both types of changes more thoroughly.
The first type of mentioned changes concentrates on improvements made to the com-
pound nouns comparison method introduced in the last year’sversion of the system.
The presented compound nouns comparison method deals with interpretation of com-
pound nouns based on earlier works done in - among others - language understanding as
well as question-answering and machine translation. The essence of the method focuses
on establishing the semantic relations between items of compound nouns. During the
development we reviewed some of the most interesting approaches [11] [12] [13]. Al-
though all of them should be regarded as partial solutions, they manifest a good starting
point for our experiments. Most of the cases uses either manually created rules [11] or
machine learning techniques [12] in order to automaticallybuild classification rules that
will enable to rate any given compound noun phrase into one ofa set of pre-selected se-
mantic relations which best reflects the sense and nature of that phrase. We extended the
initial set of simple rules by additional ones. We also made the rule engine more flexi-
ble so as it the semantic relation categories can now be assessed not only on the basis
of comments or labels but also their id names. This last option is useful in some cases
identified earlier in the analysis stage of the last year’s results. Finally we extended also
the set of semantic relation categories itself by another few categories. The compound
nouns semantic relation detection algorithm is used in DSSim system as a determiner of
such relations within ontology entities’ identifiers, labels or comments. After the rela-
tion r1,n has been classified independently for entities in the first ofaligned ontologies
O1 andr2,m separately for entities form the other ontologyO2, the alignments may
be produced between the entities fromO1 andO2 on the basis of similarity between
the relationsr1,n andr2,m itself. In order to eliminate the drawbacks of this approach
the algorithm is viewed as a helper rather than independent factor of alignment estab-
lishment process. Nevertheless, because of the superb, multi-criterion architecture of
the DSSim [14] such approach to the algorithm fits especiallywell allowing easy inte-
gration. As the number of elements in the set of isolated semantic relations is usually
limited only to very general ones, the probability of detecting the same or similar re-
lations is subjectively high, therefore the method itself is rather sensitive to the size
of the set. Thus this year innovations concentrated on extending the rules and supply-
ing another important categories. Moving on to another typeof changes, we called the
subsumption detection facility a simple one as it in fact does not alter the DSSim sys-
tem algorithms to cover other types of correspondences. On the contrast the facility in
this year’s shape uses the results of the algorithm itself topost-produce the possible
weaker (non-equivalent) correspondences basing on the algorithm result set. In order
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to achieve that we implemented a straightforward inferencerules over the taxonomical
trees of matched ontologies. We hope to move the function to the main algorithm in the
future as the simple approach introduces a number of limitations.

To sum up the introduced improvements, we made selected and subtle yet important
alterations of the system. The modifications of last year proved to be useful and supplied
promising results thus our intention is to build on the top ofthis achievements rather
than starting completely different ideas. The changes introduced for this year’s version
of the system were backed up by the thorough interpretation and in-depth analysis of
OAEI 2008 [14] outcomes.

1.3 Adaptations made for the evaluation

Our ontology mapping system is based on a multi agent architecture where each agent
built up a belief for the correctness of a particular mappinghypothesis. Their beliefs are
then combined into a more coherent view in order to provide better mappings. Although
for the previous OAEI contests we have re-implemented our similarity algorithm as a
standalone mapping process which integrates with the alignment api, we have recog-
nised the need for possible parallel processing for tracks which contain large ontologies
e.g. very large cross-lingual resources track. This need isindeed coincide with our orig-
inal idea of using distributed multi-agent architecture, which is required for scalability
purposes once the size of the ontology is increasing. Our modified mapping process can
utilise multi core processors by splitting up the large ontologies into smaller fragments.
Both the fragment size and the number of cores that should be used for processing can
be set in the “param.xml” file. Based on the previous implementation we have modified
our process for the OAEI 2009 which works as follows:

1. Based on the initial parameters divide the large ontologies into n*m fragments.
2. Parse the ontology fragments and submit them into the alignment job queue.
3. Run the job scheduler as long as we have jobs n the queue and assign jobs into idle

processor cores.
3.1 We take a concept or property from ontology 1 and consider(refer to it from

now) it as the query fragment that would normally be posed by auser. Our algo-
rithm consults WordNet in order to augment the query concepts and properties
with their hypernyms.

3.2 We take syntactically similar concepts and properties to the query graph from
ontology 2 and build a local ontology graph that contains both concepts and
properties together with the close context of the local ontology fragments.

3.3 Different similarity and semantic similarity algorithms (considered as differ-
ent experts in evidence theory) are used to assess quantitative similarity values
(converted into belief mass function) between the nodes of the query and ontol-
ogy fragment which is considered as an uncertain and subjective assessment.

3.4 Then the similarity matrixes are used to determine belief mass functions which
are combined using the Dempster’s rule of combination. Based on the com-
bined evidences we select those mappings in which we calculate the highest
belief function.

4. The selected mappings are added into the alignment.

The overview of the mapping process is depicted on figure 1.
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Fig. 1. The mapping process on a dual-core processor

1.4 Link to the system and parameters file

http://kmi.open.ac.uk/people/miklos/OAEI2009/tools/DSSim.zip

1.5 Link to the set of provided alignments (in align format)

http://kmi.open.ac.uk/people/miklos/OAEI2009/results/DSSim.zip

2 Results

2.1 benchmark

Our algorithm has produced the same results as last year. Theweakness of our system
to provide good mappings when only semantic similarity can be exploited is the direct
consequence of our mapping architecture. At the moment we are using four mapping
agents where 3 carries our syntactic similarity comparisons and only 1 is specialised in
semantics. However it is worth to note that our approach seems to be stable compared
to our last years performance, as our precision recall values were similar in spite of
the fact that more and more difficult tests have been introduced in this year. As our
architecture is easily expandable with adding more mappingagents it is possible to
enhance our semantic mapping performance in the future. Theoverall conclusion is
that our system produces stable quality mappings, which is good however we still see
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room for improvements. Based on the 2009 results the averageprecision(0.97) cannot
be improved significantly however considerable improvements can be made from the
recall(0.66) point of view. According to the benchmarks tests our system need to be
improved for cases, which contain systematic: scrambled labels + no comments + no
hierarchy and systematic: scrambled labels + no comments + expanded hierarchy + no
instance.

2.2 anatomy

The anatomy track contains two reasonable sized real world ontologies. Both the Adult
Mouse Anatomy (2.744 classes) and the NCI Thesaurus (3.304 classes) describes anatom-
ical concepts. The classes are represented with standard owl:Class tags with proper
rdfs:label tags. Our mapping algorithm has used the labels to establish syntactic simi-
larity and has used the rdfs:subClassOf tags to establish semantic similarities between
class hierarchies. We could not make use of the owl:Restriction and oboInOwl: has-
RelatedSynonym tags as this would require ontology specificadditions. The anatomy
track represented a number of challenges for our system. Firstly the real word medical
ontologies contain classes like “outer renal medulla peritubular capillary”, which can-
not be easily interpreted without domain specific background knowledge. Secondly one
ontology describes humans and the second describes mice. Tofind semantically cor-
rect mappings between them requires deep understanding of the domain. The run time
per test was around 10 min, which is an improvement compared to last year. Further we
have realised significant improvement both in terms of precision and recall compared to
the last year’s results. Our system ranks in the middle positions out of 10 participating
systems.

2.3 Eprints-Rexa-Sweto/DBLP benchmark

This track has posed serious challenge for our system. SwetoDblp is a large-size on-
tology containing bibliography data of Computer Science publications where the main
data source is DBLP. It contains around 1.5 million terms including 560.792 persons,
561.895 Articles in Proceedings. The eprints and rexa ontologies were large but man-
ageable from our system’s perspective. Based on the preliminary results our system did
not perform well in terms of precision and recall. The reasons needs to be investigated
further. The run time including the SweetoDblp ontology wasover 1 week. In spite of
the fact that it was a new and difficult track this year we were disappointed with our
overall results. The performance can be due to the fact that our system was originally
conceived as mapping system that does not use extensively instances for establishing
the mapping. As a result where only instances are present outsystem does not perform
as well as in the other tracks.

2.4 directory

The directory test as well has been manageable in terms of execution time. In general
the large number of small-scale ontologies made it possibleto verify some mappings for
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some cases. The tests contain only classes without any labels but in some cases different
classes have been combined into one class e.g. “NewsandMedia” that introduces cer-
tain level of complexity for determining synonyms using anybackground knowledge.
To address these difficulties we have used a compound noun algorithms described in
section 1.2. The execution time was around 15 minutes. In this track our performance
was stable compared to the results in 2008. In terms of precision our system compares
well to the other participating systems however improvements can be made from the
recall point of view.

2.5 IIMB

This track contains generated benchmarks constituted using one dataset and modifying
it according to various criterias. The main directory contains 37 classes and about 200
different instances. Each class contains a modified sub directory and the correspond-
ing mapping with the instances. The different modificationsintroduced to the original
ontology included identical copy of the original sub classes where the instance IDs are
randomly changed, value transformations, structural transformations, logical transfor-
mations and several combinations of the previous transformations. The IIMB track was
well manageable in terms of run time as it took under 10 minutes to run the 37 differ-
ent tests. Similarly to the the task (on instance matching) described in section 2.3 our
system under performed on the IIMB track. The reason for thiscan be attributed to the
same reasons described in the E-prints-Rexa-Sweto/DBLP section.

2.6 vlcr

This vlcr track contains 3 large ontologies. The GTAA thesaurus is a Dutch public
audiovisual broadcasts archive, for indexing their documents, contains around 3.800
subject keywords, 97.000 persons, 27.000 names and 14.000 locations. The DBPedia
is an extremely rich dataset. It contains 2.18 million resources or ”things”, each tied to
an article in the English language Wikipedia. The ”things” are described by titles and
abstracts in English and often also in Dutch. We have converted the original format into
standard SKOS in order to use it in our system. However we haveconverted only the
labels in English and in Dutch whenever it was available. Thethird resource was the
WordNet 2.0 in SKOS format where the synsets are instances rather than classes. In our
system the WordNet 3.0 is included into as background knowledge therefore we have
converted the original noun-synsets into a standard SKOS format and used our WordNet
3.0 as background knowledge. The run time of the track was over 1 week. Fortunately
this year an other system also participated in this track therefore we can establish a
qualitative comparison. In terms of precision our system performs well (name-dblp,
subject-wn, location-wn, name-wn) however in certain tasks like location-dblp, person-
dblp our system performs slightly worst compared to the other participating system. In
terms of recall our system does not perform as well as we have expected, therefore this
should be improved for the following years.
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2.7 conferences

This test set is made up of collection of 15 real-case ontologies dealing with the do-
main of conference organization. Although all the ontologies are well embedded in the
described field, nevertheless they are heterogeneous in their nature. This heterogeneity
comes mainly from: designed ontology application type, ontology expressivity in terms
of formalism, and robustness. Out of given 15 ontologies theproduction of alignments
should result in 210 possible combinations (we treat the equivalent alignment as sym-
metric). However, we obtained 91 non-empty alignment files in the generation. From
the performance point of view the alignments took about 1 hour 20 minutes on a dual
core computer3.

3 General comments

3.1 Discussions on the way to improve the proposed system

This year some tracks proved really difficult to work with. The new library track con-
tains ontologies in different languages and due to its size first or during the mapping a
translation needs to be carried out. This can be a challenge itself due to the number of
concepts involved. Therefore from the background knowledge point of view we have
concluded that based on the latest results that the additional multi lingual and domains
specific background knowledge could provide added value forimproving both recall
and precision of the system.

3.2 Comments on the OAEI 2009 procedure

The OAEI procedure and the provided alignment api works verywell out of the box
for the benchmarks, IIMB, anatomy, directory and conference tracks. However for the
Eprints-Rexa-Sweto/DBLP benchmark and vlcr and track we had to develop an SKOS
parser, which can be integrated into the alignment api. Our SKOS parser convert SKOS
file to OWL, which is then processed using the alignment api. Additionally we have
developed a multi threaded chunk SKOS parser which can process SKOS file iteratively
in chunks avoiding memory problems. For both Eprints-Rexa-Sweto/DBLP benchmark
and vlcr tracks we had to develop several conversion and merging utility as the original
file formats were not easily processable.

3.3 Comments on the OAEI 2009 test cases

We have found that most of the benchmark tests can be used effectively to test various
aspects of an ontology mapping system since it provides bothreal word and gener-
ated/modified ontologies. The ontologies in the benchmark are conceived in a way that
allows anyone to clearly identify system strengths and weaknesses which is an impor-
tant advantage when future improvements have to be identified. The anatomy, library
tests are perfect to verify the additional domain specific ormulti-lingual domain knowl-
edge. Unfortunately this year we could not integrate our system with such background
knowledge so the results are not as good as we expected.

3 Intel dual Core 3,0GHz, 512MB
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4 Conclusion

Based on the experience gained during OAEI 2006, 2007, 2008 and 2009 we had a
possibility to realise a measurable evolution in our ontology mapping algorithm and
test it with 7 different mapping tracks. Our main objective is to improve the mapping
precision with managing the inherent uncertainty of any mapping process and informa-
tion in the different ontologies. The different formalismsof the ontologies suggest that
on the Semantic Web there is a need to qualitatively compare and evaluate the different
mapping algorithms. Participating in the Ontology Alignment Evaluation Initiative is an
excellent opportunity to test and compare our system with other solutions and helped a
great deal identifying the future possibilities that needsto be investigated further.
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Abstract. GeRoMeSuite is a generic model management system which provides
several functions for managing complex data models, such as schema integration,
definition and execution of schema mappings, model transformation, and match-
ing. The system uses the generic metamodel GeRoMe for representing models,
and because of this, it is able to deal with models in various modeling languages
such as XML Schema, OWL, ER, and relational schemas.
A component for schema matching and ontology alignment is also part of the
system. After the first participation in OAEI last year, and having established the
basic infrastructure for the evaluation, we could focus this year on the improve-
ment of the matching system. Among others, we implemented several new match
strategies, such as an instance matcher and a validation method for alignments.

1 Presentation of the system

Manipulation of models and mappings is a common task in the design and develop-
ment of information systems. Research in Model Management aims at supporting these
tasks by providing a set of operators to manipulate models and mappings. As a frame-
work, GeRoMeSuite [6] provides an environment to simplify the implementation of
model management operators. GeRoMeSuite is based on the generic role based meta-
model GeRoMe [5], which represents models from different modeling languages (such
as XML Schema, OWL, SQL) in a generic way. Thereby, the management of models
in a polymorphic fashion is enabled, i.e. the same operator implementations are used
regardless of the original modeling language of the schemas. In addition to providing
a framework for model management, GeRoMeSuite implements several fundamental
operators such as Match [11], Merge [10], and Compose [8].

The matching component of GeRoMeSuite has been described in more detail in
[11], where we present and discuss in particular the results for heterogeneous matching
tasks (e.g. matching XML Schema and OWL ontologies). An overview of the complete
GeRoMeSuite system is given in [6].

1.1 State, purpose, general statement

As a generic model management tool, GeRoMeSuite provides several matchers which
can be used for matching models in general, i.e. our tool is not restricted to a partic-
ular domain or modeling language. Therefore, the tool provides several well known
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matching strategies, such as string matchers, Similarity Flooding [9], children and par-
ent matchers, matchers using WordNet, etc. In order to enable the flexible combination
of these basic matching technologies, matching strategies combining several matchers
can be configured in a graphical user interface.

Because of its generic approach, GeRoMeSuite is well suited for matching tasks
across heterogeneous modeling languages, such as matching XML Schema with OWL.
We discussed in [11] that the use of a generic metamodel, which represents the seman-
tics of the models to be matched in detail, is more advantageous for such heterogeneous
matching tasks than a simple graph representation.

Furthermore, GeRoMeSuite is a holistic model management and not limited to schema
matching or ontology alignment. It supports also other model management tasks such as
schema integration [10], model transformation [4], mapping execution and composition
[7, 8].

1.2 Specific techniques used

The basis of GeRoMeSuite is the representation of models (including ontologies) in the
generic metamodel GeRoMe. Any kind of model is transformed first into the generic
representation, then the model management operators can be applied to the generic
representation. The main advantage of this approach is that operators have to be im-
plemented only once for the generic representation. In contrast to other (matching) ap-
proaches which use a graph representation without detailed semantics, our approach is
based on the semantically rich metamodel GeRoMe which is able to represent modeling
features in detail.

For the OAEI campaign, we focused on improving our matchers for the special
case of ontology alignment, e.g. we added some features which are useful for match-
ing ontologies. For example, the generic representation of models allows the traversal
of models in several different ways. During the tests with the OAEI tasks, we realized
that, in contrast to other modeling languages, traversing the ontologies using another
structure than class hierarchy is not beneficial. Therefore, we configured most of our
matchers that take the model structure into account just to work with the class hierar-
chy. Furthermore, we implemented so called ‘children’ and ‘parent’ matchers, which
propagate the similarity of elements up and down in the class hierarchy.

For OAEI 2009, we added also an Instance Matcher, which uses instances to de-
termine the similarity of classes and properties. Due to the flexibility and extensibility
of our matching framework, the implementation of an additional matcher can be done
with only a few lines of code. Basically, we just need to choose a traversal strategy
which includes instances, apply one of the existing string matchers, and then choose an
appropriate structural matcher to propagate the similarity of the instances to classes and
properties.

In addition to last year, we also experimented with another string matcher which
based on the SecondString library (http://secondstring.sourceforge.net/,
[1]). The library provides several different string distance metrics which can be com-
bined in various ways. The combination of ‘soft’ tokenization, TF-IDF based weighting
of tokens, and the classical Jaro/Winkler string metric (called Soft-TFIDF) has shown
good results in string matching tasks [1]. However, for the benchmarks track, we did
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not find any significant difference to the string metric of [12]. For other (‘real’) match-
ing tasks, the use of Soft-TFIDF might be beneficial, but we have to evaluate this with
further tests.

Furthermore, we implemented a validation method using similar methods as AS-
MOV [3]. For difficult matching tasks with initially low values for precision and recall,
the validation could increase the quality of the results by 10-20%. It is obvious, that
for easy matching tasks, such as the 10x tasks in the benchmark track, the improvement
cannot be so large. However, also in these tests the validation helped to achieve a perfect
result.

1.3 Adaptations made for the evaluation

As only one configuration can be used for all matching tasks, we worked on strategies
for measuring the quality of an alignment without having a reference alignment. We
compared several statistical measures (such as expected value, variance, etc.) of align-
ments with different qualities in order to identify a ‘good’ alignment. Furthermore,
these values can be used to set thresholds automatically.

During the tests, we made the experience that the expected value of all similarities,
the standard deviation, and the number of mappings per model element can be used to
evaluate the quality of an alignment.

Fig. 1 indicates the strategy which we used for the matching tasks in the benchmark
track. All aggregation and filter steps use variable weights and thresholds, which are
based on the statistical values of the input similarities.

The role matcher is a special matcher which compares the roles of model elements
in our generic role-based metamodel. In principle, this results in that only elements of
the same type are matched, e.g. classes with classes only and properties with properties
only.

String Childreng
Matcher Matcher Aggregation

Aggregation
Final
Filter

Aggregation

Parent
Matcher

Role
Matcher

Instance
Matcher

Fig. 1. Matching Strategy for OAEI

In contrast to last year, we removed Similarity Flooding [9], as it had no positive
effect on the match quality. Structural similarity is already taken into account by the
children and parent matchers; an additional structural matcher seems to blur the results.

On a technical level, we implemented a command line interface for the matching
component, as the matching component is normally used from within the GUI frame-

172



work of GeRoMeSuite. The command line interface can work in a batch modus in which
several matching tasks and configurations can be processed and compared.

1.4 Link to the system and parameters file

More information about the system can be found on the homepage of GeRoMeSuite:
http://www.dbis.rwth-aachen.de/gerome/oaei2009/

The page provides also links to the configuration files used for the evaluation.

1.5 Link to the set of provided alignments (in align format)

The results for the OAEI campaign 2008 are available at http://www.dbis.rwth-aachen.
de/gerome/oaei2009/

2 Results

2.1 Benchmark

At the cost of some performance (matching now takes about 15-25 seconds for each
task instead of 5-15 as last year), our results have been significantly improved in 2009
for the benchmark track.

Overall, our matching component achieved very similar values for precision and
recall, which seems to be rather unusual, if we compare our results with the results of
other systems for previous years, where the precision was usually higher than recall.

Tasks 101-104 In all these very basic tasks, we achieved the perfect result.
Task Precision Recall 08
101 1,00 1,00
103 1,00 1,00
104 1,00 1,00

Tasks 201-210 In these tasks, the linguistic information could not always be used as
labels or comments were missing. If no labels and comments are available, instance
information might still help to find the right matches. We included an instance matcher
in our configuration this year, which resulted in significant improvement for the 202 test
cases.
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Task Precision Recall
201 0,92 0,98
201-2 1,00 1,00
201-4 0,98 0,99
201-6 0,98 0,98
201-8 0,96 0,98
202 0,64 0,38
202-2 0,99 0,90
202-4 0,94 0,78
202-6 0,94 0,62
202-8 0,79 0,49
203 1,00 1,00
204 1,00 1,00
205 1,00 0,97
206 0,94 0,97
207 0,94 0,97
208 1,00 1,00
209 0,81 0,61
210 0,66 0,81

2.2 Tasks 221-231

The ontologies in these tasks lacked some structural information. As our matcher still
uses string similarity in a first step, the results were perfect except for the case 223 for
which we missed one match.

Task Precision Recall
221 1,00 1,00
222 1,00 1,00
223 0,99 0,99
224 1,00 1,00
225 1,00 1,00
228 1,00 1,00
230 1,00 1,00
231 1,00 1,00

Tasks 232-266 These tasks are some combinations of the tasks before. For most of
the tasks, the performance of our matcher was much better than last year. However,
for some matching tasks (e.g. 257, 262, 265, and 266), our system produced no result.
Unfortunately, we could not resolve this problem before the deadline.

3 Comments

We participate this time the second time in OAEI and see a significant improvement
of our matcher compared to last year. Thus, a structured evaluation and comparison of
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ontology alignment and schema matching components as OAEI is very useful for the
development of such technologies.

However, mappings between models are constructed for various reasons which can
result in very different mapping results. For example, mappings for schema integration
may differ from mappings for data translation. Therefore, different semantics for ontol-
ogy alignments should be taken into account in the future, as it has been pointed out for
schema matching in [2].

4 Conclusion

As our tool is neither specialized on ontologies nor limited to the matching task, we did
not expect to deliver very good results. However, we are very satisfied with the overall
results, especially compared to last year.

We will continue to work on the improvement of our matching system, especially
taking into account additional validation methods, a clustering approach to handle scal-
ability issues, and automatic methods for tuning and configuration of schema matchers.
We hope to participate again with an improved system in the OAEI campaign next year.
Acknowledgements: This work is supported by the DFG Research Cluster on Ultra
High-Speed Mobile Information and Communication (UMIC, http://www.umic.
rwth-aachen.de) and by the Umbrella Cooperation Programme (http://www.umbrella-coop.
org/).
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Abstract. Ontology mapping has been recognised as an important ap-
proach to identifying similar information in heterogeneous ontologies.
The Knowledge Organisation System Implicit Mapping (KOSIMap) ap-
proach relies on DL reasoning (i) to extract background knowledge about
every entity, and (ii) to remove inappropriate correspondences from an
alignment. The main assumption is that the use of this background
knowledge reduces erroneous mappings, thus increasing coverage. In this
paper, we provide an overview of KOSIMap, and present the result of our
system for its first participation to the Ontology Alignment Evaluation
Initiative (OAEI).

1 Presentation of KOSIMap

Ontology mapping has been recognised as an important means to identify sim-
ilar information in different ontologies, thus achieving semantic interoperability
on the Web. Given two ontologies O1 and O2, the task of mapping one ontol-
ogy to another is that of finding an entity in O1 that matches an entity in O2

based on their intended meaning. Many approaches to schema/ontology match-
ing have been proposed over the years [5, 7, 10]. Furthermore, surveys reviewing
these approaches, techniques and tools have been provided [4, 1]. The Knowledge
Organisation System Implicit Mapping (KOSIMap) approach differs from exist-
ing approaches by relying on DL reasoning (i) to extract background knowledge
about every entity, and (ii) to remove inappropriate correspondences from an
alignment.

1.1 State, Purpose, General Statement

KOSIMap is an extensional and asymmetric matching approach implemented
in Java. Given two consistent ontologies, KOSIMap aligns entities in the source
ontology to entities in the target ontology by extracting background knowledge
about entities based on DL reasoning. More specifically, a DL reasoner (e.g.
FaCT++ [12], Pellet [9]) deduces logical consequences about an entity based on
the asserted axioms defined in an ontology. Moreover, we investigate the use of
DL reasoning to remove inappropriate correspondences from an alignment. The
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main assumption is that the use of these logical consequences reduces erroneous
mappings, thus increasing coverage.

The current KOSIMap implementation of produces a set of homogeneous cor-
respondences, where classes are mapped to classes. object properties to object
properties, and datatype properties to datatype properties. More specifically,
the approach computes the similarity between two entities based on their re-
spective sets of features (e.g. subsumption). Note that KOSIMap only considers
the equivalence mapping relation between two entities.

1.2 Specific Techniques Used

The KOSIMap system calculates the similarity between entities for a pair of
ontologies by analysing three features; namely lexical description (i.e. label), hi-
erarchical structure (subsumers for concepts, and super-properties), and internal
structure (inherited properties for classes, domains and ranges for object proper-
ties, and domains for datatype properties). The measures obtained by comparing
these three features are then combined into a single value using a weighted sum
in a similar manner to [2]. These weights are set by a user depending on the
input ontologies, and requirements for the output.

Fig. 1. The architecture of KOSIMap.

Figure 1 shows the architecture of our approach. KOSIMap consists of three
main steps; namely Pre-Processing, Similarity Generation, and Alignment Ex-
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traction. The pre-processing step includes three sub-tasks. It first parses the
two ontologies with the OWL API [6]. The OWL API provides an interface
to access the explicit information for each entity defined in an ontology. The
API supports several representations including XML/RDF, KRSS and OBO
flat files. Secondly, natural language techniques (i.e. elimination, lemmatization,
and transformation) are applied to each entity to obtain their most basic form.
Entities are not only defined by annotation properties, but also by the semantics
provided by the axioms in the ontology. Thus, the final pre-processing sub-task
extracts logical consequences (i.e. background information) resulting from as-
serted axioms. The current implementation uses the FaCT++ API3 to classify
the different ontologies.

Definition 1 (Degree of Commonality Coefficient). Given two sets Ss and
St, the degree of commonality coefficient between them, denoted DoCCoeff(Ss, St)
is defined as:

DoCCoeff(Ss, St) =
1

max(|Ss|, |St|)
∑

ei∈Ss

max
ej∈St

sim(ei, ej) (1)

where Ss is the source set, St is the target set, and sim(ei, ej) computes the
similarity between pair of elements in the two sets.

Secondly, the similarity generator computes three kinds of similarities; namely
syntax similarity, property-based similarity, and class-based similarity. The most
basic feature of entities is their labels. Labels are human identifiers (i.e. words)
expressed in a vocabulary shared by experts in the same domain. Therefore, we
assume that equivalent classes are likely to be modelled using similar labels (or
names). KOSIMap relies on string similarity (e.g. Jaro-Winkler [14], Q-Gram
[11], Monge-Elkan [8], and SMOA [10]) to calculate the label similarity for each
pair of entities. The SimMetrics API4 provides a library of normalised and op-
timised similarity (or distance) metrics. The property-based similarity and the
class-based similarity both rely on the degree of commonality coefficient (Def-
inition 1) to provide an similarity value between two sets of complex objects.
The property-based similarity focuses on features containing properties (i.e. set
of super-properties for OWLObjectProperty and OWLDataProperty and the set
of inherited properties for OWLClass), while the class-based similarity focuses
on features containing classes (i.e. set of subsumers for OWLClass and the set
of binary relation containing their domain and range for OWLObjectProperty).
The results of the different similarity approaches are then aggregated for each
pair of entities and stored into a n*m matrix, where is the number of element
in the source ontology and m is the number of elements in the target ontology.
The aggregated similarity score for a pair of entities is obtained by applying a
weighted function (see Equation 2), where the weights (i.e. wk) for each measure

3
http://code.google.com/p/factplusplus/

4
http://sourceforge.net/projects/simmetrics/

179



is in the range [0,1] and their total is 1.

sim(e1, e2) =
n∑

k=0

wksimk(e1, e2) (2)

After the similarity aggregation, we have a n*m matrix containing pairs of
entities with a similarity value. The problem is to extract a set of relevant map-
pings from the matrix. This is normally achieved by discarding all candidate
mappings below a threshold ζ. However, this method may return multiple map-
pings for each entity in the source ontology. In KOSIMap, we follow a two-step
approach to extract mappings. First, the approach extracts a pre-alignment from
the matrix, by selecting the maximum similarity score for each row in the matrix
(i.e. for each n). This pre-alignment is then passed through a refinement process,
which eliminates inappropriate mappings. In KOSIMap, we use DL reasoning to
extract the local implication as part of the mapping extraction process. This
approach extends the work by Wang and Xu [13], which only checked whether
local implications were asserted in an ontology. As our approach only supports
equivalent mapping relations, we focus on removing inconsistent mappings from
the pre-alignment. Inconsistent mappings occur when the local consistency of
an ontology is violated by the introduction of a correspondence between two
ontologies. For example, an local inconsistency would occur if several entities in
the source ontology are mapped to the same entity in the target ontology, and
that the two classes are not recognised as equivalent by a DL reasoner.

1.3 Adaptations Made for the Evaluation

As stated in Section 1.1, KOSIMap is an asymmetric matching approach. The
asymmetricity results from Equation 1, which consider the maximum value for
each element in the source set. However, the organisers of OAEI campaign re-
quested that we delivered a symmetric set of alignments. As a result, we modify
the similarity generation for the property-based and class-based similarity to
consider the biggest set as the source set. Moreover, we implemented a Java
class to run the different tracks in batch mode. Moreover, the parameters taken
by the approach (i.e. weights and thresholds) were tuned and set depending on
the type of information contained in the ontologies to be mapped. For example,
the property-based similarity was not calculated for the directory track as no
properties were defined.

1.4 Link to the Set of Provided Alignments (in align format)

The results of the 2009 OAEI campaign for the KOSIMap system can be found
at http://www.csd.abdn.ac.uk/~qreul/research/OAEI2009.zip.

2 Results

In this section, we present the results of the 2009 OAEI campaign obtained
by the KOSIMap system. KOSIMap was used to generate alignments for four
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tracks, namely benchmark, anatomy, conference and directory. Note that the full
results of the Alignment Evaluation Initiative (OAEI) 2009 Campaign can be
found in [3]. The experiments were carried on a Mac Book with an Intel Core
2 Duo processor (2.13GHz) and 4GB RAM running Mac OSX. The minimum
memory for the Java Virtual Machine was set to 512MB, while its maximum was
set to 1GB. In this experiment, we used FaCT++ as the default DL reasoner
unless stated otherwise.

2.1 Benchmark

The benchmark data set contains 111 alignment tasks. KOSIMap follows the
approach defined in Section 1.2. In this experiment, we used the Q-Gram sim-
ilarity measure to compute the syntax similarity and as the similarity function
for the degree of commonality coefficient. The FaCT++ reasoner returned an ex-
ception ( NonSimpleRoleInNumberRestrictionException) for some tests (i.e.
222, 230, 237, 251, 258, and 304), so we used the Pellet reasoner for this test.
The threshold was set to 0.2, while the weights were set as follows:

– Weight for syntax similarity: 0.3
– Weight for property-based similarity: 0.2
– Weight for class-based similarity: 0.5

KOSIMap gets near perfect alignment (Precision and Recall is 0.99) for tests
101, 103 and 104 (Table 1). Although KOSIMap performs quite well in the
2xx tests, it yields very low recall (≤ 0.1) when labels in the target ontology
have been scrambled (i.e. tests #202 #248, #249, #25x, and #26x). Note that
KOSIMap yields high recall (i.e. ≥ 0.9) for tests #221 to #247. For the real
ontology data set (i.e. 3xx), KOSIMap yields 0.815 for Precision and .425 for
Recall. Finally, KOSIMap achieves a much better harmonic mean precision than
edna even though our system yields the same recall.

Table 1. Results for KOSIMap at the OAEI 2009 campaign for the benchmark test case.

Tool KOSIMap edna

Test Prec. Rec. Prec. Rec.

#1xx 0.99 0.99 0.96 1.0

#2xx 0.94 0.57 0.41 0.56

#3xx 0.72 0.50 0.47 0.82

H-Mean 0.91 0.59 0.43 0.59

2.2 Anatomy

The anatomy data set consists of two large scale anatomy ontologies. On the one
hand, the Adult Mouse Anatomical Dictionary5 represents the anatomical struc-
ture of the postnatal mouse and contains 2744 classes organised hierarchically

5
http://www.informatics.jax.org/searches/AMA_form.shtml
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by “is-a” and “part-of” relationships. On the other hand, the NCI Thesaurus6

is a reference terminology and biomedical ontology covering clinical care, trans-
lational and basic research, public information, and administrative activities.
This ontology contains a subset of the classes defined in the thesaurus (i.e. 3304
classes). Note that the property-based similarity was discarded for this track as
these ontologies only contain a very small number of properties.

KOSIMap produces an alignment for three of the four sub-tasks of this track:

1. Optimal solution: The optimal solution is obtained with a threshold set to
0.6, the syntax similarity set to 0.6 and the class-based similarity set to 0.4.
It took KOSIMap approximately 5 min to generate the alignment.

2. Optimal precision: The optimal solution is obtained with a threshold set to
0.7, the syntax similarity set to 0.6 and the class-based similarity set to 0.4.
It took KOSIMap approximately 5 min to generate the alignment.

3. Optimal recall : The optimal solution is obtained with a threshold set to 0.6,
the syntax similarity set to 0.6 and the class-based similarity set to 0.4. It
took KOSIMap approximately 5 min to generate the alignment.

Table 2. Results for KOSIMap at the OAEI 2009 campaign for the anatomy test case.

Tool Optimal solution Optimal precision Optimal recall

Runtime Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.

KOSIMap ≈ 5 min 0.87 0.62 0.72 0.91 0.45 0.60 0.87 0.62 0.72

The results of the anatomy track are shown in Table 2. KOSIMap takes
around 5 minutes to extract mappings between the Adult Mouse Anatomical
Dictionary and the NCI Thesaurus and the F-Measure is 0.72. We observer
significant differences with regard to the trade-off between precision and recall.
For instance, we observe that the recall obtained by KOSIMap falls from 0.62 to
0.45 when generating an alignment for optimal precision sub-task. As KOSIMap
favours recall over precision, the score obtained for the optimal recall sub-task
is the same as the optimal solution.

2.3 Conference

This track contains 15 ontologies covering the conference organization domain.
These ontologies differ in terms of DL expressivity and size. For example, ekaw.owl
is represented in SHIN , while paperdyne.owl is expressed in ALCHIN (D).

KOSIMap generated 105 non-empty alignments with parameters set as fol-
lows:

– Weight for syntax similarity: 0.3
– Weight for property-based similarity: 0.2
– Weight for class-based similarity: 0.5

6
http://www.cancer.gov/cancerinfo/terminologyresources/
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Table 3 shows the precision, recall, and F-measure computed for three dif-
ferent thresholds (0.2, 0.5, and 0.7). The results show that KOSIMap reaches
an optimal solution with the threshold set to 0.5 before obtaining lower perfor-
mances with higher thresholds. Moreover, the precision achieved by our system
increases at the same time as the threshold.

Table 3. Results for KOSIMap at the OAEI 2009 campaign for the conference test case.

Tool threshold=0.2 threshold=0.5 threshold=0.7

Prec. Rec. FMeas. Prec. Rec. FMeas. Prec. Rec. FMeas.

KOSIMap 0.18 0.56 0.27 0.41 0.43 0.41 0.70 0.23 0.33

2.4 Directory

The directory track consists of 4639 test cases. As no properties (object proper-
ties or datatype properties) are found in this track, the property-based similarity
is discarded for this track. In this experiment, the threshold is set to .0, while
the weights are set to 0.6 (for syntax similarity) and 0.4 (for the class-based
similarity). Due of the low expressivity of the ontologies (i.e. AL), we simplified
the rules to retain the correspondence with the highest score when a class in
the source ontology maps to several classes in the target ontology. KOSIMap
takes just over 1 minute to generate the 4639 alignments. The preliminary re-
sults of this track yielded a score of 0.618 for Precision, 0.453 for Recall, and a
F-Measure of 0.523.

3 General Comments

3.1 Comments on the Results

From the results we can see that KOSIMap can take advantage of all different
features associated with entities. The lexical description is especially important
to achieve high precision and recall, while the hierarchical and internal structure
are used to refine the final alignment. For example, tests in the benchmark track
with scrambled labels (i.e. tests 248 to 266) tend to yield very low recall.

Based on the anatomy track, we have demonstrated the scalability of our
approach. Although the two ontologies are not very expressive (i.e. ALE for
AMA and ALE+ for the NCI thesaurus), we have shown that the use of a
DL reasoner does not impact the scalability of our system. Thus, this result
suggests that the use of a reasoner does not greatly increase the runtime of the
mapping task. Note that testing on more expressive large-scale ontologies should
be carried to further test this observation.
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3.2 Discussions on the Way to Improve KOSIMap

KOSIMap uses different strategies to extract correspondences between two on-
tologies. Based on the test library, we have seen that some strategies (e.g.
property-based similarity) were not always useful to extract alignments. One
possible way to improve the current system would be to include a strategy se-
lection module. With strategy selection, KOSIMap could avoid some some noise
produced by some strategies when the information these strategies rely on is not
adequate. For example, when no properties are defined in the ontology.

Another improvement to the system would be to include a module to fine-tune
weights when combining the different similarity measure. The current approach
relies on the user to analyse the information contained in the ontologies. It is
important to note that this is process is both time-consuming and error prone.
A solution to this problem would be to consider the DL expressivity of both
ontologies to analyse the impact of each measure on the global similarity value.

3.3 Comments on the OAEI 2009 Test Cases

The advantage of the OAEI test library is that it provides a wide range of tests
covering real word and modied ontologies. For example, the benchmark track
allows anyone to clearly identify the strengths and weaknesses of their systems.
The library also includes test cases for comparing large scale ontologies. However,
the ontologies provided in the anatomy track are not very expressive. As a result,
it is difficult to address the impact of using DL reasoners on large scale ontologies.

4 Conclusion

In this paper, we present the KOSIMap system, which aligns entities from two
ontologies. This system relies on DL reasoning to (i) extract background knowl-
edge about every entity, and (ii) to remove inappropriate correspondences from
an alignment. KOSIMap consists of three main steps; namely Pre-Processing,
Similarity Generation, and Alignment Extraction. It first parses the two on-
tologies, extracts the implicit structure of both ontologies using an OWL DL
reasoner, and applies natural language techniques to lexical descriptions (i.e.
labels). Next, it computes three different types of similarities for every pair of
entities. These similarity values are then combined and stored in a n*m ma-
trix from which a pre-alignment is extracted. This pre-alignment is then passed
through a refinement process, which eliminates inconsistent mappings.

Secondly, we report the results obtained by KOSIMap for its first partic-
ipation to the Ontology Alignment Evaluation Initiative. From the results of
the benchmark test case, we can see that our system can take advantage of
all different features associated with entities during the ontology mapping task.
We have also shown that KOSIMap remains scalable despite using DL reasoning
throughout the mapping process. However, testing on more expressive large-scale
ontologies should be carried to further test this observation.
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Abstract. This paper presents the alignment results of Lily for the ontology 
alignment contest OAEI 2009. Lily is an ontology mapping system, and it has 
four functions: generic ontology matching, large scale ontology matching, 
semantic ontology matching and mapping debugging. In OAEI 2009, Lily 
submited the results for four alignment tasks: benchmark, anatomy, directory 
and conference.  

1  Presentation of the system 

Lily is an ontology mapping system for solving the key issues related to 
heterogeneous ontologies, and it uses hybrid matching strategies to execute the 
ontology matching task. Lily can be used to discovery the mapping for both normal 
ontologies and large scale ontologies. In the past year, we did not improve Lily 
significantly but revised some bugs according to the reports from some users.   

1.1  State, purpose, general statement 

In order to obtain good alignments, the core principle of the matching strategy in Lily 
is utilizing the useful information effectively and rightly. Lily combines several novel 
and efficient matching techniques to find alignments. Currently, Lily realized four 
main functions: (1) Generic Ontology Matching method (GOM) is used for common 
matching tasks with small size ontologies. (2) Large scale Ontology Matching method 
(LOM) is used for the matching tasks with large size ontologies. (3) Semantic 
Ontology Matching method (SOM) is used for discovering the semantic relations 
between ontologies. Lily uses the web knowledge to recognize the semantic relations 
through the search engine. (4) Ontology mapping debugging is used to improve the 
alignment results. 

The matching process mainly contains three steps: (1) In preprocess, Lily parses 
ontologies and prepares the necessary data for the subsequent steps. (2) In computing 
step, Lily uses suitable methods to calculate the similarity between elements from 
different ontologies. (3)In post-process, the alignments are extracted and then refined 
by mapping debugging. The architecture of Lily is shown in Fig. 1.  
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The lasted version of Lily is V2.0. Lily V2.0 provides a friendly graphical user 
interface. Fig.2 shows a snapshot when Lily is running. 

 

 
Fig. 1. The Architecture of Lily 

 

 
Fig. 2. The user interface of Lily 

1.2  Specific techniques used 

Lily aims to provide high quality 1:1 alignments between concept/property pairs. The 
main specific techniques used by Lily are as follows. 

Semantic subgraph An entity in a given ontology has its specific meaning. In our 
ontology mapping view, capturing such meaning is very important to obtain good 
alignment results. Therefore, before similarity computation, Lily first describes the 
meaning for each entity accurately. The solution is inspired by the method proposed 
by Faloutsos et al. for discovering connection subgraphs [1]. It is based on electricity 
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analogues to extract a small subgraph that best captures the connections between two 
nodes of the graph. Ramakrishnan et al. also exploits such idea to find the informative 
connection subgraphs in RDF graph [2]. 

The problem of extracting semantic subgraphs has a few differences from 
Faloutsos’s connection subgraphs. We modified and improved the methods provided 
by the above two work, and proposed a method for building an n-size semantic 
subgraph for a concept or a property in ontology. The subgraphs can give the precise 
descriptions of the meanings of the entities, and we call such subgraphs semantic 
subgraphs. The detail of the semantic subgraph extraction process is reported in our 
other work [3]. 

The significance of semantic subgraphs is that we can build more credible 
matching clues based on them. Therefore it can reduce the negative affection of the 
matching uncertain. 

Generic ontology matching method The similarity computation is based on the 
semantic subgraphs, i.e. all the information used in the similarity computation is come 
from the semantic subgraphs. Lily combines the text matching and structure matching 
techniques [3]. 

Semantic Description Document (SDD) matcher measures the literal similarity 
between ontologies. A semantic description document of a concept contains the 
information about class hierarchies, related properties and instances. A semantic 
description document of a property contains the information about hierarchies, 
domains, ranges, restrictions and related instances. For the descriptions from different 
entities, we calculate the similarities of the corresponding parts. Finally, all separate 
similarities are combined with the experiential weights. For the regular ontologies, the 
SDD matcher can find satisfactory alignments in most cases. 

To solve the matching problem without rich literal information, a similarity 
propagation matcher with strong propagation condition (SSP matcher) is presented, 
and the matching algorithm utilizes the results of literal matching to produce more 
alignments. Compared with other similarity propagation methods such as similarity 
flood [4] and SimRank [5], the advantages of our similarity propagation include 
defining stronger propagation condition, semantic subgraphs-based and with efficient 
and feasible propagation strategies. Using similarity propagation, Lily can find more 
alignments that cannot be found in the text matching process. 

However, the similarity propagation is not always perfect. When more alignments 
are discovered, more incorrect alignments would also be introduced by the similarity 
propagation. So Lily also uses a strategy to determine when to use the similarity 
propagation. 

Large scale ontology matching Large scale ontology matching tasks propose the 
rough time complexity and space complexity for ontology mapping systems. To solve 
this problem, we proposed a novel method [3], which uses the negative anchors and 
positive anchors to predict the pairs can be passed in the later matching computing. 
The method is different from other several large scale ontology matching methods, 
which are all based on ontology segment or modularization. 

Semantic ontology matching Our semantic matching method [6] is base on the 
idea that Web is a large knowledge base, and from which we can gain the semantic 
relations between ontologies through Web search engine. Based on lexico-syntactic 
patterns, this method first obtains a candidate mapping set using search engine. Then 
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the candidate set is refined and corrected with some rules. Finally, ontology mappings 
are chosen from the candidate mapping set automatically. 

Ontology mapping debugging Lily uses a technique called ontology mapping 
debugging to improve the alignment results [7]. During debugging, some types of 
mapping errors, such as redundant and inconsistent mappings, can be detected. Some 
warnings, including imprecise mappings or abnormal mappings, are also locked by 
analyzing the features of mapping result. More importantly, some errors and warnings 
can be repaired automatically or can be presented to users with revising suggestions. 

1.3  Adaptations made for the evaluation 

In OAEI 2009, Lily used GOM matcher to compute the alignments for three tracks 
(benchmark, directory, conference). In order to assure the matching process is fully 
automated, all parameters are configured automatically with a strategy. For the large 
ontology alignment tracks (anatomy), Lily used LOM matcher to discover the 
alignments. Lily can determine which matcher should be chose according to the size 
of ontology. 

1.4  Link to the system and the set of provided alignments 

Lily V2.0 and the alignment results for OAEI 2009 are available at 
http://ontomappinglab.googlepages.com/lily.htm. 

2  Results 

2.1  benchmark 

The benchmark test set can be divided into five groups: 101-104, 201-210, 221-247, 
248-266 and 301-304. 

The following table shows the average performance of each group and the overall 
performance on the benchmark test set. 

Table 1. The performance on the benchmark 

 101-104 201-210 221-247 248-266 301-304 Average H-mean 
Precision 1.00 0.99 0.99 0.94 0.83 0.95 0.97 
Recall 1.00 0.95 1.00 0.76 0.79 0.84 0.88 

2.2  anatomy 

The anatomy track consists of two real large-scale biological ontologies. Lily can 
handle such ontologies smoothly with LOM method. Lily submitted the results for 
three sub-tasks in anatomy. Task#1 means that the matching system has to be applied 
with standard settings to obtain a result that is as good as possible. Task#2 means that 
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the system generates the results with high precision. Task#3 means that the system 
generates the alignment with high recall. 

2.3  directory 

The directory track requires matching two taxonomies describing the web directories. 
Except the class hierarchy, there is no other information in the ontologies. Therefore, 
besides the literal information, Lily also utilizes the hierarchy information to decide 
the alignments.  

2.4  conference 

This task contains 15 real-case ontologies about conference. For a given ontology, we 
compute the alignments with itself, as well as with other ontologies. For we treat the 
equivalent alignment is symmetric, we get 105 alignment files totally. The 
heterogeneous character in this track is various. It is a challenge to generate good 
results for all ontology pairs in this test set. 

3  General comments 

Strengths For normal size ontologies, if they have regular literals or similar 
structures, Lily can achieve satisfactory alignments. 

Weaknesses Lily needs to extract semantic subgraphs for all concepts and 
properties. It is a time-consuming process. Even though we have improved the 
efficiency of the extracting algorithm, it still is the bottleneck for the performance of 
the system. 

4 Conclusion 
We briefly introduce our ontology matching tool Lily. The matching process and the 
special techniques used by Lily are presented. The preliminary alignment results are 
carefully analyzed. Finally, we summarized the strengths and the weaknesses of Lily. 
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Appendix: Raw results  

The final results of benchmark task are as follows. 

Matrix of results  

# Comment Prec. Rec. # Comment Prec. Rec. 
101 Reference alignment 1.00 1.00 251  0.96  0.76  
103 Language generalization 1.00 1.00 251-2  0.99  0.96  
104 Language restriction 1.00 1.00 251-4  0.99  0.90  
201 No names 1.00 1.00 251-6  0.96  0.84  
201-2  1.00 1.00 251-8  0.99  0.83  
201-4  1.00 1.00 252  0.95  0.77  
201-6  1.00 1.00 252-2  0.98  0.94  
201-8  1.00 1.00 252-4  0.98  0.94  
202 No names, no comment 1.00 0.84 252-6  0.98  0.94  
202-2  1.00 0.95 252-8  0.97  0.93  
202-4  1.00 0.92 253  0.85  0.62  
202-6  0.98 0.88 253-2  1.00  0.93  
202-8  0.98 0.84 253-4  1.00  0.91  
203 Misspelling 1.00 0.98 253-6  0.94  0.82  
204 Naming conventions 1.00 1.00 253-8  0.98  0.82  
205 Synonyms 1.00 0.99 254  1.00  0.27  
206 Translation 1.00 0.99 254-2  1.00  0.82  
207  1.00 0.99 254-4  1.00  0.70  
208  1.00 0.98 254-6  1.00  0.61  
209  0.97 0.87 254-8  1.00  0.42  
210  1.00 0.88 257  1.00  0.12  
221 No hierarchy 1.00 1.00 257-2  1.00  0.97  
222 Flattened hierarchy 1.00 1.00 257-4  1.00  0.94  
223 Expanded hierarchy 0.98 0.97 257-6  0.87  0.82  
224 No instances 1.00 1.00 257-8  0.85  0.67  
225 No restrictions 1.00 1.00 258  0.76  0.56  
228 No properties 1.00 1.00 258-2  0.99  0.96  
230 Flattening entities 0.94 1.00 258-4  0.96  0.88  
231 Multiplying entities 1.00 1.00 258-6  0.95  0.83  
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232 
No hierarchy no 
instance 1.00 1.00 258-8 

 
0.94  0.80  

233 
No hierarchy no 
property 1.00 1.00 259 

 
0.91  0.73  

236 
No instance no 
property 1.00 1.00 259-2 

 
0.97  0.94  

237  1.00 1.00 259-4  0.97  0.94  
238  0.98 0.98 259-6  0.96  0.93  
239  0.97 1.00 259-8  0.97  0.94  
240  0.97 1.00 260  0.94  0.55  
241  1.00 1.00 260-2  0.93  0.93  
246  0.97 1.00 260-4  0.90  0.93  
247  0.94 0.97 260-6  0.93  0.86  
248  1.00 0.81 260-8  0.95  0.69  
248-2  1.00 0.95 261  0.61  0.33  
248-4  1.00 0.92 261-2  0.88  0.91  
248-6  1.00 0.88 261-4  0.88  0.91  
248-8  1.00 0.87 261-6  0.88  0.91  
249  0.76 0.73 261-8  0.88  0.91  
249-2  1.00 0.97 262  NaN 0.00  
249-4  0.98 0.91 262-2  1.00  0.76  
249-6  0.98 0.87 262-4  1.00  0.61  
249-8  0.95 0.82 262-6  1.00  0.42  
250  1.00 0.55 262-8  1.00  0.21  
250-2  1.00 1.00 265  0.80  0.14  
250-4  1.00 1.00 266  0.50  0.09  
250-6  1.00 1.00 301 BibTeX/MIT 0.87  0.81  
250-8  0.90 0.79 302 BibTeX/UMBC 0.84  0.65  
    303 Karlsruhe 0.63  0.75  
    304 INRIA 0.96  0.96  
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Abstract. This paper presents and discusses the results of the latest develop-
ments of the MapPSO system, which is an ontology alignment approach that is
based on discrete particle swarm optimisation. Firstly it is recalled, how the al-
gorithm approaches the ontology matching task as an optimisation problem, and
how the specific technique of particle swarm optimisation isapplied. Secondly,
the results are discussed, which were achieved for the Benchmark data set of the
2009 Ontology Alignment Evaluation Initiative.

1 Presentation of the system

With last year’s OAEI campaign the MapPSO system (OntologyMapping byParticle
SwarmOptimisation) has been introduced [1] as a novel research prototype, which is
expected to become a highly scalable, massively parallel tool for ontology alignment.
In the following subsection the basic idea of this approach will be sketched.

1.1 State, purpose, general statement

The MapPSO algorithm is being developed for the purpose of aligning large ontologies.
It is motivated by the observation that ontologies and schema information such as the-
sauri or dictionaries are not only getting numerous on the web, but also are becoming
increasingly large in terms of the number of classes/concepts and properties/relations.
This development raises the need for highly scalable tools to provide interoperability
and integration of various heterogeneous sources. On the other hand the emergence of
parallel architectures provide the basis for highly parallel and thus scalable algorithms
which need to be adapted to these architectures.

The presented MapPSO method regards the ontology alignmentproblem as an opti-
misation problem which allows for the adaptation of a discrete variant of particle swarm
optimisation [2, 3], a population based optimisation paradigm inspired by social inter-
action between swarming animals. Particularly the population based structure of this
method provides high scalability on parallel systems. Particle swarm optimisation fur-
thermore belongs to the group of anytime algorithms, which allow for interruption at
any time and will provide the best answer being available at that time. Particularly this
property might be interesting when an alignment problem is subject to certain time
constraints.
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Compared to the first version of the system that participatedin last year’s OAEI
campaign, some adaptation have been made with particular respect to the base match-
ers used. More precisely, the existing base matchers have been improved, and new base
matchers have been applied, in order to improve the quality of the alignments discov-
ered by MapPSO. Section 2 shows the improvements compared toOAEI 2008.

1.2 Specific techniques used

MapPSO utilises a discrete particle swarm optimisation (DPSO) algorithm, based in
parts on the DPSO developed by Correaet al. [2, 3], to tackle the ontology matching
problem as an optimisation problem. The core element of thisoptimisation problem
is the objective function which supplies a fitness value for each candidate alignment.
To find solutions for the optimisation problem, MapPSO simulates a set of particles
whereby each particle is a candidate alignment comprising aset of initially random
mappings. (Currently only 1:1 alignments are supported.) Each of these particles main-
tains a memory of previously found good mappings (personal best) and the swarm
maintains a collective memory of the best known alignment sofar (global best). In each
iteration, particles are updated by changing their sets of correspondences in a guided
random manner. Correspondences which are also present in the global best set and per-
sonal best set are more likely to be kept, as are those with a very good evaluation. Worst
Correspondences are more likely to be removed and replaced with other correspon-
dences which are random recommended from best alignment(personal best andglobal
best) and random created according to left available entities. Each candidate alignment
of two ontologies is scored based on the sum of quality measures of the single corre-
spondences. The currently best alignment is the one with thebest known fitness rating
according to these criteria. According to this revisit of the ontology matching problem,
a particle swarm can be applied to search for the optimal alignment.

For each correspondence the quality score is calculated based on an aggregation of
scores from a configurable set of base matchers. Each base matcher provides a distance
measure for each correspondence. Currently the following base matchers are used:

– SMOA string distance [4] for entity names
– SMOA string distance for entity labels
– WordNet distance for entity names
– WordNet distance for entity labels
– Vector space similarity [5] for entity comments
– Hierarchy distance to propagate similarity of super/subclasses and super/subproperties
– Structural similarity of classes derived from properties that have them as domain or

range classes
– Structural similarity of properties derived from their domain and range classes
– Similarity of classes derived from individuals that are instances of them
– Similarity of properties derived from individuals that aresubjects or objects of them
– Similarity of individuals derived from property assertions, in particular the follow-

ing:
• values of data properties, the resp. individual is assertedto
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• object (individuals) of object properties, the resp. individual is asserted to as
subject

• subject (individuals) of object properties, the resp. individual is asserted to as
object

For each correspondence the available base distances are aggregated by applying
a weighted average operator. Hereby a fixed weight is assigned to each base distance.
However, the weight configuration is automatically adjusted before the alignment pro-
cess, according to the ontology characteristics. By this analysis those characteristics
are determined that are most promising for detecting similarities. The evaluation of the
overall alignment of each particle is computed by aggregating all its correspondence
distances. In the current implementation each particle runs in a separate thread and all
fitness calculations and particle updates are performed in parallel. The only sequential
portion on the algorithm is the synchronisation after each iteration to acquire the fitness
value from each particle and determine the currently globalbest alignment.

1.3 Adaptations made for the evaluation

Since MapPSO is an early prototype, the OAEI Benchmark test data is used during the
development process. No specific adaptations have been made.

1.4 Link to the system and parameters file

The release of MapPSO (MapPSO.jar) and the parameter fileparams.xml used for
OAEI 2009 are located athttps://sourceforge.net/projects/mappso/
files/ in the folderoaei2009.

1.5 Link to the set of provided alignments (in align format)

The alignments of the OAEI 2009 benchmark data set as provided by MapPSO are lo-
cated in the filealignments.zip athttps://sourceforge.net/projects/
mappso/files/.

2 Results

The MapPSO system participated only in the benchmarks trackthis year.
The algorithm is highly adjustable via its parameter file andcan be tuned to perform

well on specific problems, as well as to perform well for precision or recall. To obtain
the results presented in Tab. 1 a compromised parameter configuration was used.

2.1 benchmark

The Benchmark test case is designed to provide a number of data sets systematically
revealing strengths and weaknesses of the matching algorithm. In the case of MapPSO
the experiences were as follows.
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Note, that in the results where computed without consultingWordNet in order to
improve run-time performance.

For tests101–104MapPSO achieves precision and recall values of 100 %. Since the
ontologies in those tests have complete information, whichcan used for alignment. The
results have slightly improved compared to the results from2008.

As for tests201–210results are slightly worse than for tests 101–104, since by
each test, one or more types of linguistic information are lost, so the system has to
rely on other information and on different base matchers resp. in order to determine the
similarity of entities. The quality of the alignment decreases with the number of features
that provide linguistic features to exploit. In particularfor test 202, all names, labels and
comments are unavailable, the system achieves about 63 % precision and recall by using
solely structural and semantic information. However, withnewly added base matchers
which respect ABox information in ontologies, the results for tests 201-210 are much
improved as last year.

In tests221–247, where the structure of the ontologies varies, the results are similar
to the 10x tests. Since the linguistic features can be used byMapPSO, which is still the
main focus of the current implementation of MapPSO.

The tests248–266combine linguistic and structural problems. As the resultsshow,
the quality of the alignments is decreasing with the decreasing number of features avail-
able in the ontologies. The results of some tests are slightly worse as 2008, for instance
249-2. The reason is possibly the using of weighted average operator instead of ordered
weighted average operator and deactivating WordNet distance.

For the real-world tests301–304, no uniform results can be derived as the algo-
rithm’s precision and recall values vary between 0 and 60 %.

All together, results of our system MapPSO in 2009 is significantly improved com-
pared to the previous version in 2008, but since the test is run without WordNet there
are some tests with worse results.

3 General comments

In the following we will provide a few statements on our experiences from partici-
pating in the OAEI 2008 competition and briefly discuss future work on the MapPSO
algorithm.

3.1 Comments on the results

Firstly it shall be noted that MapPSO is a non-deterministicmethod and therefore on
a set of independent runs the quality of the results and the number of mappings in the
alignments will be subject to slight fluctuations.

3.2 Discussions on the way to improve the proposed system

With the latest version of MapPSO several new base matchers have been applied in
the system, which significantly improved the quality of the results. In particular, the
system makes use oflexical, linguistic, structural, and to a certain extentsemantic
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Table 1.Results of MapPSO in the OAEI 2009 benchmark data set.

Test NamePrecisionRecall Test NamePrecisionRecall Test NamePrecisionRecall
101 1 1 246 0.97 1 257 0.24 0.24
103 1 1 247 0.85 0.88 257-2 0.88 0.88
104 1 1 248 0.61 0.61 257-4 0.94 0.94
201 1 1 248-2 0.61 0.61 257-6 0.61 0.61
201-2 1 1 248-4 0.58 0.58 257-8 0.52 0.52
201-4 0.98 0.98 248-6 0.58 0.58 258 0.1 0.1
201-6 1 1 248-8 0.58 0.58 258-2 0.28 0.28
201-8 1 1 249 0.04 0.04 258-4 0.17 0.17
202 0.64 0.64 249-2 0.3 0.3 258-6 0.07 0.08
202-2 0.94 0.94 249-4 0.23 0.23 258-8 0.12 0.12
202-4 0.7 0.7 249-6 0.12 0.12 259 0.04 0.04
202-6 0.86 0.86 249-8 0.1 0.1 259-2 0.23 0.23
202-8 0.69 0.69 250 0.39 0.39 259-4 0.22 0.22
203 1 1 250-2 1 1 259-6 0.23 0.23
204 1 1 250-4 0.79 0.79 259-8 0.21 0.21
205 1 0.99 250-6 0.55 0.55 260 0.13 0.14
206 1 0.99 250-8 0.48 0.48 260-2 0.77 0.79
207 1 0.99 251 0.58 0.58 260-4 0.6 0.62
208 0.97 0.97 251-2 0.87 0.87 260-6 0.37 0.38
209 0.68 0.67 251-4 0.72 0.72 260-8 0.33 0.34
210 0.7 0.7 251-6 0.58 0.58 261 0.12 0.12
221 1 1 251-8 0.57 0.57 261-2 0.47 0.48
222 1 1 252 0.45 0.45 261-4 0.59 0.61
223 0.97 0.97 252-2 0.77 0.77 261-6 0.53 0.55
224 1 1 252-4 0.76 0.76 261-8 0.5 0.52
225 1 1 252-6 0.77 0.77 262 0.06 0.06
228 1 1 252-8 0.84 0.84 262-2 0.76 0.76
230 0.91 0.93 253 0.06 0.06 262-4 0.58 0.58
231 1 1 253-2 0.18 0.18 262-6 0.45 0.45
232 1 1 253-4 0.06 0.06 262-8 0.27 0.27
233 1 1 253-6 0.03 0.03 265 0.1 0.1
236 1 1 253-8 0.09 0.09 266 0.06 0.06
237 0.99 1 254 0.18 0.18 301 0.47 0.44
238 0.96 0.96 254-2 0.7 0.7 302 NaN 0
239 0.97 1 254-4 0.48 0.48 303 NaN 0
240 0.82 0.85 254-6 0.3 0.3 304 0.59 0.53
241 1 1 254-8 0.12 0.12
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Fig. 1. Results of MapPSO in the OAEI 2009 benchmark data set.
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information present in the ontologies. With respect to the quality improvement, it is
planned to further investigate in the detailed implementation of these base matchers. In
particular, there are plans to incorporate implicit knowledge inferred by a reasoner, as
well as more sophisticated graph similarity measures. It isalso necessary to review the
similarity aggregation for each correspondence in order tobetter respect the different
characteristics of different ontologies by weighting themdifferently.

There are further plans to deploy the system on a larger computing platform, such
as a cloud infrastructure in order to utilise the full potential of the parallel nature of the
system. This will be a small step with large impact, as it enables the tool to process
large ontologies in reasonable time.

4 Conclusion

The results of the MapPSO system in the benchmark dataset of the OAEI 2009 have
been presented. Compared to last year, the system has been extended mainly in terms
of additional and refined base matchers, as proposed in the future plans section of last
year’s contribution [1]. This development resulted in a significant improvement of the
alignment results. Future developments will focus on the scalability of the system by
enabling the full potential of the parallel nature of the algorithm.
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Abstract. To investigate the problem of entity recognition, we deal with the
creation of the so-called Entity Name System (ENS) which is an open, public
back-bone infrastructure for the (Semantic) Web that enables the creation and
systematic re-use of unique identifiers for entities. The ENS can be seen as a
very large, distributed “phonebook for everything”, and ENS identifiers might be
considered as a “phone number” of entities. Entity descriptions are based on free-
form key/value “tagging” rather than on some precise formalism. However, such
a genericity has its shortcomings: the ENS can never know what type of entity it
is dealing with. We tackle this problem in a novel approach for entity matching
that is called Feature Based Entity Matching (FBEM). In the current paper, we
report an evaluation of FBEM on datasets provided by the OAEI committee for
the instance matching contest.

1 Presentation of the system

With the growth and development of Semantic Web, the latter became like a collection
of “information islands” which are poorly integrated to each other. The problem of
information integration in Semantic Web is two-fold:

1. heterogeneity of vocabulary: the same concept can be referred via different URIs,
and therefore may be considered to be as different concepts in different vocabular-
ies;

2. entity recognition: the same real word object can be referred via different URIs in
different repositories, and therefore may not be recognized as the same object.

While the first issue is widely recognized and investigated [4], the second one was
largely neglected, although it received a lot of attention under the heading of record
linkage, data deduplication, entity resolution, etc [1].

To investigate the problem of entity recognition, EU-funded OKKAM project1

deals with the creation of the so-called Entity Name System (ENS) [3].

1 http://www.okkam.org
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1.1 State, purpose, general statement

In this section, we introduce the ENS and describe our interest in instance matching
part of OAEI 2009.

Entity Name System (ENS) [3] is an open, public back-bone infrastructure for the
(Semantic) Web that enables the creation and systematic re-use of unique identifiers
for entities. It is implemented as a large-scale infrastructural component with a set of
services needed for describing entities, and assigning identifiers to them.

Figuratively, the ENS can be seen as a very large, distributed “phonebook for ev-
erything”, and ENS identifiers might be considered as a “phone number” of entities.
This leads to a more efficient information integration, and thus a real global knowledge
space, without the need for ex-post deduplication or entity consolidation.

In the ENS, we do not impose or enforce the usage of any kind of schema or strong
typing for the description of different types of entities. Instead, entity descriptions are
free-form and are based on key/value “tagging”. In such a way, we support a complete
genericity, without the need for any formalism or any abstract top-level categorizations.
Taking into account the aforementioned peculiarities of the ENS, our restriction to the
instance matching part of OAEI 2009 becomes evident.

Obviously, our model of such a generic entity description has its shortcomings:
the ENS can never know what type of entity it is dealing with, and how the entity
is described, due to an absence of a formal model. This becomes very relevant when
searching for an entity, a process that we call entity matching. To address this problem,
we rely on recent work [2] that has been performed with the goal to find out in an
experimental setting how people actually describe (identify) entities. Based on these
findings, we propose a novel approach for entity matching.

The approach takes into account not only the similarity of entity features (keys
and values), but also the circumstance that certain features are more meaningful for
identifying an entity than others. We call this approach as Feature Based Entity Model
(FBEM) and we explain it in the next section.

1.2 Specific techniques used

We consider both a reference (matching) entityQ and candidate (matched) entityE as
a setF of featuresf :

F = {f}; f =< n, v >;

where each featuref is a pair of namen and valuev. We do not require neither name
nor value to share a vocabulary or schema, or even a natural language, i.e., they are
independent in content and size.

We enumerate all features of any particular entity with integer values and denote as
fQ

i , fE
j theith andjth features of entitiesQ andE respectively.

We define the following functions:

n(fi): returns thenamepart of a feature of an entity;
v(fi): returns thevaluepart.
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Now, we definefi,jsim(fQ, fE), a function that computes the similarity of two
featuresfQ

i , fE
j as follows:

fi,jsim(fQ, fE) =def

sim
�
fQ

i , fE
j

�
∗

8
>>>>>><
>>>>>>:

2 ∗ λ ∗ µ, for name(n(fQ
i )), name(n(fE

j )), id(fQ
i , fE

j );

2 ∗ µ, for name(n(fQ
i )), name(n(fE

j ));

λ ∗ µ, for name(n(fE
j )), id(fQ

i , fE
j );

µ, for name(n(fE
j ));

1, otherwise.

(1)

Equation 1 relies on the following functions and parameters:

sim(x, y) : a suitable string similarity measure betweenx andy.
name(x) : a boolean function indicating whether the featurex denotes one of the pos-

sible names of the entity;
id(x, y) : the identity function, returning true if value parts ofx andy are identical;
µ : the factor to which a name feature is considered more important than a non-name

feature;
λ : the extra-factor attributed to the the presence of the value identityid(x, y).

In our implementation, we selected Levenstein metric as a similarity measure (sim-
function), and bothλ andµ equal to 2. The latter can be interpreted as “the occurrence
of a fact is as twice as important than its absence”.

We have also implemented a vocabulary, small enough to be maintained in a run-
time memory, that is used to detect the cases where entity feature name is actually a
“name” of the entity, e.g., “name”, “label”, “title”, “denomination”, “moniker”.

At this point, we are able to establish the similarity between individual features. To
compute the complete feature-based entity similarity, which finally expresses to which
extendE is similar toQ, we proceed as follows.

Letmaxv(V ) be a function that computes the maximum value in a vector2. We then
span the matrix M of feature similarities between Q and E, defined as

M := (fsim (Q,E))|Q|×|E| → Q ≥ 0

with fsim as defined above, and|Q|, |E| being the number of elements of the vectors
Q and E, respectively.

The feature-based entity similarity scorefs is defined as the sum of all themaximum
similar feature combinations betweenQ andE:

fs (Q,E) =
|Q|∑

i=1

maxv(Mi) (2)

2 Trivially defined asmaxv (V ) = max
|V |
i=1 (Vi), with |V | being the number of elements ofV .
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So far, we provided a method to calculatefs-similarity that may belong to a wide
range of values from zero to infinity [5]. This complicates an evaluation of actual sim-
ilarity of entities. For example, iffs = 7 it might stand for identical entities in one
dataset and completely different entities in the other one.

To resolve this problem, we normalizefs values as follows. Taking into account
that Mi is a weighted value, we use a dot-notation to denote its weightw asMi.w.
Then the final formula ofnormalizedsimilarity has the following form:

esim(Q,E) =
fs(Q,E)∑|Q|

i=1 maxv(Mi).w
(3)

In the last formula, we simply divided a sum of weighted values on a sum of cor-
responding weights. This allows us to normalize similarity score within the range of
[sim(x, y)min, sim(x, y)max], e.g.,[0, 1] if similarity metric return the values in this
range, which is true for Levenstein similarity.

1.3 Adaptations made for the evaluation

We parsed all provided rdf-files into a Jena-model3 stored as a persistent SDB4 with
an underlying MySQL database5. To adapt our FBEM-model to the required output
in the alignment format6, we wrote a simple iterator over SDB-instances related to
reference entitiesQ and to candidate entitiesE, i.e., we matched eachQ against each
E, where bothQ andE were preliminarily converted to the ENS entity format.

For the reason of a better time-performance, we implemented a “typed” matching,
i.e., Q and E should have been of the same entity type (e.g., people were matched
against people, documents against documents). The types were easy to extract from the
attribute “type” available in most benchmarks. We also implemented a “brute-force”
matching, i.e. any-to-any, which did not consider any type features, to match those
benchmarks where typing was not provided or was difficult to reason.

For eachQ, we maintained a vector ofE ranked w.r.t. a similarity valueesim(Q, E).
The length of vector was limited to 50 elements due to time- and memory- performance
reasons.

In the alignment file, we output only those elements of vector ofEs that had a simi-
larity value greater than or equal to a certain threshold. The threshold was selected em-
pirically for each particular benchmark. More precisely, we run experiments for thresh-
olds from the set{0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95} and then selected that
thresholds that gave us the most acceptable values of precision/recall from the view-
point of the ENS methodology. Namely, we were eager to maintain as high precision as
possible with any non-zero recall.

The reason for selecting precision of the ENS performance was the following: we
assume that the ENS user, while querying the ENS repository, expects few answers in

3 http://jena.sourceforge.net/
4 http://jena.sourceforge.net/SDB/
5 http://mysql.com
6 http://alignapi.gforge.inria.fr/format.html
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the result set. However, these answers should be the most relevant to the user query. In
other words, for the ENS it’s better to answer with some highly precise entities rather
than with a lot of somehow likely similar entities.

Precise threshold values we used to run FBEM-matching over each particular bench-
mark will be indicated in Sec. 2.

1.4 Link to the system and parameters file

http://www.dit.unitn.it/˜rassadko/OAEI2009/okkamsystem.zip

1.5 Link to the set of provided alignments (in align format)

http://www.dit.unitn.it/˜rassadko/OAEI2009/okkamalignment.
zip

2 Results

Due to peculiarities of the ENS described in Sec. 1.1, we have restricted ourselves only
to instance matching benchmarks.

2.1 A-R-S

The benchmark contains includes three datasets describimg instances from the domain
of scientific publications:

– eprints - this dataset contains papers produced within the AKT research project and
extracted using an HTML-wrapper from the source web-site;

– rexa - this dataset was extracted from the search results of the search server;
– SWETO-DBLP - a version of the DBLP dataset.

For A-R-S benchmark we applied a “typed” version (see Sec. 1.3) of FBEM-matching
because all three datasets contained information about authors (typed withfoaf names-
pace7) and their scientific publication (typed withopusnamespace8).

We run our experiment with threshold 0.80. The result of our experiments are pre-
sented in Table 1.

In Sec. 1.3, we explained that we are interested in high precision with any non-
zero recall. As Table 1 shows, we gained our objective. With a less tight threshold, it is
possible to slightly sacrifice a precision for a better recall.

2.2 T-S-D

For this dataset we do not have results. First of all, typing of each particular data source
was different from the others. This required reasoning over ontologies which were pro-
vided with datasets. Since our system does not support any kind of ontology reasoning,
one might have made an attempt to run a “brute-force” matching, i.e., any-to-any. Un-
fortunately, due to a large size of data, we were unable to finish the match run timely.

7 http://xmlns.com/foaf/0.1/
8 http://lsdis.cs.uga.edu/projects/semdis/opus
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Table 1.A-R-S results

Test PrecisionRecallF-measureFallout
eprints-rexa 0.94 0.10 0.18 0.06
eprints-dblp 0.98 0.16 0.28 0.02
rexa-dblp 1.00 0.12 0.22 0.00

2.3 IIMB

IIMB benchmark is generated from a dataset provided by OKKAM. We run our exper-
iment with threshold 0.95. Our results are shown in Table 2.

Table 2. IIMB results

Test 001 002 003 004 005 006 007 008 009 010
Precision 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.95 0.92
Recall 1.00 1.00 1.00 1.00 0.99 0.98 0.98 0.96 0.85 0.52
F-measure 0.98 0.98 0.98 0.98 0.97 0.97 0.97 0.96 0.90 0.66

Test 011 012 013 014 015 016 017 018 019
Precision 0.88 0.94 0.92 0.00 0.91 0.86 0.72 0.82 0.71
Recall 0.43 0.98 0.71 0.00 0.96 0.74 0.30 0.38 0.15
F-measure 0.58 0.96 0.80 NaN 0.93 0.79 0.43 0.52 0.25

Test 020 021 022 023 024 025 026 027 028 029
Precision 0.78 0.47 0.15 0.08 0.09 0.05 0.09 0.05 0.89 0.00
Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 NaN
F-measure 0.88 0.64 0.25 0.15 0.17 0.10 0.16 0.10 0.94 NaN

Test 030 031 032 033 034 035 036 037
Precision 0.28 0.80 0.09 0.08 0.10 0.00 0.11 0.00
Recall 0.04 0.25 1.00 0.99 1.00 0.00 0.98 0.00
F-measure 0.06 0.38 0.16 0.15 0.19 NaN 0.19 NaN

Below, we provide our comments to the results presented in Table 2:

001 Contains an identical copy of the original ABox with the instance IDs randomly
changed. And for this test, we performed well with pretty high precision.

002-010 Value transformations (i.e., typographical errors simulation). ENS user is not
assumed to enter extremely misspelled queries. Therefore, we may conclude that
our performance is appropriate. Although the recall dropped down at experiment
010, ENS user would still received highly relevant result set.

011-019 Structural transformations (i.e., deletion of one or more values, transforma-
tion of datatype properties into object properties, separation of a single property
into more properties). From ENS viewpoint it might be seen as if the user query
contained permutated feature names and feature values. For these test cases, we
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have medium performance: with the precision around 0.70-0.90, the recall varies
from 0.15 to 0.98. We believe, that these results are still acceptable for the ENS
user.

020-029 Logical transformations (i.e., instantiation of identical individuals into differ-
ent subclasses of the same class, instantiation of identical individuals into disjoint
classes, instantiation of identical individuals into different classes of an explicitly
declared class hierarchy). These cases are impossible for ENS because ENS does
not have any schema or ontology. Yet having conducted a “brute-force” (non-typed)
matching of each entityQ against each entityE, we could still provide the ENS
user with some information.

030-037 Several combinations of the previous transformations. For these test cases, we
have an uneven performance which is expected.

3 General comments

3.1 Comments on the results

We mainly commented our results in Sec. 2. In general, we believe that FBEM performs
well for the purposes of the ENS. Namely, we are able to answer user queries with a
high precision. And this is a strength of our approach. As the weakness, we have to
admit that recall values are not so much satisfactory. And in the next section, we will
discuss the ways to deal with this problem.

3.2 Discussions on the way to improve the proposed system

We need to experiment with other similarity metricssim(x, y) since Levenstein metrics
deals badly with the permutated words, e.g., “Stephen Potter” and “Potter, Stephen”.
This can lead to a low recall as in our results for A-R-S benchmark.

Basic structural analysis is also planned to be introduced. For example, one entity
Q may have attributes “first name” and “given name” while entityE can contain only
“name” (i.e. both first and give name together). We believe that elements of structural
analysis will help us improve both precision and recall for the cases like in tests 20-29
for IIMB benchmark.

We are currently working on a more extended version of FBEM-model which con-
centrates not only on names of entities, but also on other features that might identify
entity. For example, a feature “isbn” uniquely identifies book, “e-mail” likely identifies
a person etc. We will rely on the empirical study [2] which we mentioned above.

Finally, we did not expect the datasets larger than 1Gb. However, this forced us to
include in our future research also a loaded bulk-matching, e.g., 1Gb dataset against
1Gb dataset.

3.3 Comments on the OAEI 2009 procedure

We are satisfied with the OAEI 2009 procedure.
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3.4 Comments on the OAEI 2009 test cases

As we said above, the test cases turned to be unfeasible for our matching procedure.

3.5 Comments on the OAEI 2009 measures

We are satisfied with the OAEI 2009 measures.

3.6 Proposed new measures

No proposals.

4 Conclusion

In the current paper, we proposed an evaluation of a novel approach for entity matching
that is called Feature Based Entity Matching (FBEM) over datasets provided by the
OAEI committee for the instance matching contest.

Since FBEM could be a candidate to a set of matching modules of the ENS, we were
eager to maintain as high precision as possible with any non-zero recall. In general, we
gained our objective. Namely, we perform well in the cases where there is no need in
ontology reasoning or structural analysis.

We are satisfied with our results. However, there are several directions (see Sec. 3.2)
to improve the performance of FBEM from the viewpoint of both precision and recall
values.

Acknowledgments.This paper has been supported by the FP7 EU Large-scale Inte-
grating Project OKKAM “Enabling a Web of Entities” (contract no. ICT-215032). For
more details, visithttp://fp7.okkam.org .
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Abstract. In this report, we give a brief explanation of how RiMOM obtains the
results at OAEI 2009 Campaign, especially in the new Instance Matching track.
At first, we show the basic alignment process of RiMOM and different alignment
strategies in RiMOM. Then we give new features in instance matching compared
with traditional ontology matching (schema matching) and introduce the specific
techniques we used for the 3 different subtracks of Instance Matching Track. At
last we give some comments on our results and discuss some future work about
RiMOM.

1 Presentation of the system

Ontology matching is the key technology to reach interoperability over ontologies. In
recent years, much research work has been conducted for finding the alignment of on-
tologies[1]. Many automatic matching algorithms achieves good results in real world
data. With the development of Linked Data[2], huge amount of semantic data are avail-
able through the web. Thus instance matching, a special branch of ontology matching,
draws lots of research interest recent years.

RiMOM is a multiple strategy dynamic ontology matching system implemented in
Java [3]. In RiMOM, we implement several different matching strategies. Each strategy
is defined based on one kind of ontological information. Moreover, we investigate the
differences between the strategies and compare the performances of different strategies
on different matching tasks. We propose a mechanism in RiMOM to choose appropriate
strategies (or strategy combination) according to the features and the information of the
ontologies. RiMOM can deal with unbalanced ontology matching [4]. We also try to
bring user interaction into RIMOM [5]. This year We modified the RiMOM system to
make it with better support for instance matching.

1.1 State, purpose, general statement

RiMOM is a framework for ontology matching. Different kinds of alignment strategies
can be added into RiMOM. Based on the features of the input ontology and the de-
fined rules, appropriate strategies are chosen to apply for the matching task. The basic
matching process of RiMOM is shown in figure 1.

There are six major steps in a general alignment process of RiMOM.

– Ontology Preprocessing and Feature Factors Estimation. The input ontologies are
loaded into the memory and the ontology graph is constructed. Some redundant or
useless information are removed. Then the three ontology feature factors used in
strategy selection are estimated.
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Fig. 1. The Alignment Process of RiMOM

– Strategy Selection. The basic idea of strategy selection is that if two ontologies have
some same feature, then strategies based on these feature information are employed
with high weight; and if some feature factors are two low, then these strategies may
be not employed. For example, the string based strategy will be used when the label
Similarity factor is high while the WordNet [6] based stratey will not be used when
the label meaningful factor is low.

– Single strategy execution. We get the selected strategies to find the alignment inde-
pendently. Each strategy outputs an alignment result.

– Alignment combination. In this phase RiMOM combines the alignment results
obtained by the selected strategies. The combination is conducted by a linear-
interpolation method.

– Similarity propagation(Optional). If the two ontologies have high structure simi-
larity factor, RiMOM employs a similarity propagation process to refine the found
alignment and to find new alignment according to the structural information.

– Alignment refinement. It refines the alignment results from the previous steps. We
defined several heuristic rules to remove the ”unreliable” alignments.

1.2 Specific techniques used

This year we participate four tracks of the campaign: Benchmark, Anatomy, Oriented
Matching and Instance Matching. The Benchmark and Anatomy dataset is almost the
same as last year. The Oriented Matching dataset is very similar to the Benchmark one.
We focused on the new and challenging Instance Matching Track.

Benchmark and Anatomy Track The strategy we use for Benchmark and Anatomy
track is almost the same for OAEI 2008, more detailed explanation of the strategies
used could be found in [7] [8].
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Oriented Matching Track The dataset of oriented matching track is derived from
the benchmark dataset. Naturally, we combined the methods we use in the benchmark
track and the sub relation in the ontology graph. Since RiMOM’s performance for the
Benchmark Track is fairly good, the result shows that the combination also works for
the Oriented Matching Track. This technique is also applied for the schema matching
phase of the Instance Matching Track.

Instance Matching Track The Instance Matching Track is introduced into the cam-
paign this year. The traditional ontology matching focus on the schema matching and
the ontology may contain no individual. If there are small amount of individuals, the
alignment of individuals are usually used to enhance the alignment of concepts and
properties. Previous OAEI campaigns also evaluated the performance of Matching Sys-
tems according to the schema matching results. By analyzing the datasets, we found
some differences between the traditional ontology matching and instance matching. We
summarize the differences as following:

– Ontology is used as a formal, explicit specification of a shared conceptualization[9].
It defines the concepts of the domain and the relation between the concepts. That
is to say, it describe the domain in the concept layer. However, the instance is the
instantiation of the ontology, it is composed of concrete values of the domain, and
has rich practical semantic information. As we observe, some attribute values may
clearly different from others. How to find the key attributes and key values of in-
stances to facilitate the process of ontology matching is a very challenging issue.

– The ontology can be viewed as a whole ontology graph and some graph based al-
gorithms are employed in ontology matching. However, a concept may have lots of
instances and all the instances are with almost the same structure. The graph algo-
rithm with the whole ontology graph is not suitable for the instance matching task.
For a given instance, some other instances related to it may contain information
about it through object properties. Moreover, the information in the instance may
be not symmetric as in the ontology. For instance, an instance A of the “Author”
concept is “list author in” an instance B of the “Scientific Publication” concept.
However, the statement is only written in B’s description. How to find the complete
information of a given instance is also very important.

– The scale of instance matching is usually much more larger than ontology match-
ing. The sweto data and the dbpedia data file both contain more than 800,000 in-
stances which seems impossible in ontology matching. As a result, the efficiency
of the instance matching strategies becomes a major concern. Some complicate
algorithm can not be employed.

– The schema ontology for most instance files are available. So the result of ontology
matching is a very good background knowledge for instance matching. Instinc-
tively, the instance pair of not matched concept pair have no chance to be matched.
So with the ontology alignment, the number of instance matching candidates can
be pruned greatly. However, sometimes the ontology itself is not very well defined.
For example, The DBpedia ontology does not cover all the instances in the instance
file, so the ontology itself should be enriched with instance type information.
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With regard to the different characteristics of the three different subtracks of In-
stance Matching (We do not take part in the vlcr subtrack), we employ some different
strategies to solve the three tasks.

The A-R-S benchmark includes three datasets containing instances from the domain
of scientific publications. The three data file are quite different in size, especially the
DBLP file is really large. So we use some light-weight method in this subtrack. On the
other hand, all the three data files are mainly in the scientific publication domain. At
first, we choose some data-type properties as the key attributes carefully. These proper-
ties are of two types. The first type is the “sufficient” property group: if the values of the
properties between two instances are matched respectively, the two instances are con-
sidered as matched. The second type is the “necessary” property group: if two instances
are marked as matched, the corresponding values should be matched. The “sufficeint”
properties, such as ffoaf:nameg are employed in a edit-distance strategy to find the ini-
tial alignment. The “necessary” properties, such as the opus:year, are employed to refine
the initial alignment. In the second step, a structure based matching method is used to
propagate the similarities among the instances according to the object properties. For
example, we can refine the “person” matches with the “document” alignments in terms
of the fopus:authorg property.

Compared with the A-R-S benchmark which is restricted to the scientific publica-
tion domain, the T-S-D benchmark covers much more wider domains. The DBpedia
data is encyclopedia-like knowledge base. This makes it difficult to find particular at-
tributes and values, so we take another strategy. First of all, we compute the schema
matching results with RiMOM, check the incorrect alignments and add the missing
ones carefully. Then for every instance, we generate a vector to describe the information
contained in the instance. The vector contains labels of the instance, data-type property
values of the instance, labels and property values of the instances related to the un-
derlying one through object-type properties. Then the similarity of the instance pair of
matched concept pair is calculated by a vector based algorithm. The weight of respec-
tive element of the vector is designated by heuristic rules defined based on the structure
of the instance. The instance pairs of non-matched concept pairs are discarded directly.
In the DBpedia data file, there are some instances missing the rdf:type information. We
try to match these instances with all source instances in the reference file.

The IIMB benchmark, on the other hand, is systematically generated. The dataset is
constituted using one data file by modifying it according to various criteria. The varia-
tion can be sorted into three types: value transformation, structural transformation and
logical transformation. The purpose of value transformation is to simulate typographi-
cal errors, so edit-distance strategy employed on the relevant property values between
instances is effective enough. In structural transformation, some data-type properties
may transformed in the form of object-type property. We design an property value pass-
ing approach to cope with this kind of modification. The data-type property value of the
instance are passed to the instances connected with it through a object-type property.
We also consider structural information when matching instances. If two instances have
more property values on the same properties, they will be considered more similar. In
logical transformation, the TBox is modified, so we matching the TBox first to find
the find the relations between concepts in the TBoxes, then we try to match instances
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according to the type information. In addition, some instance pairs with very similar
property values but with non-matched concepts are checked. If they can match each
other, then we consider their concepts are matched to enhance the TBox alignment.
When the two-direction matching process convergence to a stable matching result, we
take it as the final output.

1.3 Adaptations made for the evaluation

To reduce the number of matching candidate in T-S-D benchmark subtrack of Instance
Matching Track, the schema matching alignments is refined manually by correcting
some incorrect alignments and adding missing ones.

1.4 Link to the system and parameters file

The RiMOM System can be found at http://keg.cs.tsinghua.edu.cn/project/
RiMOM/

1.5 Link to the set of provided alignments (in align format)

The results for OAEI 2009 Campaign are available at http://keg.cs.tsinghua.
edu.cn/project/RiMOM/OAEI2009/

2 Results

As mentioned above, RiMOM takes part in four tracks of campaign in OAEI 2009.
Normally RiMOM uses OWL-API[10] to parse RDF and OWL Files. RiMOM also uses
Jena API[11] to convert N3 format files into RDF files and to deal with some large scale
instance files. The Benchmark, Oriented Matching and IIMB matching tasks are carried
out on a PC running Window XP with AMD Athlon 64 X2 4200+ processor(2.19GHz)
and 2GB memory. To run the large scale matching tasks, Anatomy, A-R-S benchmark
and T-S-D benchmark, the experiments are carried out on a server running Ubuntu
Server 8.10 with two 4-core Intel Xeon E5440 processors(2.83GHz) and 32GB mem-
ory.

2.1 Benchmark

There are in total 111 alignment tasks defined on the benchmark data set. RiMOM takes
exactly the general process of matching. However, on the tasks where the labels are ab-
solutely random strings, the WordNet based strategy and edit-distance based strategy
are not used. The vector-similarity based strategy is always employed. RiMOM main-
tains the high performance on benchmark as previous years.

212



2.2 Anatomy

The anatomy data set contains two large scale anatomy ontologies. RiMOM first extract
the labels of all concepts from rdfs:label and oboInOwl:Synonym property. The match
process first employs edit-distance based strategy on labels to get the initial mapping,
then RiMOM propagates the similarity on both the concept hierarchy ant the object
property “UNDEFINED part of” to get the alignments which cannot be extracted by
just comparing the labels simply. Since the structure of the two ontologies is somehow
not that similar, we restricted the propagation for every concept locally.

2.3 Oriented Matching

Because our strategy in oriented matching is the combination of the strategy in the
Benchmark dataset and structure based stratedy by using the rdfs:subclass property.
The result relies heavily on the Benchmark strategy and shows the same characteristics
as in the Benchmark dataset. Except in the files the name of the entities are totally ran-
dom string and nearly no other information are available, RiMOM achieves satisfying
results.

2.4 Instance Matching

The result for A-R-S benchmark is as Table 1 shows. RiMOM produces alignments all
with an F-Measure in the range of about 0.75+. The result relate to eprints data have
both high precision than the rexa-dblp one.

Table 1. Result of A-R-S Benchmark

Data Precision Recall F-Measure
eprints-rexa 0.928 0.699 0.797
eprints-dblp 0.930 0.671 0.780

rexa-dblp 0.805 0.725 0.763

The T-S-D benchmark is a blind test, so we do not know the final results for it now.
According to our observation on our alignment, about 30% to 50% of the instances in
the reference files are matched. It seems indeed that most of instances in the reference
can not find a correspondence. Since we choose a relatively high threshold in the final
alignment extraction, we believe the result is of high precision.

Except the dataset 028 which seems missing some correct alignments and the dataset
029 which do not contain a reference alignment, the result for IIMB benchmark is as
Table 2 shows. We can see that RiMOM can achieve perfect alignment in more than half
of the dataset. Only for the dataset 017 in which the information is severely suppressed,
RiMOM can only get an F-Measure less than 0.90. RiMOM is quite successful in IIMB
dataset.
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Table 2. Result of A-R-S Benchmark

Dataset Precision Recall F-Measure
001 - 014 1.0 1.0 1.0

015 1.0 0.991 0.995
016 1.0 0.910 0.953
017 0.993 0.626 0.768
018 1.0 0.986 0.993
019 1.0 0.883 0.938

020 - 027 1.0 1.0 1.0
030 1.0 1.0 1.0
031 1.0 0.892 0.943

032 - 037 1.0 1.0 1.0

3 General comments

Except for performing the ontology matching tasks like the previous years, this year we
concentrate on the new and interesting Instance Matching Track. We first modify the
infrastructure of RiMOM to make it to support instance matching naturally. The results
shows that now RiMOM can handle instance matching tasks with good performance.
But there are still many future works to do:

– Although instance matching is regarded as a subtask of ontology matching, the
model of instance matching is different from traditional schema matching to some
extent. Some algorithms in schema matching can not be imported into instance
matching directly. In addition, instance matching seems more close to practical use
than schema matching. This makes it a very attractive research topic.

– The scalability problem is very critical in instance matching. The scale of instance
files are greatly larger than the schema files and the execution times and memory
needs grows very fast as the input scale increases. For example, our strategy for
A-R-S benchmark consumes more than 36 hours to generate the alignment on our
8-core server while the strategy itself is not that complicated. How to solve this
problem is a big challenge. We may try to introduce the database-like techniques
into RiMOM to make it support the large scale instance data better.

– Because the instance data are retrieved from the real web data, so it usually contains
more semantic information than the theoretically designed schemas. However, most
of our approaches are string based comparisons and so on. How to dig the deeperthe
semantics in the instance is another work.

4 Conclusion

In this report, we give aa briefly explanation of how we employed RiMOM to obtain the
alignment results in OAEI 2009 Campaign. We have presented the alignment process
of RiMOM and explained the strategy defined in RiMOM. We focus on the Instance
Matching Track, analyzing the feature of instance matching and introduce the strategies
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we use in this track. The experiments illustrates that our system RiMOM can achieve
good results in both schema matching and instance matching tracks. We also discuss
the future work we will do to improve our system.
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Abstract. In this paper we give a brief explanation of how Anchor Concept and 

Sub-Ontology based Ontology Matching (SOBOM) gets the alignment results 

at OAEI2009. SOBOM deal with the ontology from two different views: an 

ontology with is-a hierarchical structure 'O and an ontology with other 

relationships ''O . Firstly, from the 'O  view, SOBOM starts with a set of 

anchor concepts provided by linguistic matcher. And then it extracts sub-

ontologies based on the anchor concepts and ranks these sub-ontologies 

according to their depth. Secondly, SOBOM utilizes Semantic Inductive 

Similarity Flooding algorithm to compute the similarity of the concepts 

between the sub-ontologies derived from the two ontologies according the 

depth of sub-ontologies to get concept alignments. Finally, from the ''O  view, 

SOBOM gets relationship alignments by using the concept alignment results in 

''O . The experiment results show SOBOM can find more alignment results 

than other compared relevant methods with high degree of precision. 

1  System presentation  

Currently more and more ontologies are distributedly built and used by different 

organizations. And these ontologies are usually light-weighted [1] containing lots of 

concepts especially in biomedicine, such as anatomy taxonomy NCI thesaurus. The 

Anchor Concept and Sub-ontology based Ontology Matching (SOBOM) is designed 

for matching light-weight ontologies. It handles an ontology from two v iews: 'O  
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and ''O  that are depicted in Fig. 1. The unique feature of our method is combin ing 

sub-ontology extract ion with ontology matching. 

1.1  State, purpose, general statement 

SOBOM is an automat ic ontology matching tool. There are three matchers 

implemented in current version: linguistic matcher I-Sub [2],  structure matcher 

SISF (Semantic Inductive Similarity Flooding) which was inspired by Anchor-Prompt 

[3] and SF [4] algorithms, and relat ionship matcher R-matcher which utilizes the 

results of SISF to get relat ionship alignments. In addit ion, a Sub-ontology Extractor 

(SoE) is integrated into SOBOM to ext ract sub-ontologies according to the result of I-

Sub and rank them. The method of SOBOM is fully sequential, so it does not care 

how to combine the results of different matchers. The overview of the approach is 

illustrated in Fig. 2. 

+

O 'O ''O

=

 

Fig. 1. The construction of ontology in SOBOM  
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Fig. 2. The process of SOBOM algorithm 

For simplicity, we define some notations used in the report. 
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Ontology: An ontology O  consists of a set of concepts C ,  properties/relations 

R , instances I , and Axioms 
OA . We use entity e  to denote either Cc  or 

Rr . Each relation r  has a domain and range defined as following: 

}|{)( riprelationshthehavingandCccrDomain ii   

}|{)( rofvaluebecanandCccrRange ii   

Anchor concept: an anchor concept is the strongest semantic similarity between two 

entities in different ontologies. It is a pair of concepts from two ontology:  

 21,cca ，where ),( 21 ccsim
 

Sub-Ontology: OSub_  is a concept hierarchy with ica.  as root，it satisfied 

that OSubc _ , Oc and c  is a descendant of ica. , OOSub _ 。
 

1.2  Specific techniques used 

SOBOM aims to provide high quality of 1:1 alignments between concept and 

property pairs. We implemented SOBOM algorithm in java and had integrated three 

distinguishing constitutional matchers, I-Sub, SISF and R-matcher. They are regarded 

as independent components in core matcher library o f SOBOM. Due to the space 

limitat ion, we only describe the key features of them. The details can be found in the 

related paper [8]. 

 I-Sub is a light-weighted matcher simply based on the string comparison 

techniques. The innovation of I-Sub is not only the commonalities between 

the descriptions of domain entities are calcu lated but also their differences are 

examined. Furthermore, it is stable to small d iverges from the optimal 

threshold taking place and intelligent to identify all the differences between 

strings. In SOBOM, I-Sub is a core component to generate anchor concepts. 

 SISF uses the RDF statement to represent the ontology and utilizes the results 

of I-Sub to inducting the construction of similarity propagation graph from 
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sub-ontologies. SISF and I-Sub handle the ontology from the v iew 'O  and 

only generate concept-concept alignment. 

 R-matcher is a relationship matcher base on the definition of the ontology. It 

combines the linguistic and semantic in formation of a relation. From the ''O  

view, it utilizes the is-a hierarchy to extend the domain  and range of a 

relationship and uses the result of SISF to generate the alignment between 

relationships. 

More importantly, SoE is integrated into the SOBOM and extract sub-ontologies 

according to the anchor concept [5, 6]. SoE ranks ext racted sub-ontologies from the 

'O  view according to their depth. As for ontology matching, the ru les of extracting  

sub-ontology in SoE are as following:  

Rule 1： Upwards traversal of the hierarchy: Oc ' , if 'c  is an ancestor 

of ica. , then OSubc _'  . 

Rule 2： Siblings classes of anchor concepts： Oc  '
, if 

'c  is a sibling 

concept of ica. , then OSubc _'  . 

Rule 3： Downwards traversal of the hierarchy： Oc ' ， if 'c  is 

descendant concepts of ica. , OSubc _' 
 

Rule 4： Other relat ionships of the anchor concepts： Or , if r is a  

relationship in O  and aisr _ , then OSubr _
 

Rule 5： Leaf Concept Nodes:  if 
11. Oca  , 

22. Oca   and 
1.ca , 

2.ca are leaf nodes respectively in 
21,OO , then don’t extract Sub-Ontology. 

After ext racting sub-ontologies, SOBOM will match these sub-ontologies according
 

to their depth in original ontology. We first match the sub-ontologies with larger 

depth value. By using SoE, SOBOM can reduce the scale of ontology and make it 

easy to operate sub-ontologies in SISF.
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1.3  Adaptations made for the evaluation 

We don’t make any specific adaptation for the tests in the OAEI 2009 campaign. A ll 

the alignments outputted by SOBOM are based on the same set of parameters.  

1.4  Link to the system and set of provided alignments (in align format) 

The current version of SOBOM and the alignment results for OAEI 2009 are  

available at http://mlg.hit.edu.cn:8080/Ontology/Download.jsp, and the parameters 

setting is illustrated in the reading me file.  

2  Results 

In this section, we describe the results of SOBOM algorithm against the benchmark, 

directory and anatomy ontologies provided by the OAEI 2009 campaign. We use 

Jena-API to parse the RDF and OWL files. The experiments were carried out on a PC 

running Windows vista ultimate (32 bit) with Core 2 Duo processors (2.66 GHz) and 

4-gigabyte memory.  

2.1  Benchmark  

On the basis of the nature, we can div ide the benchmark dataset into five groups: 

#101-104, #201-210, #221-247, #248-266 and #301-304. We described the 

performance of our SOBOM algorithm over each group and overall performance on 

the benchmark test set in Table 1.  

#101-104 SOBOM plays well for these test cases. 

#201-210 In this group, some linguistic features of candidate ontologies are 

discarded or modified. SOBOM is a sequential matcher, if the linguistic matcher get 

no mappings, then the SISF will produce no mapping too. So in these test, the result is 

in high precision but low recall.  
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#221-247 The structures of the candidate ontologies are altered in these tests. 

However, SOBOM discovers most of the alignments from the linguistic perspective 

via our linguistic matcher, and both the precision and recall are pretty good. 

#248-266 Both the linguistic and structural characteristics of the candidate 

ontologies are changed heavily. In most cases, SOBOM can get high precision but 

low recall. 

#301-304 This test group are four real-life ontologies of bibliographic 

references. SOBOM can only find equivalence alignment relations. 

Table 1. The performance on the benchmark 

 101-104 201-210 221-247 248-266 301-304 Average H-mean 

Precision 0.98 0.99 0.99 1.0 0.86 0.96 0.98 

Recall 0.97 0.48 0.95 0.43 0.52 0.67 0.43 

2.2  Anatomy 

The anatomy real world test bed covers the domain o f body anatomy and consist of 

two ontologies, Adult Mouse Anatomy (2247 classes) and NCI Thesaurus (3304 

classes). This type ontologies is what SOBOM suitable for. The experiment result 

shows in Table 2. 

Table 2. The performance of SOBOM on the anatomy test 

 Anchor-

concept 

Sub-

ontologies 

Alignments Time 

consuming  

NCI 1233 268 1249 19min3s 

MA 

2.3  Directory  

The directory t rack requires matching two taxonomies  describing  the web  directories . 

It includes 4639 matching tasks represented by pairs of OW L ontologies, where 

classification relat ions are modeled as rdfs:subClassOf relat ions. But in the 
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experiments, we found there are some ontologies have wrong structure, they have a 

loop such as 1603, 1704, 2114, 2184, 2241, 2252, 2416, 3045, 3135, 3166, 3183, 

3301,3398, 3440, 3556, 3653, 3695, 3711, 4075, 4129, 4544, 851, 118, 148, 

1550,1723, 1863, 1967,2, 2000, 2103, 2270, 2271, 2632, 2749, 2803, 3058, 

3186,3310, 3455, 3461, 3891, 4048, 4089, 4116, 4341, 4556, 614, 726, 747, totally 50 

ontologies. So SOBOM cannot deal with these tests. The experiment results shows in 

Table 3. 

Table 3 The performance of on directory test 

Precision  Recall F-measure 

0.5931 0.4145 0.4879 

3  General comments 

3.1  Comments on the results  

Strengths  SOBOM deals with ontology from two different v iews and combines 

results of every step in sequential way. If the ontologies have regular literals and 

hierarchical structures, SOBOM can achieve satisfactory alignments. And it can avoid 

missing alignment in many block matching methods  [7]. 

Weaknesses  SOBOM needs the anchor concepts to ext ract sub-ontologies. So it 

heavily depends on the anchor concepts . if the literals of concept missed, SOBOM 

will get bad results. 

3.2  Discussions on the way to improve the proposed system   

SOBOM can be viewed as a frame of ontology matching. So many independent 

matchers can be integrated into it. Now anchor concepts generator is a weak matcher, 

our next p lan is to integrate a more powerful matcher to produce anchor concepts or 

develop a new method to get anchor concepts. 
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4  Conclusion 

This paper reports our first participation in OAEI campaign. We present the alignment 

process of SOBOM and describe the specific techniques for ontology matching. We 

also show the performance in different alignment tasks. The strengths and the 

weaknesses of our proposed approach are summarized and the possible improvement 

will be made for the system in the future. We propose a brand new algorithm to match 

ontologies.  
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Cross-lingual Dutch to English alignment using
EuroWordNet and Dutch Wikipedia

Gosse Bouma

Information Science, University of Groningen, g.bouma@rug.nl

Abstract. This paper describes a system for linking the thesaurus of the Nether-
lands Institute for Sound and Vision to English WordNet and dbpedia. We used
EuroWordNet, a multilingual wordnet, and Dutch Wikipedia as intermediaries
for the two alignments. EuroWordNet covers most of the subject terms in the
thesaurus, but the organization of the cross-lingual links makes selection of the
most appropriate English target term almost impossible. Using page titles, redi-
rects, disambiguation pages, and anchor text harvested from Dutch Wikipedia
gives reasonable performance on subject terms and geographical terms. Many
person and organization names in the thesaurus could not be located in (Dutch or
English) Wikipedia.

1 Presentation of the system

This paper describes our system for the very large cross-lingual resources (vlcr) task,
which asked for an alignment between the thesaurus of the Netherlands Institute for
Sound and Vision and English WordNet and (English) dbpedia, a database extracted
from Wikipedia.

We used an ad-hoc system to achieve the alignment. For the mapping to English
WordNet, we used EuroWordNet, a multilingual resource which contains a Dutch word-
net, as well as mappings from Dutch to English WordNet. For the mapping to dbpedia,
we used page titles, redirects, and anchor texts harvested from Dutch Wikipedia, and
mapped Dutch pages to English pages using cross-language links. Most XML prepro-
cessing was done using XQuery. The alignment itself was done using (Sicstus) Prolog.

1.1 Background

For our work on open domain question answering, information extraction, and corefer-
ence resolution, we are interested in creating general, informal, taxonomies of entities
encountered in Dutch texts.1 As part of this work, we created a Dutch counterpart of
the Yago system [4], in which Wikipedia categories are aligned with a Dutch wordnet
[1]. We expected that the techniques we used there (especially stemming and parsing of
labels, and using predominant word senses for sense disambiguation) could be applied
to the present task as well.

1 Some results can be found on www.let.rug.nl/gosse/Ontology
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1.2 Aligning GTAA to WordNet via EuroWordNet

The mapping from the thesaurus of the Netherlands Institute for Sound and Vision
(GTAA) and English Wordnet was accomplished using EuroWordNet [6]. We concen-
trated on the subset of the thesaurus that contained subject labels, as these are mostly
common nouns or noun phrases headed by a common noun. The Dutch part of Eu-
roWordNet (EWN) contains hardly any proper names, so we expected the overlap be-
tween EWN and the other parts of the thesaurus (on person names, geographical loca-
tions, and organizations) to be minimal.

The alignment procedure is schematically represented in figure 1.

subject label
EWN
−→ EWN id

(near)syn
−→ WN1.5 id

WNMAP
−→ WN2.0 id

Fig. 1. Mapping GTAA to WordNet

Entries in the thesaurus are often plurals (afgevaardigden (representatives), spoor-
wegen (rail roads), autobussen (buses)), whereas dictionary entries in EWN are typi-
cally singular. To ensure coverage of these cases, all entries in the subject part of the
thesaurus were stemmed using the Alpino parser [5]. Alpino is a wide-coverage depen-
dency parser for Dutch, which includes a morphological analyzer. As the analyzer also
performs compound analysis (ie. autobussen is analyzed as auto bus), we also parsed
all EWN entries with Alpino. Thus, we can find a subject label in EWN by compar-
ing stems. Note that compound analysis would also allow us to link a compound such
as bedrijfspionage (industrial espionage) to a more general concept such as espionage
(assuming a hypernym relation), but such links were not requested in the task definition.

EuroWordNet is a multilingual wordnet, in which each synset is linked to one or
more inter language index ids (ILIs). ILIs in turn are linked to WordNet 1.5 ids. Links
can express among others a synonym, near-synonym, hyponym or hypernym relation.
We used only the synonym and near-synonym relations. Using the ILIs, each Dutch
synset can be linked to an English WordNet id. As we will explain below, this step is in
general one-to-many, as most Dutch synsets are connected to more than one ILI through
the near-synonym relation. In the final step, we mapped WordNet 1.5 ids to WordNet 2.0
ids (the version of WordNet that was used to create the RDF/OWL version of WordNet
that was the target of the mapping), using the WordNet mappings described in [2].2

1.3 Aligning GTAA to dbpedia via Dutch Wikipedia

For linking GTAA entries to dbpedia, we decided to use Dutch Wikipedia as interme-
diary, and to aim for linking GTAA entries to English Wikipedia pages. Translation of
English Wikipedia pages into dbpedia URI’s is done by means of a small script that adds
the correct prefix, and deals with special characters.

2 available from from www.lsi.upc.es/∼nlp/tools/mapping.html
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For our work on automatic annotation of web pages with links to Wikipedia [3],
we had harvested a Dutch Wikipedia dump (august 2008) for cross-language links,
redirects, disambiugation pages, and anchor texts (i.e. terms annoted on a Wikipedia
page with a link to another Wikipedia page). We also used a list of English page names
from a dump of English Wikipedia (january 2008).

The first step in the alignment is to generate all variants of a label. To match a term
in the thesaurus with a Wikipedia page directly, for instance, it is necessary that the
first letter is in upper case. Person names in GTAA are given as Lastname, Firstname,
whereas Wikipedia simply uses Firstname Lastname. Subjects in GTAA are often plu-
ral, whereas they tend to be singular in Wikipedia. Singular forms are obtained from the
parsed version of the subject labels that was also used in the aligment with WordNet.
Finally, alternative labels provided by GTAA are considered as variants of the concept
label.

For all variants of a GTAA concept label, we try to find a matching Dutch Wikipedia
page. This can be achieved by an exact match with a Wikipedia page, by an exact match
with a redirect page (in which case the target of the redirect is the desired Wikipedia
page), by finding a matching anchor text (in which case the most frequent target page
for that anchor is returned) or by an exact match with a disambiguation page (in which
case all options are returned). Given a suitable Dutch page, we find the English page
by following the cross-language link from Dutch to English Wikipedia. In some cases
such a link was absent. If a Dutch page (with a corresponding English page) could not
be found by means of the techniques above, we tried to find a matching page in English
Wikipedia directly, using only page titles.

We expect that there will be a difference in accuracy between the various methods
for finding an English page. Preference (and a high confidence score) is given to direct
matches, followed by redirects, anchors, direct matches in English, and disambiguation
pages.

1.4 Scripts and results

The scripts used to produce the alignment can be found at www.let.rug.nl/gosse/
GTAA. Note that EuroWordNet data is missing, as this is a resource which is not in the
public domain.

The results of our alignment can be found at www.let.rug.nl/gosse/GTAA/
bouma-vlcr.tgz.

2 Results

2.1 vlcr: GTAA to WordNet

We only tried to link GTAA subject entries to WordNet. An overview of the results
is given in table 1. Note that coverage is quite reasonable between GTAA and EWN.
Where no link could be found, this is mostly due to multiword subject labels (such as al-
ternatieve energie (alternative energy) or bedreigde diersoorten (endangered species))
and compounds. Multiword phrases are generally absent from EWN, and we made no
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attempt to search for these in English WordNet directly. Other subjects that could not
be linked often consist of a compound noun. As compounding is a productive process,
we do not expect all compounds to be present in EWN. Given the fact that we do have a
morphological analysis, we could have linked compound nouns to a more general con-
cept (i.e. the head noun) by means of a hypernym link. Such links were not part of the
task, however. Together, multiword phrases and compounds account for over 80% of
the subject labels that could not be linked. 5% coverage was lost in the mapping from
WordNet 1.5 to WordNet 2.0.

subject labels 3878

linked to EWN 2617 (67%)
unique ILIs 3703
avg. ambiguity 1.4

linked to WN2.0 2392 (62%)
unique synsets 3676
avg. ambiguity 1.5

Table 1. Alignment results for GTAA to EuroWordNet and WordNet 2.0

Ambiguity of the target is a serious problem. This is not only caused by the fact that
a word may belong to more than one synset (word sense ambiguity), but also by the fact
that the mapping between synsets in EWN and WN through ILI links is highly ambigu-
ous. The Dutch nouns part of EWN contains only 631 synonym relation ILIs (which
tend to be unique), and no less than 4641 near-synonym relation ILIs (which tend to
link to several WN targets). One might consider reducing the ambiguity by selecting
the most appropriate word sense for a given subject label. This is by no means trivial
however (see [1] for some results for Dutch). In this particular case, it is also not very
effective, as many synsets are themselves connected to more than one English synset
through the near-synonym relation. The situation is illustrated in figure 2. The concept
brons is linked to two synsets in EWN. As WN has two synsets for the bronze as well,
one might expect each of these synsets to be linked to a specific WN synset. In reality,
however, each EWN synset is linked to each WN synset. Thus, even if one resolved
the concept brons to the correct EWN synset, it still would be practically impossible to
decide which of the two WN synsets ought to be chosen (as the information on how to
disambiguate synsets between wordnets is simply not given). In our results, both tar-
gets are given as possible alignment, but lower confidence is given to links involving a
near-synonym relation.

2.2 vlcr: GTAA to dbpedia

Table 2 gives some results for linking the four different parts of the GTAA thesaurus
(subject/concepts, names/organisations, locations, and persons) to English Wikipedia.
Coverage is best for subjects and locations. GTAA contains many names of persons and
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concept EWN synset ILI WN synset

↗ 10527 −→ 03038788 −→ bronze-noun-1
brons ↘↗

↘ 38608 −→ 08841702 −→ bronze-noun-2

Fig. 2. Linking the concept brons to two EWN synsets, and two WN synsets.

organisations that seem to be absent in both Dutch and English Wikipedia. It should also
be noted that coverage of location names is high only because many location names are
found in English Wikipedia directly. This holds partly for names of organisations as
well, but less so for person names. For 6 - 9% of the concepts, a Dutch Wikipedia target
could be found, but no corresponding English page existed.

subject name location person
link type links % links % links % links

nlpage 2027 52.3 3128 11.5 5135 36.7 7311 7.5
redirect 423 10.9 984 3.6 400 2.9 762 0.8
anchor 621 16.0 616 2.3 357 2.6 176 0.2
enpage 260 6.7 4085 15.1 3705 26.5 9246 9.5

linked 3127 80.6 8830 32.6 9602 68.6 17521 17.9
no-english 357 9.2 2197 8.1 878 6.3 5721 5.9
no-link 394 10.2 16077 59.3 3512 25.1 74375 76.2

total 3878 27104 13992 97617

Table 2. Alignment results for GTAA to Dutch and English Wikipedia

3 Discussion

In general, it seems that even with relatively modest technology, a mapping between
two resources in different languages can be achieved. It should be noted, however, that
the mapping to WordNet owes much to the existence of EuroWordNet, which solves
the most difficult (cross-language) part of the task to a large extent. On the other hand,
EuroWordNet does not help much in deciding which synset for a given English term is
the appropriate one.

Our results for Wikipedia linking could still be improved in a number of ways.
We hardly employed categorical constraints. The GTAA thesaurus comes in four parts.
Each part is a different category. This information could be used to block the link from
A4 in the locations file to A4 (paper format) in Wikipedia. Similarly, concept labels
often come with a skope note. Word overlap could be used to select the correct target
page (i.e. to prefer highway A4 in the Netherlands over that in Austria)). Alternatively,
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one might use the information that concepts with the same scope note are likely to be
linked to Wikipedia pages with identical or closely related Wikipedia categories to de-
tect outliers. For selecting the most promising target, we experimented with a simple
preference scheme (which always prefers the link given by the most reliable relation),
and a simple weighting scheme (which adds scores when multiple links to the same tar-
get are found). Weighting was used for the final results. No doubt, more subtle schemes
could be developed. For instance, at the moment we only take into account the most
frequent target of an anchor text. Alternatively, one might consider all targets pointed
to by anchor text as potential targets, and use the frequency of these links as a weight.

Somewhat surprisingly, we discovered that cross-language links are not reversible.
Initially, we used cross-language links harvested from English Wikipedia, as this is the
larger resource, and we expected that this might also be more thorough in providing
cross-language links. However, since English Wikipedia has more pages than Dutch
Wikipedia, several English pages may be linked to the same Dutch page (i.e. Bowl-
ing and Ten pin Bowling both point to the Dutch page Bowling). If one works with
cross-language links harvested from Dutch Wikipedia, this situation does occur less
frequently, although similar problems can occur here as well (i.e. in the versions of
Wikipedia we used, the Dutch A4 highway was linked to an English page which redi-
rected to a general page on Dutch highways).

4 Conclusion

We have presented a method for linking the thesaurus of the Netherlands Institute for
Sound and Vision with two English resources, WordNet and Wikipedia. We used an
ad-hoc method which relied on the existence of cross-language links for similar data,
namely EuroWordNet, a multi-lingual wordnet with cross-language links, and Dutch
Wikipedia, which contains cross-language links to English Wikipedia.
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Abstract. TaxoMap is an alignment tool which aims to discover rich correspon-
dences between concepts. It performs an oriented alignment (from a source to
a target ontology) and takes into account labels and sub-class descriptions. This
new implementation of TaxoMap reduces significantly runtime and enables pa-
rameterization by specifying the ontology language and different thresholds used
to extract different mapping relations. It improves terminological techniques,
with a better use of TreeTagger and introduces new structural techniques which
take into account the structure of ontology. Special effort has been made to han-
dle large-scale ontologies by partitioning input ontologies into modules to align.
We conclude the paper by pointing out the necessary improvements that need to
be made.

1 Introduction

TaxoMap was designed to retrieve useful alignments for information integration be-
tween different sources. The alignment process is then oriented from ontologies that
describe external resources (named source ontology) to the ontology (named target on-
tology) of a web portal. The target ontology is supposed to be well-structured whereas
source ontology can be a flat list of concepts.

TaxoMap makes the assumption that most semantic resources are based essentially
on classification structures. This assumption is confirmed by large scale ontologies
which contain rich lexical information and hierarchical specification without describing
specific properties or instances.

To find mappings in this context, we can only use the following available elements:
labels of concepts and hierarchical structures.

The new implementation of TaxoMap proposes a better morpho-syntactic analysis
and new techniques. Moreover, the methods to partition large ontologies into modules
which TaxoMap can handle easily were refined.

We take part to five tests. We hope we perform better in terms of precision of map-
pings generated and runtime. Tests on library data sets allow us to experiment our algo-
rithm on large multilingual ontologies (English, French, and German).
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2 Presentation of the System

2.1 State, Purpose and General Statement

We consider an ontology as a pair (C, HC) consisting of a set of concepts C arranged in
a subsumption hierarchy HC . A concept c is defined by two elements: a set of labels and
subclass relationships. The labels are terms that describe entities in natural language
and which can be an expression composed of several words. A subclass relationship
establishes links with other concepts.

Our alignment process is oriented; from a source (OS) to a target (OT ) ontology. It
aims at finding one-to-many mappings between single concepts and establishing three
types of relationships, equivalence, subclass and semantically related relationships de-
fined as follows.

Equivalence relationships An equivalence relationship, isEq, is a link between a con-
cept in OS and a concept in OT with labels assumed to be similar.

Subclass relationships Subclass relationships are usual isA class links. When a concept
cS of OS is linked to a concept cT of OT with such a relationship, cT is considered as
a super concept of cS .

Semantically related relationships A semantically related relationship, isClose, is a
link between concepts that are considered as related but without a specific typing of the
relation.

2.2 Techniques Used

The different techniques are based on the use of the moropho-syntactic analysis tool
TreeTagger [1], and a similarity measure which compares the trigrams of the concept
labels [2].
TreeTagger is a tool for tagging text with part-of-speech and lemma information, en-
ables to take into account the language, lemma and an use word categories in an ef-
ficient way. The words are classified as functional (verbs, adverbs or adjectives) and
stop words (articles, pronouns). Once classified by TreeTagger, the words are divided
into two classes, full words and complementary words, according to their category
and their position in the label. In principle, all names are full words except if they are
placed after a determiner, all other words are complementary words.
This classification is then used to give more weight to the full words in the calculation
of similarity between labels.

The main methods used to extract mappings between a concept cs in OS and a
concept ct in OT are:

– Label equivalence: An equivalence relationship, isEq, is generated if the similarity
between one label of cs and one label of ct is greater than a threshold (Equiv.threshold).
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– High lexical similarity: Let ctmax be the concept in OT with the highest similar-
ity measure with cs. If the similarity measure is greater than a threshold (High-
Sim.threshold) and if one of the labels of ctmax shares at least two full words in
common with one of the labels of cs, the heuristic generates the relationship < cs

isA ctMax > if the label of ctmax is included in the cs one, otherwise it generates
< cs isClose ctMax >.

– Label inclusion (and its inverse): If one of the labels of ctmax is included in one
of the labels of cs, and if all words of included label are full words, we propose a
subclass relationships < cs isA ctmax >. Inversely, if one of the labels of cs is in-
cluded in one of the labels of ctmax, we propose a semantically related relationships
< cs isClose ctmax >.

– Reasoning on similarity values: Let ctMax and ct2 be the two concepts in OT with
the highest similarity measure with cs, the relative similarity is the ratio of ct2

similarity on similarity ctMax. If the relative similarity is lower than a threshold
(isA.threshold), one of the three following techniques can be used:
• the relationship < cs isClose ctMax > is generated if one of the labels of cs

is included in one of the labels of ctMax, and the words of the included label
are complementary words.

• the relationship < cs isClose ctMax > is generated if the similarity of ctMax

is greater than a threshold (isClose.thresholdMax).
• an isA relationship is generated between cs and the father of ctMax if the

similarity of ctMax is greater than a second threshold (isA.thresholdMax).
– Reasoning on structure:

• an isA relationship < cs isA ct > is generated if the subclass relation < cs

isSubClassOf X > appears in OS and if the equivalence mapping < X
isEq ct > have been identified.

• the relationship < cs isClose ct > is generated if ct is the concept in OT which
have the most number of children in OT with the same label as the children of
cs in OS . More details of this approach are given at the end of this sub-section.

• an isA relationship < cs isA p > is generated if the three concepts in OT with
the highest similarity measure with cs have similarity greater than a threshold
(Struct.threshold), and have a common father p in OT .

As we mentioned above, we use a structural heuristic based on the Semantic
Cotopy measure of a concept, proposed by Maedche and Staab [3]. The Semantic
Cotopy is based on the intentional semantics of a concept c in an ontology O, SC(c, O),
defined as the set of all its super- and sub-concepts in O. When a concept c belongs to
two ontologies, one can define the taxonomic overlap (TO) between O1 and O2 for this
concept, denoted TO(C, O1, O2) and defined as the ratio between the number of com-
mon elements in the intentional semantics of c in O1 and in O2 and the total number of
elements belonging to the union of these two sets. If a concept c is in O1 but not in O2,
an optimistic approximation of TO(c,O1, O2) is defined as the maximum overlap ob-
tained by comparing SC(c,O1) to the intentional semantics of all the concepts in O2.
Our heuristic uses SCD(c) which includes only the concept and its descendants instead
of the original Semantic Cotopy. If a concept c is in O1 but not in O2, we propose as
candidate mapping for this concept c, the concept cMax of O2 which maximizes the
TO, if c and cMax have at least two descendants in common.
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2.3 Partitioning of large scale ontologies

We propose a method of ontology partitioning [4], that relies on the implementation of
PBM [5] algorithm. PBM partitions large ontologies into small blocks (or modules) and
constructs mappings between the blocks, using predefined matched class pairs, called
anchors to identify related blocks. We reuse the partitioning part and the idea of an-
chors, but the originality of our method, called PAP (Partition, Anchor, Partition), is
that it is alignment oriented, that means that the partitioning process is influenced by
the mapping process.

The PAP method consists of:

– decompose the most structured ontology, that will be called the target, OT , into
several blocks BTi, according to the PBM algorithm.

– force the partitioning of the other ontology, called the source OS , to follow the
pattern of OT . To achieve this, the method identifies for each block BTi constructed
from OT all the anchors belonging to it. Each of these sets of anchors will constitute
the kernel or center CBSi of a future block BSi which will be generated from the
source OS .

– reuse the PBM algorithm to partition the source OS around the centers CBSi.
– align each block BSi built from a center CBSi with the corresponding block BTi.

Fig. 1. The centers CBSi identified from BTi Fig. 2. Partition of OS around the centers CBSi

The tests show that the maximum size of the blocks has to be fixed for the target
ontology. If the themes covered by both ontologies are of the same importance, i.e.
if the source ontology corresponds to a representation of the same importance than the
representation of the target one, a maximum size for the blocks in the source ontology is
not needed. Their size will become close to the size of the blocks of the target ontology.
This phenomenon allows to avoid obtaining a lot of small isolated blocks which appear
when the maximum size of the blocks of the source ontology is fixed.

So, on the example of Fig2, the BS3 block remains isolated because the size of
of the source blocks was fixed. Without limitation of the size, the BS3 block can be
merged with BS2. The only blocks which will remain isolated will be the blocks built
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when the source ontology will be partitioned, independently of the kernels identified in
the decomposition of the target ontology, i.e. concepts with no relation with those of
the target ontology. So, the fact that the concepts belonging to these isolated blocks are
not aligned should not damage our results.

2.4 Adaptations made for the Evaluation

Unlike in previous years, we have made some specific adaptations for the OAEI 2009
campaign.

For Anatomy task, we did not use the techniques which generate isA relationship.
All the alignments outputted by TaxoMap are uniformly based on the same parameters.
We had, however, fixed confidence values depending on relation types.

For library test, data sets consist of multilingual ontologies. In order to use lexical
comparison, we translated non-English labels of all of the concepts of the vocabularies
into English. The translation is done by using Googles translation APIs.

2.5 Link to the system and parameters file

TaxoMap requires:

– Mysql 3

– Java (Version 1.5 and above )4

– Google’s Java Client API for Translation 5

– TreeTagger with its language parameter files 6

The version of TaxoMap (with parameter files) used in 2009 contest can be down-
loaded from:

– http://www.lri.fr/˜hamdi/TaxoMap.jar: a parameter lg has to be specified it denotes
the language of the ontology. For example TaxoMap.jar fr to perform alignment on
ontologies in French. If no language is specified, it is supposed to be English.

– http://www.lri.fr/˜hamdi/TaxoMap.properties: a parameter file which specifies:
• The command to launch TreeTagger.
• TreeTagger word categories that has to be considered as functional, stop words

and prepositions.
• The RDF output file.
• Different thresholds of similarity, depending on the method used.

– http://www.lri.fr/˜hamdi/dbproperties.properties: a parameter file which contains
the user and password to access to MySql.

3 http://www.mysql.com
4 http://java.sun.com
5 http://code.google.com/p/google-api-translate-java
6 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger
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2.6 Link to the Set of Provided Alignments

The alignments produced by TaxoMap are available at the following URLs:
http://www.lri.fr/˜hamdi/benchmarks/
http://www.lri.fr/˜hamdi/anatomy/
http://www.lri.fr/˜hamdi/directory/
http://www.lri.fr/˜hamdi/library/
http://www.lri.fr/˜hamdi/benchmark-subs/

3 Results

3.1 Benchmark Tests

Since our algorithm only considers labels and hierarchical relations and only provides
mapping for concepts, the recall would have been low even for the reference alignment.
The overall results would have been similar -with no surprise- to those of last year.

3.2 Anatomy Test

The anatomy real world case is to match the Adult Mouse Anatomy (denoted by Mouse)
and the NCI Thesaurus describing the human anatomy (tagged as Human). Mouse has
2,744 classes, while Human has 3,304 classes. As last year, we considered Human as
the target ontology as is it well structured and larger than Mouse.

TaxoMap performs the alignment (with no need to partition) in about 8 minutes
which is better than last year [6] where TaxoMap took about 25 minutes to align the
two ontologies.

As only equivalence relationships will be evaluated in the alignment contest, we did
not use this year the techniques which generate isA relationship (except in the Task 3)
and we change isClose mapping to equivalence. As a result, we found fewer mappings
than last year but we hope that the precision will be better.

– For the first task, TaxoMap discovers 1274 mappings, 973 Equivalence relations
and 301 Proximity relations.

– For the second task, we got only 1084 mappings, 973 Equivalence relations and
111 Proximity relations, using only the heuristic which identifies the relation < cs

isClose ctMax > when one of the labels of cs is included in one of the labels of
ctMax.

– For the third task, we used, in addition of the techniques ot the first task, the heuris-
tic which identifies subsumption links with ”High Lexical Similarity”. This allows
to discover 1451 mappings and to slightly increase the recall, but reduce the preci-
sion. In fact, many mappings like <hand blood vessel isA Blood Vessel > or <iris
blood vessel isA Blood Vessel > are semantically correct but become false when
the subsumption relation isA is automatically replaced by an Equivalence relation.
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– For the fourth task, we used the partial reference mapping in our partitioning method
and we obtained 1131 mappings. This lower number of mapping is explained by
two facts. The first one is that the structural heuristic based on the Semantic
Cotopy is the only one of which the results can be improved by the use of the
partial mapping. The second one is that the partitioning method increases the pre-
cision but reduces the recall.

3.3 Directory Test

The directory task consists of Web sites directories like Google, Yahoo! or Looksmart.
To date, it includes 4,639 tests represented by pairs of OWL ontologies. TaxoMap takes
about 40 minutes to complete all the tests.

3.4 Library Test

In order to use lexical comparison in library data sets, which consist of multilingual
ontologies, we used Google translation API [7] to translate non-English labels into En-
glish. With our current configuration, we cannot partition the large sized library on-
tologies. However, we used just a part of its data set to partition and then to find the
mappings among concepts.

As skos relations will be evaluated, we change different mapping types to skos ones
with these confidence values:

– (type1) isEq relations become skos:exactMatch with a confidence value set to 1.
– (type2) isA relations become skos:narrowMatch with a confidence value set to 1

for label inclusion, 0.5 for relations generated by structural technique or by relative
similarity method.

– (type3) isGeneral relations become skos:broadMatch with a confidence value set
to 1.

– (type4) isClose relations become skos:relatedMatch with a confidence value set to
1.

Generated mappings are as follows:

– LCSH-RAMEAU: 5074 type1 relations, 48817 type2 relations, 116789 type3 rela-
tions and 13205 type4 relations.

– RAMEAU-SWD: 1265 type1 relations, 6690 type2 relations, 17220 type3 relations
and 1317 type4 relations.

– LCSH-SWD: 38 type1 relations.

3.5 Benchmark-Subs Test

Benchmark-Subs tests aims to evaluate alignments which contain other mapping rela-
tions than equivalence. Two tasks are available in this test: Gold-standard based evalu-
ation concerning the evaluation of subsumption relations and open-ended task concern-
ing the evaluation of equivalence and non-equivalence mappings. In our tool, for the
first task, we use lexical methods to obtain subsumption relations.
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4 General Comments

4.1 Results

The new version of TaxoMap improves significantly the results on the previous version
of TaxoMap in terms of runtime and precision of generated mappings. The new imple-
mentation offers extensibility and modularity of code. TaxoMap can be parameterized
by the language used in ontologies, the choice of used techniques and different thresh-
olds. Our partitioning algorithms allow us to participate to tests with large ontologies.

4.2 Future Improvements

The following improvements can be made to obtain better results:

– To take into account all concepts properties instead of only the hierarchicals ones.
– Use of WordNet as a dictionary of synonymy. The synsets can enrich the termino-

logical alignment process if an a priori disambiguation is made.
– To develop the remaining structural techniques which proved to be efficient in last

experiments [8] [9].

5 Conclusion

This paper reports our participation to OAEI campaign with the new implementation
of TaxoMap. Our algorithm proposes an oriented mapping between concepts. Due to
partitioning, it is able to perform alignment on real-world ontologies. Our participation
in the campaign allows us to test the robustness of TaxoMap, our partitioning algorithms
and new structural techniques.
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Abstract. This statement of interest presents a brief rationale and description of 

issues for using ontology alignment as a key step in dynamically chaining 

together a sequence of web services.   
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1   Introduction 

As in much of the world, the Department of Defense (DoD) has seen an explosion in 

the growth of web services. But integration of these disparate information sources to 

answer complex questions remains a challenge. Many information integration tasks 

are unforeseen at the time the services are constructed, and are therefore difficult to 

perform “on the fly”. This typically involves searches among various web service 

definitions and deciding how best to arrange and call them in an ad-hoc manner. A 

better method of assembling a dynamic service chain is needed.  

Using semantic web technology to semi-automatically create a service chain 

is an active area of research [2, 3, 4, 5]. However, most of this work is centered on the 

use of formal ontologies using standards such as WSMO (Web Services Modeling 

Ontology), WSML (Web Services Modeling Language), OWL-S, or SAWSDL 

(Semantic Annotations for WSDL), which assume that the builders of web services 

will also build the accompanying ontologies necessary for integration. This hasn‟t 

been the case for DoD web service builders. This is in part because there is a lack of 

consensus about ontology standards, and the skills needed to develop ontologies are 

different from those needed to build and deploy web services. As a result, these 

services do not have formal ontologies that define the domain within which the 

service operates or that describe the service messages. 

We have developed a different approach for dynamic web service assembly 

that takes advantage of the formal structure inherent in web services that are defined 

by WSDL documents. This is based on our past efforts using ontology alignment to 

integrate different sources of information [1, 6]. The XML Schema definitions are 

extracted from the WSDLs, and the schemas are then converted into OWL. The 

resulting OWL files are aligned using ontology alignment tools, which allows for 
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semi-automated mapping of the service input and output messages at the semantic 

level. A theorem prover is then used to construct a service chain based on the aligned 

service inputs and outputs which meets some information goal. 

2   Issues 

We are sometimes asked to justify converting schemas into ontologies to do 

alignment when there are schema alignment tools available. Our response is that by 

converting to an ontology, it enables us to apply the power of the underlying logic 

model to make better decisions – an example being the case where there are two 

schemas with the word „mustang‟, but one refers to the car and the other the horse. A 

purely linguistic aligner will almost always align these – and usually the schemas we 

work with are small enough such that a structural analysis doesn‟t have enough 

information to make a better decision. But by using ontologies, it is fairly easy for a 

person to add some additional taxonomy information above each of the „mustang‟ 

classes, by asserting for example that one mustang is a subclass of vehicle and the 

other is a subclass of animal, and that the two classes are disjoint. This should enable 

an ontology matcher to reach the correct conclusion. In addition, of course, using an 

ontology enables one to perform automated consistency checking on it –  something 

that is not easy to do with a schema. As alignments become complicated, and the 

ontologies involved become large and complex, consistency checking becomes 

increasingly valuable. 

 In practice, when applying ontology alignment to real-world services a 

number of difficulties are encountered, with missing and false alignments being the 

most frequent. Some of the areas about which we would like to engage alignment 

researchers are: an increased emphasis on meta-properties, such as disjointness, to 

help with alignment decisions, and techniques for including domain information (such 

as mid-level ontologies or controlled vocabularies) to improve performance. 
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Abstract. In this short paper we present a scenario and requirements for on-
tology matching posed by a geographical application, namely a semantic geo-
catalog, which is an integral part of any spatial data infrastructure (SDI). It en-
ables semantic interoperability among various geo-data and geo-service providers,
and thus, contributes to the harmonization of geo-information.

Introduction. The need for coherent and contextual use of geographic information be-
tween different stakeholders, such as departments in public administrations, formed
the basis for a number of initiatives aiming at sharing of spatial information, e.g., the
INfrastructure for SPatial InfoRmation in Europe (INSPIRE)1, see also [8, 10]. In this
paper, we focus on a particular component of the INSPIRE architecture, which is a dis-
covery service, that ought to be implemented by means of the Catalogue Service for the
Web (CSW)2, a recommendation of the Open Geospatial Consortium (OGC).

There have been provided several implementations of the CSW-based geo-catalog,
e.g., GeoNetwork3. A first attempt to provide a semantic geo-catalog has been made
in [6], though it was based on a single ontology approach. The approach in [9] proposed
an OWL profile for CSW. Finally, the 52◦North semantics community4 proposed to
encapsulate ontology repositories by OGC services. In turn, the problem of ontology
matching [2] in geo applications has been rarely addressed [7], with some exceptions,
such as in [1, 5, 10]. The contribution of this paper includes a specific scenario and
requirements for ontology matching posed by a semantic geo-catalog to be realized
within the SDI of the Autonomous Province of Trento (PAT).
Scenario. Figure 1 shows a high-level architecture for the semantic geo-catalog system-
to-be. Users can issue queries, such as Trentino mountain hovels reachable with main
roads. The query and search results, such as a map of hovels, are handled by the
Trentino geo-portal5 implemented within the BEA ALUI framework. The geo-catalog
will be based on the GeoNetwork open source, while its semantic extension will be de-
signed and developed on top of SWeb6 search and matching technologies [3, 4]. Specifi-
cally, user queries will be analyzed in order to extract concepts out of labels. Then, these
are matched at run time against the universal knowledge of the SWeb system (SWe-
bUK). In turn, GeoNetwork will contain domain specific ontologies (e.g., Agrovoc)
which are associated with geo-metadata and matched with the SWebUK at design time.

1
http://www.ec-gis.org/inspire/

2
http://www.opengeospatial.org/standards/cat

3
http://geonetwork-opensource.org/

4
http://52north.org

5
http://www.territorio.provincia.tn.it/

6
http://www.dit.unitn.it/˜knowdive/description.php
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Fig. 1: A high-level architecture for geo-service discovery.

Requirements. There are six general key requirements indicated by INSPIRE, three of
which are going to be monitored (for the discovery service), such as: performance - to
send one metadata record within 3s.; availability - service up by 99% of time; capacity -
30 simultaneous service requests within 1s. These requirements only put constraints on
run time matching needed between the user query and ontologies of the system, that
is, the time elapsed between query issue and search results (metadata records) returned
should be at most of 3s., etc. Matching results can be approximate here, though their
correctness (precision) is preferred over completeness (recall). As for the design time
matching between the SWebUK and the domain specific ontologies of the geo-catalog,
it can be performed off-line (semi-automatically with sound and complete alignment)
when any of these knowledge sources evolves.
Conclusions and future work. In this short paper we have presented a scenario and
requirements for ontology matching within a geo-information application, which is a
semantic geo-catalog. Future work proceeds at least in the following directions: (i) for-
malization and in-depth study of the scenario, and (ii) implementation and evaluation
of the semantic geo-catalog in order to bring it to production in the SDI of PAT.
Acknowledgments. This work has been supported by the TasLab network project funded by the
European Social Fund under the act n. 1637 (30.06.2008) of PAT.
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Abstract. In this paper we present a scenario for ontology matching 

posed by the Trentino Riscossioni S.p.A data integration system 

focusing the opportunity to enhance the level of data integration over a 

large set of Tax and Revenue industry-specific data sources.  

 

Introduction. The mission of Trentino Riscossioni S.p.A1, a company owned by the 

Autonomous Province of Trento, is to promote simplification processes and 

harmonize the activity of more than 250 public entities in the province, creating 

policies for fair taxation and for operating costs reduction. The need for consistent 

and contextual use of the heterogeneous information sources between its offices, the 

municipalities and the other public bodies is a fundamental requirement for the 

implementation of an accurate and balanced taxation system. In this paper we want to 

focus on the possibility offered by matching technology [1] to enhance the in the 

present day data integration architecture and increase its flexibility in managing 

hundreds of new data sources with reduced software development for each new 

sources added. Besides, even if the data integration has been extensively studied in 

the database community, according to some recent research works [2,3,4,5], the issue 

to improve the automatic schema matching in a data integration scenario for the Tax 

and Revenue market is a relative new ground of application. The contribution of this 

paper includes a specific scenario focusing several of the basic requirements that have 

to be considered in order to build a data integration system capable to support 

dynamically hundreds of data sources.  

Scenario. The scenario is to make possible the insertion, management and deletion of 

new data sources (e.g., new data source from a new provincial database). The 

inclusion of a new data source would result in the census of syntactic and semantic 

information related to the attributes of the source and in an automatic mapping of 

these attributes over the proper attributes of the destination database schema. If the 

attributes are not present in the destination schema, the system must support the 

design of a schema extension. The source information is collected in a knowledge 

base. The search results will be available for at least 2 types of applications: (i) the 

business intelligence application that enables the monitoring, tracking and 

management of the data quality [6] of the integrated database and four (ii) mission-

critical applications focusing specific business-strategic tasks: assessment revenue, 

territory mapping, planning support, final users services. As depicted hereafter in 

Figure 1, the information coming from the external data sources is processed through 

the SSMB (Semantic Schema/data Matching Box). The SSMB must be able to 

calculate the new system status n + 1 through a function based on the previous states 

                                                 
1 http://www.trentinoriscossionispa.it 

242

http://www.trentinoriscossionispa.it/


(n, n-1) in order to support a GUI tool that will provide the interface to the required 

information to the Information Engineer and to the calculated matching suggestions 

enabling to integrate the sources more rapidly than currently. There are about 10 

different data sources for each municipality and 7-8 for each provincial data source. 

In the next 2 years, the plan is to integrate about 200 municipalities and other 

significant sources. 

 

Figure 1 – The scenario description 

The process analysis and breakdown provides confidence to motivate an 

implementation based on the use of a schema matching workbench like the 

HARMONY[7] integration workbench. In fact, beside the other advantages this 

approach enables the interoperation and the selection between different and various 

prototypes and commercial tools for schema matching and enables the sharing a 

common knowledge repository. 

Conclusions and future works. We presented the business scenario for a solution 

that leverages on matching technology in order to scale-out over hundreds of data 

sources. Future works proceed in the following directions: (i) formalization of the 

scenario, (ii) evaluation and test of the HARMONY workbench features, and (iii) 

development of a specific working prototype for Trentino Riscossioni S.p.A. 
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Abstract. As part of the European PROLIX (Process Oriented Learning and 

Information eXchange) project, VUB STARLab designed a generic ontology-

based data matching framework (ODMF). Within the project, the ODMF is 

used to calculate the similarity between data elements, e.g. competency, 

function, person, task, and qualification, based on competency-information. 

Several ontology-based data matching strategies were implemented and 

evaluated as part of the ODMF. In this article we describe the ODMF and 

discuss the implemented matching strategies.  

Keywords: data matching, competency management, matchmaking, ontology 

1   ODMF 

Semantic data matching plays an important role in many modern ICT systems. 

Examples are data mining [6], electronic markets [1], HRM [2], service discovery [5], 

etc. Many existing solutions, for example [2], make use of description logics and are 

often tightly linked to certain ontology engineering platforms and/or domains of data 

matching. This often leads to a knowledge bottleneck because many potential domain 

users and domain experts may not be familiar with description logics or the specific 

platform at hand. To avoid such potential technical barrier we designed the ODMF so 

that it is independent of a particular ontology engineering platform, and does not 

require the use of description logics. Instead, we make use of the combination of an 

ontologically structured terminological database [3] and a DOGMA ontology [4] to 

describe data. Both the DOGMA ontology and the terminological database make use 

of natural language to describe meaning. On top of this semantic data model we 

developed an interpreter module and a comparison module. Both the interpreter and 

the comparator make use of a library of matching algorithms. The matching 

algorithms have access to the data model via an API, and may be written in any 

programming language that can access this Java API. Via the terminology base, data 

can be described and interpreted in different natural languages. We believe that this 

multilingualism will improve the usefulness of the framework within an international 

setting.  

The ODMF is designed to support data matching in general. Currently, the ODMF 

has been, however, only implemented and evaluated as part of the European 
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integrated PROLIX project
1
. Within the PROLIX platform

2
, the ODMF supports 

semantic matching of competency-based data elements, e.g. competency, function, 

person, task, and qualification.  

2   Matching strategies 

We implemented and evaluated several ontology-based data matching algorithms 

within the ODMF. These algorithms relate to three major groups: (1) string matching, 

(2) lexical matching, and (3) graph matching. However, most matching algorithms 

make use of a combination of these techniques. 

1. String matching techniques are useful to identify data objects, e.g. competences 

and qualifications, using a (partial) lexical representation of the object. We 

selected two matching tools for this type of data matching: (a) regular 

expressions and (b) the SecondString
3
 library.  

2. Lexical matching techniques are useful to identify data objects, e.g. competences 

and qualifications, using a (partial) lexical representation of the object. In 

addition to plain string matching techniques, linguistic information is used to 

improve the matching. We selected two techniques to improve the matching: (a) 

tokenization and lemmatization and (b) the use of an ontologically structured 

terminological database.  

3. Graph matching techniques are useful (a) to calculate the similarity between two 

given objects and (b) to find related objects for a given object.  
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Functional annotation consists in assigning a biological function to a given
protein. It is a crucial task in biology and has various impacts on many fields,
including understanding cellular processes and drug designing. In order to be able
to share and reuse annotations, biologists and bioinformaticians have developed
structured controlled vocabularies that were first simple classifications and then
more elaborated ontologies such as the Gene Ontology [1].

In our project, biologists and bioinformaticians collaborators are interested in
proteins annotated with two distinct ontologies, such that no protein is annotated
with both of them. These ontologies are merely functional hierarchies (Subtilist
[2] and FunCat [3]) that share common features: (i) a simple structure with no
explicit relationships (subsumption relationships can be deduced from concepts
identifiers), (ii) high broadness and small depth, and (iii) variable size.

The system O’Browser [4] we have designed to align functional hierarchies,
is based on a weighted combination of matchers as many ontology matching
systems [5], with two original characteristics. Indeed, we had to face two issues:
(a) a high number of candidates pairs of concepts, and (b) a variable quality of
the results of the matchers with respect to the gold standard built by the expert.

As the number of candidates pairs of concepts can be unnecessarily huge,
we propose to reduce it by exploiting domain knowledge. For it, we have used
types (groups of concepts sharing the same semantic context). Concepts that
are related to the same field (in our case the same functional genomic field) are
assigned to the same type. As an example, the concepts Utilization of Carbon
and Synthesis of Glucose are related to the type Metabolism. As in [6], concepts
of distinct types will never be mapped (e.g. Germination in the context of plants
and Germination in the context of bacteria). In our approach, an expert man-
ually assigns types to the top concepts of the hierarchies, that represent only a
small part of the whole set of concepts of both hierarchies. Types are then spread
to all concepts using subsumption relationships. In our experiment, the use of
types has allowed to divide the number of candidate pairs by 7. The originality
of our contribution is to propose a machine learning strategy to assign types to
concepts.

The second issue is about the variable quality of the scores of a given matcher.
It has been shown that the good results of a matcher may be spoiled by the scores
of other matchers [7, 8]. To address this issue, we would like to give a high weight
to a matcher in a combination of matchers only when its results are informative.
We claim that the weight of a matcher in a combination should partially depend
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on its scores (adaptive weighting). As an example, let us consider a string-
based matcher that compares concepts from two biological ontologies. If the
labels of the concepts are close, the two concepts are likely to be equivalent.
On the opposite, distant labels do not indicate necessarily that the concepts are
distant. Consequently the weight of the string-based matcher should be high for
high scores and weak for low scores.
For each matcher, we define a weighting function which associates a weight to
each score of the matcher. Let O1 (resp. O2) be the set of concepts of the first
(resp. second) ontology and let Mi be a matcher: O1×O2 → Domi, the weighting
function Wi is defined on Domi and has [0, 1] as a range. For example, assume
that the range of the string-based matcher is DomString−based = [0, 1]. Then
a weighting function could be the following simple function: WString−based :
[0, 1] → [0, 1], where WString−based(α) = 1 if α > 0.5 and WString−based(α) =
0.25 otherwise. Unlike in [9], we allow to associate a strong confidence (and
thus a high weight) to low results of a matcher in the case where the score
of the matcher is a strong indicator of the absence of equivalence between the
considered concepts.

We successfully used types and adaptive weighting to align Subtilist and
FunCat and compared the results to the gold standard. O’Browser with adaptive
weighting found 80 % of the actual correspondences, while O’Browser with the
best classical matcher combination found only 70 % of them.
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Abstract. The usage of parallelization and distribution techniques in the field of 

ontology matching is of high interest for the semantic web community. This 

work presents an approach for managing the process of extending complex 

information structures as used in Urban Computing system by means of 

ontology matching considering parallelization and distribution techniques. 

Keywords: Ontology Matching, Semantic Content, Parallelization, Distribution 

Ontology Matching through Distribution and Parallelization 

Current ontology matching approaches [1] require a high amount of compute 

resources with the aim to meet the requirements of the matching and merging 

methods. Hence, several issues have to be considered such as the selection of a 

suitable ontology, scalability and robustness, matching sequence and identification of 

the ontology repositories. Approaches for partitioning selected ontologies with the 

aim to execute matching processes independently from other parts of the ontology are 

considered to solve this challenge [2]. However, a local ontology matching is a risk 

for these approaches in terms of scalability and performance issues. Therefore, local 

ontology matching could be extended by making use of distribution methods as well 

as parallelization techniques allowing overcoming existing limitations and improving 

the overall performance. 

Within the LarKC project1, respective techniques for processing large data sets in 

the research field of the semantic web are investigated and developed. In particular, 

distribution methods and parallelization techniques are evaluated by executing the 

matching processes concurrently on distributed and diverse compute resources. A 
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dedicated use case in LarKC deals with the application of these techniques for Urban 

Computing problems [3]. 

Common ontology matching algorithms often perform computation intensive 

operations and thus being considerably time consuming. That poses a number of 

challenges towards their practical applicability for complex tasks and efficient 

utilization of the computing architectures that best fit the requirements in order to 

achieve maximal performance and scalability of the performed operations [4]. 

Distributed ontology matching enables the use of diverse computing resources, from 

users’ desktop computers to heterogeneous Grid/Cloud infrastructures. Parallelization 

is the main approach for the effective ontology matching, especially when time 

characteristics are settled to the point. When thinking of matching several parts of an 

ontology in parallel in a cluster environment, the matching processes needs to be 

partitioned. After processing the data, the parts of the ontology have to be merged 

together again and an extended ontology is generated [5]. 

Several techniques can be recognized for the parallel implementation of distributed 

ontology matching. 

 Single Code Multiple Data (SCMD workflow) 

In this case the data that is being processed in the code region can be 

constructed of subsets that have no dependencies between them. The same 

operation is performed on each of these subsets. 

 Multiple Code Single Data (MCSD workflow without conveyer dependencies) 

For this workflow, several different operations are performed on the same 

dataset. Herewith, no dependencies between processed data sets exist. This is 

typical for a transformation of one dataset to another one according to rules, 

which are specific for each subset of the produced data. 

 Multiple Code Multiple Data (MCMD workflow) 

This type of workflow is the combination of both previous workflows (SCMD 

and MSCD). 

The presented approach is an effective method to solve the challenge of matching 

large ontologies in a scalable, robust and timesaving way. Within the LarKC project, 

these parallelization and distribution techniques for processing semantic data 

structures are deeply analyzed and further developed. 
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Abstract. The field of ontology alignment still contains numerous unre-
solved problems, one of which is the accurate identification of composite
matches. In this work, we present a context-sensitive ontology alignment
algorithm, CompositeMatch, that identifies these matches, along with the
typical one-to-one matches, by looking more broadly at the information
that a concept’s relationships confer. We show that our algorithm can
identify composite matches with greater confidence than current tools.

1 Introduction

Numerous ontology alignment algorithms have been developed during recent years
to handle the growing challenge of aligning ontologies. While numerous advances
have been made, most ontology alignment algorithms are still somewhat inade-
quate at identifying complex relationship-based matches, a la composite matches.
A composite match is defined as a match between a concept c0 in ontology O and
multiple concepts c0’...cn’ in ontology O’; the reverse; or alternatively between
multiple concepts in O and multiple concepts in O’. For example, if an ontology O
contains the concept Name and an ontology O’ contains concepts FirstName and
LastName, then Name matches neither FirstName nor LastName but the com-
posite of the two. In this work, we present CompositeMatch, an algorithm that
combines linguistic and contextual approaches for semi-automatically discovering
both one-to-one and composite matches.

2 The CompositeMatch Algorithm

CompositeMatch is a three-pass algorithm that operates on two input ontologies
and produces an alignment file containing matches between them. The first phase
performs a linguistic match between the ontologies’ concepts. The linguistic match
assigns a normalized similarity score between 0 and 1.0 to each pair.
? This work was sponsored by the Federal Aviation Administration under Air

Force Contract No. FA8721-05-C-0002. Opinions, interpretations, conclusions, and
recommendations are those of the authors and are not necessarily endorsed by the
United States Government.
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CompositeMatch: Detecting N-Ary Matches in Ontology Alignment

In the second phase, the most uncertain pairs– collectively referred to as the
grey zone– are judged on contextual criteria to determine whether they should
be accepted as viable matches. The grey zone consists of all conflicting matches–
matches that contain the same concept, rendering unclear which match is the true
match for the concept– plus matches with a similarity score between the upper and
lower thresholds set prior to execution. The second phase defines two rules that
serve as a filtering process to increase the scores of contextually similar matches.

The third and final phase is a post-processing phase that scours the matches
for possible composite matches, looking again at contextual criteria for any indica-
tive information, before outputting the final set of matches to the user.

Fig. 1. An m:n composite match

Example 1. Consider the case shown in Figure 1. The first phase finds some sim-
ilarity between the concept MastersThesis in ontology O and concepts Masters
and Thesis in ontology O’, as well as PhDThesis in O and PhD and Thesis in O’.
Phase 2 compares the parents of these pairs but does not find sufficient contextual
similarity to augment the strengths of any of them. In Phase 3, the algorithm
finds that the conflicting matches identified earlier result in composite concepts:
the concepts MastersThesis and PhDThesis from O form a composite concept that
matches the composite concept between Thesis, Masters, and PhD in O’.

3 Preliminary Results

We evaluated the performance of CompositeMatch on two tests, the first being
the benchmark test from the Ontology Alignment Evaluation Initiative (OAEI)
2008. Because the OAEI benchmark does not account for composite matches, we
created a second test: a set of six ontologies, each a modified version of the OAEI
benchmark base case, into which composite matches were injected.

We compared the results of CompositeMatch on the OAEI 2008 benchmark to
those of a high-performing OAEI 2008 entrant, RiMOM. The mean performance
of CompositeMatch on the tests is a precision of .926 and a recall of .557. RiMOM
has an overall precision of .939 and a recall of .802. We also considered the subset of
all tests not including random or foreign language labels as we believe this subset
is a better indicator of how CompositeMatch performs on its intended data sets.
CompositeMatch achieves a significantly higher precision and recall on this subset
of .996 and .896 respectively, and RiMOM increases slightly to .965 and .967.

While further evaluation is needed, our preliminary results indicate that Com-
positeMatch correctly identifies each composite match, achieving both a precision
and a recall of 1.0, while RiMOM identifies none.
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Abstract. This paper suggests appropriate rules to set up ontology
matching evaluations and for golden standard construction and use which
can significantly improve the quality of the precision and recall measures.

We focus on the problem of evaluating ontology matching techniques [1]
which find mappings with equivalence, less general, more general and disjoint-
ness, and on how to make the evaluation results fairer and more accurate.

The literature discusses the appropriateness and quality of the measures [2],
but contains little about evaluation methodology [3]. Closer to us, [4] raises the
issue of evaluating non-equivalence links.

Golden standards (GS) are fundamental for evaluating the precision and re-
call [2]. Typically, hand-made positive (GS+) and negative (GS−) golden stan-
dards contain links considered correct and incorrect, respectively. Ideally, GS−

complements GS+, leading to a precise evaluation. Yet, in big datasets annotat-
ing all links is impractical and golden standards are often a sample of all node
pairs, leading to approximate evaluations [5]. However, most current evaluation
campaigns tend to use tiny ontologies, risking biased or poorly significant results.

Recommendation 1. Use large golden standards. Include GS− for a good
approximation of the precision and recall. To be statistically significant,
cover in GS+ and GS− an adequate portion of all node pairs.

In a sampled GS, results reliability depends on: (a) the portion of the pairs
covered; (b) the ratio between GS+ and GS− sizes and (c) their quality (see last
recommendation).

Most matching tools produce equivalence, some also produce less general
and more general relations, but few output disjointness [6]. This must be taken
into account to correctly compare evaluations. Usually, only the presence of a
relation is evaluated, regardless the kind. Moreover, disjointness (two completely
unrelated nodes) is often confused with overlap (two nodes whose intersection
is not empty) and both are put in the GS− [5]. This leads to imprecise results.

Recommendation 2. When presenting evaluation results, specify whether
and how the evaluation takes into account the semantic relations kind.

We use the notion of redundancy [7] to judge the quality of a golden stan-
dard. We use the Min(mapping) function to remove redundant links (pro-
ducing the minimized mapping) and the Max(mapping) function to add all
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redundant links (producing the maximized mapping). Following [7] and staying
within lightweight ontologies [8] guarantees that the maximized set is always
finite and thus precision and recall can always be computed. The table below
presents the measures obtained in our experiments with SMatch on three dif-
ferent datasets (see [6] for details). Comparing the measures obtained with the
maximized versions (max) with the measures obtained with the original versions
(res), one can notice that the performance of the algorithm is on average better
than expected. In [6] we explain why comparing the minimized versions is not
meaninful and we conclude that:

Recommendation 3. To obtain accurate measures it is fundamental to
maximize both the golden standard and the matching result.

Dataset pair
Precision,% Recall,%

min res max min res max

101/304 32.47 9.75 69.67 86.21 93.10 92.79
Topia/Icon 16.87 4.86 45.42 10.73 20.00 42.11

Source/Target 74.88 52.03 48.40 10.35 40.74 53.30

Maximizing a golden standard can also reveal unexpected problems and in-
consistencies. For instance, we discovered that in TaxME2 [5] |GS+ ∩GS−| = 2
and |Max(GS+) ∩Max(GS−)| = 2187. In future work we will explore how the
size of the golden standard influences the evaluation and how large should be the
part covered by GS+ and GS−, as well as describe methodology for evaluating
rich mappings by supporting our recommendations with experimental results.

References

1. Shvaiko, P., Euzenat, J.: A survey of schema-based matching approaches. JoDS 4
(2005) 146–171

2. David, J., Euzenat, J.: On fixing semantic alignment evaluation measures. In: Proc.
of the 3rd Ontology Matching Workshop. (2008)

3. Noy, N.F., Musen, M.A.: Evaluating ontology-mapping tools: Requirements and
experience. In: Proc. of OntoWeb-SIG3 Workshop. (2002) 1–14

4. Sabou, M., Gracia, J.: Spider: Bringing non-equivalence mappings to OAEI. In:
Proc. of the 3rd Ontology Matching Workshop. (2008)

5. Giunchiglia, F., Yatskevich, M., Avesani, P., Shvaiko, P.: A large dataset for the
evaluation of ontology matching systems. KERJ 24 (2008) 137–157

6. Autayeu, A., Maltese, V., Andrews, P.: Best practices for ontology matching tools
evaluation. Technical report, University of Trento, DISI (2009)

7. Giunchiglia, F., Maltese, V., Autayeu, A.: Computing minimal mappings. In: Proc.
of the 4th Ontology Matching Workshop. (2009)

8. Giunchiglia, F., Marchese, M., Zaihrayeu, I.: Encoding classifications into
lightweight ontologies. JoDS 8 (2007) 57–81

253



Implementing Semantic Precision and Recall

Daniel Fleischhacker and Heiner Stuckenschmidt

University of Mannheim, Mannheim, Germany

dfleisch@mail.uni-mannheim.de, heiner@informatik.uni-mannheim.de

1 Introduction

The systematic evaluation of ontology alignments still faces a number of problems.
One is the argued inadequacy of traditional quality measures adopted from the field of
information retrieval. In previous work, Euzenat and others have proposed notions of
semantic precision and recall that are supposed to better reflect the true quality of an
alignment by considering the deductive closure of a mapping rather than the explicitly
stated correspondences. So far, these measures have been mostly investigated in theory.
In this paper, we present the first implementation of a restricted version of semantic
precision and recall as well as experiments in using it, we conducted on the results of
the 2008 OAEI campaign.

2 Restricted Semantic Precision and Recall

In this work, we treat alignments as sets of correspondences whereas correspondences
give a relation between two entities from different ontologies. To evaluate alignments,
we use the notion of aligned ontologies. An aligned ontology is made of the two ontolo-
gies which are referenced by an alignment and the correspondences contained in this
alignment added into the aligned ontology as axioms. To convert correspondences into
axioms, we use semantics as the natural and pragmatic semantics given by Meilicke and
Stuckenschmidt [3]. The basis of our work is the work of Euzenat [2] which we adapted
to our different understanding of alignment semantics. The basic notion given by Eu-
zenat and used here is the notion of α-consequences. These are correspondences which
are implied by an aligned ontology given specific semantics. For ontologiesO1 andO2,
a corresponding alignment A and reductionistic semantics S, we say A �S

O1,O2 c if c is
an α-consequence.

Applying this definition to complete alignments instead of single correspondences,
we get the closure of an alignment which resembles the sets of α-correspondences used
by Euzenat. For given ontologies O1, O2 and a reductionistic semantics S the closure
Cn of an alignment A is given by CnS

O1,O2(A) = {c |A �S
O1,O2 c}.

We introduce a restricted variant of ideal semantic precision and recall which does
not suffer from the problems of the ideal semantic precision and recall mentioned by
Euzenat [2] and also prevent problems examined by David and Euzenat [1]. For this
purpose, we call alignments non-complex if they contain only correspondences whose
entities refer to single atomic concepts of the ontologies.
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Definition 1 (Restricted Semantic Precision and Recall). Given consistent ontolo-
gies O1 and O2, two non-complex alignments between these two ontologies, namely
the reference alignment R and the alignment A which is to be evaluated, and a reduc-
tionistic semantics S. Further, let the aligned ontologies of the two ontologies with A
resp. R be consistent. Restricted semantic precision and recall are defined as

Pr(A, R) =
|CnS

O1,O2(A) ∩ CnS
O1,O2(R)|

|CnS
O1,O2

(A)|
resp. Rr(A, R) =

|CnS
O1,O2(A) ∩ CnS

O1,O2(R)|
|CnS

O1,O2
(R)|

3 First Results

We applied the mea-0.2 0.5 0.7
Matcher Semantics P R P R P R

ASMOV
none 0.42 0.42 0.7 0.18 0.81 0.09

natural 0.39 0.69 0.81 0.26 1.0 0.15
pragmatic 0.49 0.74 0.85 0.23 1.0 0.13

DSSim
none 0.49 0.52 0.49 0.52 0.49 0.52

natural 0.15 0.83 0.15 0.83 0.15 0.83
pragmatic 0.23 0.88 0.23 0.88 0.23 0.88

Lily
none 0.5 0.36 0.54 0.21 0.66 0.07

natural 0.45 0.46 0.65 0.24 0.74 0.09
pragmatic 0.48 0.51 0.66 0.22 0.65 0.07

Table 1. Aggregated precision (P) and recall (R) results of conference test set com-
paring classical precision and recall (no semantics), natural and pragmatic precision
and recall; top-most line gives minimum confidence value (threshold) to consider a
correspondence

sures to two different test
sets taken from the OAEI
test sets. In the following,
we only present the re-
sults generated for the con-
ference test set of the OAEI
2008. We evaluated the align-
ments provided by the de-
velopers of the ontology
matchers. Aggregated re-
sults for the conference

set are presented in Table 1. The aggregation is done using the average of all values
for a specific measure which are neither an error entry nor have the value ,,nan”.

4 Conclusion

Our results show that taking the semantics of the model into account can make a differ-
ence in judging the quality of matching systems not only in theory but also in practice.
So far, this effect is rather limited, which is mainly due to the fact that most generated
alignments as well as reference alignments only consist of equivalence statements. It is
clear, however, that future work will also strongly focus on generating mappings other
than equivalence mappings. Further, there is an ongoing effort to extend existing ref-
erence alignments with subsumption correspondences. In such an extended setting, the
effect of the semantic measures will be even higher and our system will show its real
potential for improving ontology mapping evaluation.
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Abstract. In this paper the authors applied the idea of training multiple tasks 
simultaneously on a partially shared feed forward network to domain of 
ontology mapping. A “cross training” mechanism was used to specify 
corresponding nodes between the two ontologies. By examining output of one 
network in response to stimulus from the other network, we can test if the 
network can learn the correspondence that was not cross-trained. Two kinds of 
studies on ontology mapping were conducted. The result shows the network can 
fill in the missing mappings between ontologies with sufficient training data.  

Keywords: neural network, shared weights, transfer, analogy, ontology 
mapping  

An early implementation of IENN appeared at Munro’s work [2], which used 
feedforward network with two hidden layers and trained on three simple analogous 
tasks: three squares with different orientation. In this study, we use partially shared 
network architecture [3] [4]. It should be noted that the partially shared network 
architecture used here is virtually identical to the network used in Hinton’s [1] classic 
“family trees” example. The network in that paper also had independent inputs and 
shared hidden units, but only briefly addresses the notion of generalization. 

The ontologies used in our experiment were Ontology A and B shown in Figure 1. 
There are four types of relationship: identity, parent, child, and sibling. So there are 4 
nodes in Sin. Training in NetA include all possible training data in Ontology A, i.e. 
possible combinations of 6 nodes and 4 relationships. The same for NetB.  

The network is cross trained on the following pairs: (r, R), (a, A), (b, B), (c, C) and 
(d, D).  

Totally 100 trials were performed. In each trial, networks were initialized by 
setting the weights to small random values from a uniform distribution. The network 
was trained with two vertical training tasks (NetA and NetB), and two cross training 
tasks(NetAB and NetBA). 

One training cycle of the networks is 
1)  randomly train a record for NetA 
2)  randomly train a record for NetB 
3) with a probability train a record for NetAB and the same record for NetBA. 
The probability of cross training is 0.6.  
After each trial, cross-testing was performed for A:1, B:2, B:3, and B:4. “self” 

relationship was used during cross-testing. 
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In 100 trials, 93 of them yield correct mapping for A:1maps to B:2. The accuracy 
is 93%. There is no doubt that B:2’s correct mapping should be A:1, which is (Car, 
Car). But B:3 (Luxury Car) and B:4 (Family Car) do not have exact correspondences 
in ontology A, since B:3 and B:4 are on the additional layer of ontology B compared 
to ontology A. They can either go up one layer and map to A:1, or go down one layer 
and map to A:C and A:D. So here the correct mapping will be (A:1, B:3), (A:C, B:3); 
(A:1, B:4), (A:D, B:4). Totally the four correct cases contain 75 trials in 100 trials. 
The accuracy is 75%. 

 

 
 

Figure 1. Left:Two sample ontologies about vehicle. Right: Network architecture 

The ability to establish correspondences between similar situations is fundamental 
to intelligent behavior. Here, a network has been introduced that can identify 
corresponding items in analogous spaces. A key feature of this approach is that there 
is no need for the tasks to use a common representation. Essentially the first hidden 
layer provides a common representational scheme for all the input spaces.  

In our approach, only structure information is used for ontology mapping. 
Normally in ontology mapping methods, textual information plays an important role. 
Future work will be to include textual information in our neural network. For 
example, training pairs could be from high confident mappings from textual 
information. 
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Abstract. Ontologies and natural languages are complementary. Whereas ontologies
are used to model knowledge formally, natural language is primarily used by users to
communicate with ontology based systems. In order to transform information or queries
in natural language into valid ontological expressions, the meaning of natural language
entities have to be matched with the given ontologies. In contrast to pure ontology
matching, the matching with natural language data poses some problems linked to their
ambiguities (synonymy, homonymy/polysemy, redundancy, to name but a few).

1 Introduction, context and related work

In the context of the Semantic Web, the interfacing of ontological representation and natural
language is an important issue. Since much information on the Web exists (only) in tex-
tual form, the usage of this information in ontology based tools is not possible unless these
texts are made accessible or comprehensible by such tools. This means that texts and user
queries have to be “translated” into an ontological representation language such as the W3C
languages RDF/RDFS and OWL.

The need for the work described here came from the aceMedia project (http://www.
acemedia.org/ ) [1,2] (cf. also [3]). In this project, the two tasks are

transforming textual annotations of multimedia contents into an ontological representa-
tion (based on an existing ontology) in order to make them available for a knowledge-base;
and translating English and French user queries into an ontological query language (in our
case SPARQL). The matching of linguistic data (lexicons, thesauri) with ontologies is similar
but not identical to ontology matching or ontology alignment, i.e. trying to find correspond-
ing classes of ontology A in ontology B [4]. Different methods of matching are discussed
in detail by [5, p. 65]. Following this classification the present approach can be considered
being terminological and linguistic, since we use relationships found in the lexicon (via a
semantic thesaurus, [6]) and the taxonomic hierarchies of both, the lexical semantic data and
the ontologies notably for the disambiguation of polysemous words. Similar work describe
[7] and [8]. In contrast to their results we do not have a classification at hand.

2 Linguistic-ontology matching

Apart from the ontologies, the matching requires a complete lexicon of the language used to
label or describe the ontological classes and properties (= entities). Our lexicon is lso linked
to a semantic thesaurus. The ontologies, on the other hand, usually have non-ambiguous
entity labels (like http: //www.acemedia.org/ontos/tennis#Player1) or a comment, explain-
ing the entity. This is especially necessary if the entity labels are not self-explanatory like

1 We shorten name spaces like http://www.acemedia.org/ontos/tennis# to “tennis:” etc.
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tennis:C12 (a fortunately rare case). Further, the semantic thesaurus contains a thematic hi-
erarchy of all semantic concepts to help disambiguation. These are grouped into 880 themes
which in turn are organized in 80 domains. Domains are divided into about 10 macro-do-

NLP

(a) extract and correct 
class and property labels

(d) Detecting synonyms 
and hyponyms

(b) Semantic analysis of 
classes (taking into 

account their taxonomic 
context)

(c) Semantic analysis of 
properties (taking into 

account their range and 
domain)

(f) Creation of semantic 
clustering rules for 
complex classes

(g) Creation of RDFS 
rules (predicate­class 

transformation)

semantic
thesaurus

domain
ontologies

lexicon

(e) adding ontologies to 
semantic thesaurus

Fig. 1. linguistic-ontological matching

mains. The matching itself comprises several
steps (cf. fig. 1). Apart from a (more or less
manual) preparation in order to correct possi-
ble labeling errors in the ontologies, the other
steps do not need any intervention: (a) extract-
ing the “ontological context” of entities and as-
signing eventual reformulations of entity labels;
(b) natural language processing passes: detect-
ing meanings for classes using their ontological

context (direct sub-classes); (c) and for properties using their ontological context (domain
and range classes); (d) determining the application depending synonyms and co-hyponyms;
(e) adding the ontological hierarchy to the semantic taxonomy; (f) creating semantic trans-
formation rules for “complex class labels”2; (g) creating transformation rules for the creation
of ontological representation (from semantic graphs. Synonyms (defined in our multilingual
thesaurus, [9]) are all matched onto the same ontological class (e.g. “river”, “stream”, “creek”
etc.→ holidays:River). If a class has no sub-classes, we also match the co-hyponyms of the
label to the class (e.g. in our case “car”, “bus”, “truck”, “motorbike” . . . → general:Vehicle.
The resulting linguistic data is successfully used the aceMedia prototype, similarly produced
data is used in an industrial application to create and access ontological based information
from/via natural language.

New perspectives are offered by structured semantic data which is getting more and more
available. Databases like Wikipedia (especially the categorization schema used within) or
RDF or ontology based information systems like DBpedia or freebase3 (both initialized by
Wikipedia contents) will help to improve the linking of natural languages and formally mod-
eled ontologies.
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1 WordNet 

WordNet [4] is the lexical database for English language. A synset is a WordNet 
structure for storing senses of the words. Synset contains a set of synonym words and 
their brief description called gloss. For example, well, wellspring and fountainhead 
have the same meaning according to WordNet, so these three words are grouped in to 
one synset which is explained by a gloss "an abundant source".  

A known problem of WordNet is that it is too fine-grained in its sense definitions. 
For instance, it does not distinguish between homographs (words that have the same 
spelling and different meanings) and polysemes (words that have related meanings). 
We propose to distinguish only between polysemes within WordNet while merging 
all homograph synsets. The ultimate goal is to compute a more coarse-grained version 
of linguistic database. 

2 Meta matcher 

Meta matcher is designed as a WordNet matcher, i.e., a matcher that is effective in 
matching WordNet with itself. It utilizes extensible set of element level matchers (see 
[1] for extensive discussion) and combines their results in hybrid manner, i.e., the fi-
nal score is computed from the scores of independently executed matchers.  

We implemented three element level matchers. 
WordNet relation matcher (WNR). WNR takes two senses as an input and obtains 

two sets of senses connected to input senses by a given relation. Then these two sets 
are compared exploiting well-known Dice coefficient formula. 

Part of speech context (POSC). POSC matcher exploits part of speech (POS) and 
sense tagged corpora for similarity computation. In particular, for each WordNet 
sense occurrence within corpora a set POS tags in the immediate vicinity of sense is 
memorized. Given multiple occurrence of a sense within corpora each sense is associ-
ated with a set of POS contexts. Then, the similarity between two senses is computed 
as set similarity between sets of POS contexts associated with them.  

Inverted sense index inexact (ISII). ISII matcher exploits sense tagged WordNet 
3.0 glosses for similarity computation. In particular, for each WordNet sense occur-
rence within sense tagged glosses, the synset of a tagged gloss is memorized. Than, 
senses are compared by comparing sets of synsets associated with them. We compare 
synsets exploiting well known Resnik similarity measure [6]. 

Matching process is organized in two steps. 
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2.1 Element level matchers threshold learning 

The necessary prerequisite for this step is a training dataset or (a part of) the matching 
task for which human alignment H is known. All element level matchers then are exe-
cuted on the training dataset, i.e., we obtain complete set of correspondences M for all 
matchers. Then the threshold learning procedure is executed. It performs exhaustive 
search through all threshold combinations for all element level matchers. Thus, we 
can select threshold that maximizes a given matching quality metric, e.g., Recall. 

In the case of several matchers system result set S is obtained from their results 
through a combination strategy, namely a function that takes matchers results in input 
and produces a binary decision of whether the given correspondence holds. In this pa-
per we used union of all matchers results as a combination strategy, i.e., if a given 
correspondence is returned by at least one matcher it is included in S.  

2.2 Hybrid matching 

On this step meta matcher is executed on testing dataset. Element level matchers 
results are combined using thresholds and the combination strategy exploited in the 
previous step. For union combination strategy positive result is produced only if con-
fidence score, as computed by element level matchers, is higher than threshold 
learned on the previous step.  

3 Evaluation results 

We used a dataset exploited in SemEval1 evaluation. The dataset contains 1108 nouns, 
591 verbs, 262 adjectives and 208 adverbs. We split it into two equal parts: training 
and testing datasets.  

We compared results of meta matcher with 3 other sense merging methods. In par-
ticular, we re-implemented sense merging algorithm [2], Genclust algorithm [5] and 
MiMo algorithm [3]. Meta matcher outperforms the other methods in terms of F- 
Measure.  
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