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Abstract. The semantic web increasingly offers information that can
be useful for decisions in the context of risk management. The concept
of this thesis is to perform research on relational learning techniques
that are able to improve risk management through the incorporation of
background information based on description logics of the semantic web.
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1 Problem Statement

Financial risk management is one prominent domain of risk managament (RM),
which ensures the functioning and stability of banking and insurance systems.
Naturally, a financial RM analysis should adhere as much as possible relevant
information to evaluate an investment or portfolio of investments. The complex
net of relations between macroeconomic factors, sectors, companies, products,
services, people, geographical locations, financial statements, news etc. make this
a very difficult task. Two main problems typically arise in such a situation, if one
wants to perform appropriate decisions. First, one needs appropriate data, and
second, one needs a quantitative methodology that utilizes a suitable underlying
representational framework for the data.

Since the advent of the semantic web (SW) an increasing amount of machine
readable and ”understandable” meta information can be automatically retrieved
from a vide variety of sources. Standards, such as RDF, RDF-S and OWL,
provide a formal logical way to specify shared vocabularies that can be used in
statements about resources. It is therefore interesting to analyse, which kind of
quantitative strategies are suitable to utilize the increasing amount of semantic
information in RM. How can risks be quantified based on available relational
information from the SW? Risk measures like value at risk (VaR) or expected
shortfall (ES)[15] are an important instrument to quantify risks, which are in
general based on a so called loss distribution, which is estimated for instance for
an investment or a portfolio of financial positions. The value of such a portfolio at
time t is denoted by Vt. The value Vt of such a portfolio is a function Vt = f(t,Zt)
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of the time and a vector of observable risk factors Zt (i.e. stock prices). Equation
1 defines the loss at time t + 1 of an investment or portfolio.

Lt+1 := −(Vt+1 − Vt) (1)

One can define the conditional loss distribution based on the available informa-
tion Ft that are observable at time t.

FLt+1|Ft
(l) := P (Lt+1 6 l|Ft) = P (−(Vt+1 − Vt) 6 l|Ft) (2)

While in a typical setting the sigma field Ft is based only on the historical
risk factor changes [15] (i.e. changes of the stock prices), this thesis proposes
to incorporate information from the semantic web into the quantification of the
loss distribution via relational learning algorithms, because the SW provides an
increasing free available amount of relational information and relational learning
algorithms are able to utilize the rich relational structures of the underlying
description logics of the SW. The measured risks should be more objective,
if more information (relations between entities) in the respective domain are
considered.

2 Related Work

Relational learning builds upon the solid theoretical foundations of machine
learning and knowledge representation [17]. Relational indicates that such al-
gorithms are able to adhere different entities and relationships among them.
There a two main research directions: Inductive Logic Programming (ILP) and
Statistical Relational Learning (SRL).

ILP is concerned about the development of relational data mining algorithms
to perform (deterministic) inductive inference based on the observations of a
first-order representation of the information [7]. The propositional data mining
algorithms have been upgraded to its first-order variants [7], with several appli-
cation scenarios [17]. A prominent example are relational association rules and
relational decision and regression trees [6]. In general these algorithms are de-
terministic, but they can have a probabilistic interpretation, such as relational
association rules.

SRL performs research to ”represent, reason and learn in domains with com-
plex relational and rich probabilistic structure”[11]. There are logic and frame
based algorithms, with the logical ones fitting naturally to semantic web de-
scription logics. Neville and Jensen [16] point out that in relational data sets the
evidence of autocorrelation provides opportunity to improve the performance
of statistical relational models, because inferences about one object can inform
inferences about related objects [16], which is called collective inference. Rela-
tional dependency networks (RDNs) [16] are a relational extension of dependency
networks that can represent and reason with cyclic dependencies and exploit au-
tocorrelations. RDNs has been successfully applied to fraud detection [16].

SRL approaches such as probabilistic relational models (PRMs) [9], Bayesian
logic programs (BLPs) [17] attempt to model a probability distribution over a
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set of relational interpretations. PRMs and BLPs extend Bayesian networks with
expressive relational representations. However, as discussed by Braz et al.[5],
these solutions still perform inference mostly on propositional level, because
they instantiate propositional graphical models based on a given query. Braz et
al. outline that this propositional grounding can be computational expensive and
therefore motivate first-order probabilistic inference, which is one of the current
important research topics. Since risk management is a complex domain with
large numbers of data, a simple reuse of existing tools is not suitable. Structure
and parameter learning has to be adapted to the present context. Furthermore,
most tools operate on first-order logic and not on description logics, which are
in focus of this thesis.

In the context of the semantic web, relational learning has also gained in-
terest. Initially the approaches had a focus on learning to create the semantic
web, but there is also increasing research on learning from the semantic web
[19, 20]. Research on ILP techniques in the SW is outlined in Lisi and Esposito
[13]. Rettinger et al. [18] give insight into statistical relational learning in the se-
mantic web. Several approaches also analyse clustering of data with background
information [14, 12, 8].

In the context of risk management, there are a vide variety of (probabilistic)
quantitative methodologies. However, we concentrate here on the Bayesian ap-
proaches in RM, because of their ability to incorporate quantitative and qualita-
tive data as well as their ability to provide useful estimates of model parameters
even when data is sparse. Bayesian networks, which are closely related to PLPs
and PRMs, are often used in risk management [10, 2], in particular they have
been also used to estimate the loss distribution of operational risks [1, 4, 3]. De-
spite their success, Bayesian networks are not able to model complex relational
domains appropriately [17]. Therefore it seems to be desirable to utilize statisti-
cal relational learning to improve financial risk management, which to the best
of the authors knowledge has been not reported so far.

3 Proposed Approach and Methodology

The idea is to use a kind of statistical relational model to estimate the loss distri-
bution of an investment. This means that the different information (entities and
relations), which are represented i.e. in RDF-S or OWL, are used to learn the
structure and the parameters of this model, which is itself used to estimate the
distribution of risk factor changes such as stock price movements. Several char-
acteristics are particularly desirable to utilize a relational dependency network
as the model. On the one hand, autocorrelation between stocks etc. in financial
markets is present. RDNs have the ability to efficiently represent cycles, which
facilitates reasoning with autocorrelation. On the other hand, the large amount
of data in this domain requires also an efficient approach to learning. RDNs are
an approximate representation of the joint distribution, which leads to significant
efficiency gains.
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There are different criteria of success for the proposed approach. First, it is
important to utilize a suitable framework that combines probabilistic and logic
in the complex domain of financial risk management. Much research has been
done in other application scenarios, which resulted in different approaches such
as PRMs, BLPs, RDNs etc. Suitability of such a framework depends on the type
of patterns that can be covered, computational effectiveness of structure and
parameter learning as well as inference. Due to this, the author will compare
different statistical relational models in this domain according to the criteria.

Second, it will be important to gather appropriate data from different sources
to evaluate the approach. The author will employ a quantitative experimentation
of the approach, based on different real world as well as artificial data sets. In
particular, artificial data sets are important, because the distribution of the
random variables is known in advance, and therefore the prototype algorithms
can be evaluated according to the found patterns. Furthermore, complexity of the
artificial data set can be increased in a stepwise process. Real world data will be
based on data from the open semantic web 1, such as geographical data, company
and product information as well as other sources such as stock market data,
news and financial statements 2 that can be transformed through schemas into
needed logical formalisms. The thesis should demonstrate the feasibility as well
as performance of the approach in comparison to the existing RM approaches
on real world data.

4 Conclusion

This thesis proposes an original approach to quantitative risk management that
should overcome the methodical limitations of widely used propositional learning
approaches through the application and enhancement of statistical relational
learning. The approach utilizes a representational framework for information
based on semantic web standards, because an increasing amount of relevant
information in this domain is exposed to the semantic web. The semantic web
standards utilize description logic a subset of first-order logic and are therefore
a suitable framework for relational learning techniques.
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