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1 Introduction

Much recent research deals with the automatic extraction of multimedia meta-
data. While automatic extraction is already well understood for low-level features
(e.g., color), it remains an open issue for high-level (semantic) features [1].

In this context, an evaluation of currently available MPEG-7 annotation
tools and frameworks has been performed [2]. Most tools can extract low-level
features automatically, and some also provide functionalities to describe high-
level features manually. This paper highlights VAnalyzer!, an MPEG-7 based
semantic video annotation tool, which is also able to extract certain semantic
annotation automatically. Here, we only introduce the features of the VAnalyzer
without discussing its architecture. Finally, the demonstration procedure will be
highlighted.

2 Main features of VAnalyzer

VAnalyzer is implemented in Java and based on the NetBeans Platform?, a
generic framework for Swing applications. The application offers regular video
player functions (e.g., stop or play) and produces valid MPEG-7 metadata de-
scriptions. The raw (decoded) video frames are accessed through the Java Media
Framework (JMF)? and its plug-in FOBS4JMF*. This FFmpeg wrapper plug-in
adds a broad support of media formats in addition to the few that JMF can
natively process.

Figure 1 outlines VAnalyzer’s interface: (a) shows the main menu of the
application; (b) illustrates the user interface to (de-) activate or configure the
metadata extraction algorithms, completed by a visualisation of the algorithm
processing.

The actual content of the extracted metadata depend on the selected algo-
rithms. The following algorithms have been integrated in the VAnalyzer:

— MPEG-7 low-level features extraction® processes for Color Layout, Color
Structure, Dominant Color and Edge Histogram.

! http://www.dimis.fim.uni-passau.de/iris/index.php?view=vanalyzer

2 http://platform.netbeans.org

3 http://java.sun.com/javase/technologies/desktop/media/jmf

4 http://fobs.sourceforge.net

5 Adapted from the Caliph & Emir project: http://www.semanticmetadata.net
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Fig. 1. User interfaces and process visualisation of the VAnalyzer

— Two approaches for object recognition and tracking. The first approach makes
use of the OpenCV® project for object (e.g., faces) detection using Haar
cascades. The second follows a modified approach of Heikkila et al. [3], which
detects objects using background substraction and background models.

— A shot detection algorithm based on a modified approach described in [4].
Our improvements concentrate on an enhanced dissolve and fade detection
through a new one sided feature approach and efficient block matching tech-
nique.

3 Demonstration procedure
The demonstration will contain an (optional) talk regarding the architectural
facets of the application, a computer-assisted presentation of the central features
and the validation of the extracted metadata. Thereby, the used data set will
counsist of a video surveillance footage.
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