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Foreword

In the Web 2.0, a growing amount of multimedia content is being shared on
Social Networks. Due to the dynamic and ubiquitous nature of this content
(and associated descriptors), new interesting challenges for indexing, access,
and search and retrieval have arisen.

In addition, there is a growing concern on privacy protection, as a lot of per-
sonal data is being exchanged. Teenagers (and even younger kids), for example,
require special protection applications; while adults are willing to have a higher
control over the access to content.

Furthermore, the integration of mobile technologies with the Web 2.0 appli-
cations is also an interesting area of research that needs to be addressed; not
only in terms of content protection, but also considering the implementation of
new and enriched context-aware applications.

Finally, social multimedia is also expected to improve the performance of tra-
ditional multimedia information search and retrieval approaches by contributing
to bridge the semantic gap. The integration of these aspects, however, is not
trivial and has created a new interdisciplinary area of research.

In any case, there is a common issue that needs to be addressed in all the
previously identified social multimedia applications: the interoperability and
extensibility of their applications.

The meeting held in Barcelona in May 2010 was the 11th in a series of
Multimedia Metadata Community workshops, this time paying special attention
to annotations on content in Social Networks. The presented papers have been
collected in this book.

The editors
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J. M. Gómez, J. M. Mart́ın, P. Garćıa, I. Santos
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Collaborative Video Annotation for Multimedia 
Sharing between Experts and Amateurs  

Dominik Renzel, Yiwei Cao, Michael Lottko, Ralf Klamma  
 

Information Systems & Databases, RWTH Aachen University,  
Ahornstr. 55, 52056 Aachen, Germany 

{renzel,cao,lottko,klamma}@dbis.rwth-aachen.de 
 

Abstract. Practices in communities can be supported through a wide use of 
standard multimedia and web technologies. Lately, several research domains, 
especially cultural heritage management, have discovered the power of 
collaboration with amateurs in multimedia documentation work. Amateurs 
often carry knowledge they would be willing to contribute with small effort. 
Thus, there is a need for intuitive multimedia annotation tools supporting 
efficient collaboration among different user communities. The MPEG-7 
metadata standard has been well applied to describe rich multimedia semantics. 
However, the complexity of MPEG-7 should rather be hidden from the user. In 
this paper we present the prototype of the community-aware semantic video 
annotation service SeViAnno based on a combination of metadata standards 
and Web 2.0 technologies in the cultural heritage management domain. An 
evaluation was carried out with amateurs and experts to explore the influence 
between both communities of different expertise levels. 

Keywords: MPEG-7, RIA, mashup, multimedia, metadata, Web 2.0 

1   Introduction 
Nowadays, it is possible for amateurs to help researchers in various fields. Cultural 
heritage management is one of those fields, where people from certain cultural areas 
can help researchers in reconstructing history. The city of Düren in Germany is 
currently pursuing such an approach in the context of establishing a city museum. 
Historic images  were published on the web, and with the help of citizens being 
contemporary witnesses they are now able to access and reconstruct historical details 
related to those images1

The following questions are raised in the domain expert communities such as 
cultural heritage management: How can we design complex metadata annotation 
workflows for technology-inexperienced domain experts with Web 2.0 technologies? 
And how can we make good use of the knowledge and support from a large range of 
amateur communities.   

.   

In our research work, we deal with these previously addressed problems with 
three main aspects. First, the annotation activities of domain experts are paid more 

                                                           
1 http://www.stadtmuseumdueren.de/bildersuche.html 



attention to. This special support of domain experts is not well covered in common 
Web 2.0 multimedia platforms. On the other hand, collective intelligence of the wide 
“amateur” communities has been drawing attention, as how successfully those Web 
2.0 sites like Twitter and Facebook nowadays work. Thus, the awareness of 
specialized user communities, e.g. in cultural heritage management has become one 
of our main research focuses. Second, multimedia metadata standards such as MPEG-
7 enhance data, service and platform interoperability. Multimedia metadata standards 
in combination with user generated information on the Web 2.0 are used to enhance 
quality and quantity of multimedia annotations. For example, expert knowledge can 
be collected from existing systems using domain-specific metadata standards. It is not 
yet possible in YouTube to handle existing metadata in customized cultural heritage 
management platforms. Third, simplicity and intuitiveness are achievable with Web 
2.0 and Rich Internet Applications (RIA) [1]. The Internet has been the pioneer 
platform and makes it possible now to create sophisticated and desktop-like user 
experiences in the web browser with high interactivity. As a proof of concept, 
community-aware video annotation activities among domain experts and amateur 
communities are traced in the Web platform prototype SeViAnno2

The rest of this paper is structured as follows. Section 2 includes a brief state-of-
the-art analysis of existing metadata standards and Web 2.0 technologies. Section 3 
describes the development process of the SeViAnno prototype as a proof-of-concept. 
In Section 4 we describe the evaluation process and results of our prototype. Finally 
we conclude with an outlook to further work. 

, a Flex- based 
approach to collaborative video annotation using the MPEG-7 standard .  

2   Related Work 
Multimedia sharing between expert and amateur communities is interesting to observe 
and explore. Our prior research results show that tags used by experts are more 
concise than “amateurs” as the expert level increases [2]. Among a large number of 
Web 2.0 platforms, Flickr, YouTube, and Last.fm all provide the possibility to add 
and edit tags to multimedia content. When the tagging processes are observed, there 
are three different tagging concepts behind them. YouTube only allows media owners 
to tag their own videos. No other users are able to edit or add tags afterwards. Last.fm 
differentiates personal tags stored to each user individually and professional tags 
labeled to each piece of music. Flickr enables everybody to add tags to photos. Flickr 
even has a sub space called Flickr Common to involve users to annotate public image 
archives. This enables the knowledge transfer from amateurs to experts. A channel for 
both directions is still missing. There have been many communities for cultural 
heritage management, e.g. the Bamiyan Development Community3

Metadata is used to describe content of multimedia files and can be classified as 
descriptive metadata, technical metadata or user dependent metadata. MPEG-7 is one 
of the most comprehensive multimedia metadata standards.  It can be easily integrated 

, which support a 
lot of activities instead of some special and professional task support such as video 
tagging.  

                                                           
2 http://tosini.informatik.rwth-aachen.de/media/SeViAnno.html 
3 http://www.bamiyan-development.org/ 
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into existing systems, but has a very inclusive description scheme, and is thus very 
complex [3]. 

Rich Internet Applications aim to provide usable, complex and platform 
independent applications, which can be accessed from anywhere. Macromedia 
introduced the term in 2001 and described it as an appealing, interactive, slim and 
flexible web application. In 2004 Macromedia introduced Flex, which was not very 
successful due to its high price and the lack of an IDE. With the introduction of Flex 2 
in 2006, RIA became much more popular. Recently, Adobe released Flex 4. Other 
technologies to create RIAs are Ajax or Microsoft Silverlight. Moreover, a mashup is 
a website or an application which includes data and functionality of several services 
to create a new service. For example, Google Maps has been widely used in travel, 
logistics, and customer relationship management platforms to present location-related 
information on a map.  

There exist many video annotation tools for domain experts. VideoAnt is a web 
application developed at the University of Minnesota [4]. Users can annotate videos 
uploaded from their file system or provide a YouTube URL. M-OntoMat Annotizer is 
a desktop application developed at different universities (including University 
Koblenz and University Karlsruhe) [5]. Due to its complex user interface it is not 
suitable for non-computer experts and amateurs who only want to add small pieces of 
information. Nevertheless, it offers a high precision of semantization and is based on 
the MPEG-7 standard. Other projects dealing with multimedia content description are 
Boemie [6] and K-Space [7]. Boemie includes the video and image annotation tool 
VIA. In our previous research, the Virtual Entrepreneurship Lab (VEL) was 
developed as an interactive learning environment for entrepreneurial education [8]. 
An early version of MPEG-7 was used to manage metadata for different multimedia 
types in a consistent way. Its successor MECCA was designed as a multimedia 
screening environment to foster collaboration for movie scientists in a distributed 
setting [9]. 

3   The SeViAnno Prototype Development Process 
In this section, we briefly describe the SeViAnno prototype development process. 
Requirement analysis has been conducted based on feedback of amateur and expert 
communities in the domain of cultural heritage management. The design and 
implementation of our community-aware semantic video annotation tool meets the 
three main aspects of (a) knowledge transfer between domain experts and amateurs, 
(b) utilization of metadata standards for interoperability, and (c) user interface 
simplicity and intuitiveness.      

3.1 Requirements Analysis with Paper Prototyping 

Based on the combination of requirements analysis and the analysis of existing Web 
2.0 applications we created a paper prototype and evaluated it with different subject 
groups of cultural heritage management amateurs and professionals. Paper 
prototyping was thereby found to be a suitable method to improve user interfaces and 
to identify missing functionality [10]. Several interesting observations were made, 
e.g. that inexperienced users prefer natural data visualization such as places shown in 
a map or events on a timeline. All observations were then included in the 

D. Renzel, Y. Cao, M. Lottko, R. Klamma 9



implementation of the first software prototype. It was developed using RIA 
technology with the dedicated goal to design an intuitive user interface hiding the 
complexity of MPEG-7. 

3.2 Community-aware Semantic Video Annotation 

A video annotation process between domain experts and amateurs comprises complex 
workflows. How can knowledge be well shared between amateur and experts on the 
level of information workflow? And how can activities on media undertaken in both 
communities be well influenced or interacted on the level of process workflow?  

On the information workflow, valuable metadata representing professional 
knowledge of domain experts needs to be transferred to the amateur. Amateur users 
can select professional annotations from existing tag clouds to annotate a certain time 
point or an interval of video clips. Video tags from the amateur communities can be 
refereed by domain experts. At the same time, experts are able to get pre-processed 
video clips by large user communities and further elaborate on annotations. Several 
video annotation information classes are involved: annotations from complicated 
expert video annotation systems; selected annotations by amateurs and applied on 
video clips, and further added annotations by professionals on video clips. Moreover, 
the elaborated annotations by both communities can be used to generate more concise 
annotations for video clips. 

On the annotation activity workflow, each video can be annotated with an 
unlimited number of tags. Each time point of a video can be annotated with rich 
semantic information including agents, objects, events, times, places and concepts. 
Community awareness is realized through a collaborative tagging process between 
experts and amateurs. Professionals and amateurs collaborate on video annotations to 
manage and share domain specific knowledge. The information about who has 
annotated which video segment is visible to the community. Whenever a tag is 
clicked, the video segment is played directly.  

3.3 MPEG-7 Multimedia Annotation 

Semantic annotations are realized as MPEG-7 Semantic Basetypes including Agent, 
Concept, Event, Object, Place and Time. Concepts, event and objects can be added by 
simply specifying a name. Time is specified by additionally adding a date. Places 
include longitude and latitude values. Existing documented or annotated videos within 
cultural heritage management communities might be represented in certain cultural 
heritage metadata standards such as CIDOC CRM. These metadata can be easily 
mapped to MPEG-7 and be used as initial expert knowledge for the whole video. 

The management of all MPEG-7 data is implemented as LAS Web services [11]. 
The LAS multimedia and user management services enable Web clients to create, 
search, and retrieve MPEG-7 metadata. An MPEG-7 Semantic Basetype service is 
used for semantic annotations. Access to video segments is realized through an 
MPEG-7 multimedia content service. Every video can be separated into several audio 
visual segments, where each one has its one time point and duration. Semantic 
annotations are assigned to multimedia content descriptions as semantic references. 
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3.4 Simplicity, Intuitiveness and Interactivity 

Users can annotate video segments easily by clicking the relevant semantic annotation 
tabs. Especially for the place annotation, a Google maps frame is applied. All place 
annotations are shown as markers on the map. If a user wants to get to the 
corresponding position in the video, he just needs to click on the marker and the video 
is automatically started at this position. Video segment annotations for places are 
possible through clicking on the map. While watching the video, the map zooms 
automatically into a place occurring in the respective segment.   
 

 

Fig. 1. The SeViAnno user interface with a video player, video information and video list, user 
created annotations, and Google map mashup for place annotations. 

 
All semantic annotations are listed below the video player with an intuitive icon 
standing for one of the six supported types. By clicking each individual tag, users can 
access the related video segment. One of the main user interface improvements is 
automatic annotation highlighting while a video is played. In order to realize 
awareness for community annotation activities on a particular video, the list shows 
nicknames of the respective annotators. Additionally, SeViAnno supports usual plain 
keyword tags and text annotations stored in the MPEG-7 metadata. A screenshot of 
the SeViAnno user interface is depicted in Fig. 1. All user experiences including 
video upload, video browsing, video tagging, and video segment annotation are 
realized within one Web page.  

D. Renzel, Y. Cao, M. Lottko, R. Klamma 11



 

4   Evaluation 
In order to compare collaborative multimedia annotations of experts and amateurs, we 
conducted a small-scale experiment in the domain of Afghan cultural heritage with 
six subjects, one of them a cultural heritage expert with profound domain knowledge, 
the others amateurs. All subjects were asked to complete the same task of creating 
and/or assigning semantic tags to two videos in SeViAnno. One video showed a 
documentation of a 3D laser scan of a small Buddha niche in the Bamiyan valley, the 
other a 3D reconstruction of cities and monasteries in Gandhara. Both videos did not 
include any audio track or subtitle. Subjects were asked to watch each video exactly 
once and to add their annotations. The time for completing this task was not limited. 
All subject activities in SeViAnno were automatically monitored and recorded using 
MobSOS [12]. Monitoring log data together with generated MPEG-7 multimedia 
metadata were later on used for analysis.  

For the monitoring log data analysis, we considered descriptive statistics on 
measures such as total session duration, method invocation frequency, number of 
bytes sent, etc. as proxies for the comparison of annotation activity. We first analyzed 
the total duration of each subject’s SeViAnno evaluation session. While the average 
session duration for amateurs was at 28.91 min (min: 12.8 min; max: 51.5 min), the 
professional spent 136.7 min, i.e. more than four times longer than the amateur 
average. Compared to the total video duration of 6.25 min, subjects spent the major 
part of their session time on browsing, revisiting and annotating the multimedia 
material. However, session time alone was not sufficiently expressive to allow 
statements about annotation activity. Therefore, we analyzed LAS method invocation 
frequency as the next proxy measure for activity. 44.79% of all LAS method 
invocations were made by the professional, resulting in an average of 11.04% for each 
of the amateurs.  

 

 
Fig. 2. MPEG-7 Service Method Invocation Statistics for Experts and Amateurs  
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More detailed statistics on MPEG-7 service method invocation are shown in Figure 2. 
Since our analysis concentrated on annotation activity, we only included those 
methods in our analysis which actively contributed to multimedia annotations. Two of 
the amateurs did not contribute any annotations, probably because they considered 
previously made annotations as sufficient. The upper diagram clearly shows that the 
majority of annotation method invocations was executed by the domain expert. While 
amateurs annotated using plain keyword tagging and at most two distinct semantic 
base types per subject, the expert used the full range of all types supported in 
SeViAnno and additionally specified full text descriptions. Furthermore, we analyzed 
the number of bytes sent as parameters with all MPEG-7 annotation method 
invocations as proxy for annotation length. The lower diagram in Figure 2 paints a 
clear picture that again the expert contributed more than all amateurs together. 
However, the above quantitative statistics do not provide any information on the 
actual quality of annotations. Therefore, further analysis of the actual annotation 
quality was conducted based on the generated MPEG-7 multimedia metadata 
descriptions and observations during the evaluation session. One interesting 
observation was made regarding the annotation of places with Google Maps. 
Amateurs just typed in the name of a location and blindly trusted the partially wrong 
coordinates returned, introducing annotation imprecision. The professional always 
checked the proposed location for correctness resulting in higher precision and 
annotation quality. Amateurs often reused already existing semantic base types for 
tagging instead of creating new elaborate ones.  Some amateurs abused annotation 
functionality for asking questions, e.g. by creating an object with title “What are these 
green areas?” which can serve as request for more precise annotation by a 
professional, but again introduce a certain decrease of annotation quality. However, 
altogether, we found that annotations of amateurs and professional complemented 
each other. While amateurs provided their annotations quickly, but not too profound, 
professionals spent a lot of time to provide annotations as detailed as possible.  

5   Conclusions & Outlook 

We have realized the concept to support the knowledge sharing and community 
awareness across expert communities and amateur communities on deploying the 
prototype SeViAnno. The MPEG-7 metadata standard is employed to enhance 
interoperability and rich semantic annotation. The interface based on Web 2.0 and 
RIA technologies was designed to hide the complexity of MPEG-7. We furthermore 
identified that information and activity workflows between professional domain 
experts and amateur communities are complex, however complementary processes. 
There are still a list of open questions and tasks for further research. Browsing and 
annotation processes can be further explored and compared between different 
communities.  How can comment, ranking, question-answer sessions be employed to 
improve the communication between experts and amateurs? Other future scenarios 
can be illustrated. SeViAnno can be applied for other communities. Such an 
“amateur-amateur” scenario for fun can be imagined. Hollywood fan communities 
can annotate film videos with clips related to some popular travel destinations, which 
could be well shared by travelers. In addition, it could be interesting to explore the 
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influence of annotation activities between experts and amateur communities. 
Questions could be addressed whether amateurs feel self-confident to annotation 
videos in such platforms, in contrast to a Web 2.0 video sharing site. The level of 
community awareness can be further extended by introducing more direct interaction 
between community members, e.g. with an included chat functionality, member 
presence information, etc. The effects of such extensions on annotation quality can 
then be further explored and exploited.        
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Image search based on a broker approach 

Pere Torán, Jaime Delgado 
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Abstract. This paper proposes a new way of searching resources, specifically 

images, through the web, following a broker approach. After studying some of 

the most important image repositories, Panoramio, Picasa and Flickr have been 

chosen as the resource databases where the application looks for images. Apart 

from the central application, which implements the search engine, a web portal 

has been developed in order to provide a user interface front-end where users 

can perform some searches in a friendly way. 

Keywords: Metadata interoperability, broker, image search. 

1   Introduction 

Nowadays, there are many web sites that provide a huge amount of resources. Each 

resource has some metadata associated, which changes from one server to another. 

This causes some interoperability problems between each metadata model that makes 

difficult performing searches against different servers. 

Our goal is to implement an image searcher that can handle, in the best possible 

way, the negative effects of this lack of interoperability, following a broker approach. 

This paper is organized as follows: Section 2 is an overview of the state-of-the-art 

in the use of some standard metadata models and languages to request multimedia 

content, and in the use of broker approaches. Section 3 is an overview of which 

modules integrate the whole system we have developed and how they interact with 

each other. 

The conclusions and future work are shown in section 4. 

2   State-of-the-Art 

Because this is not a new problem, a lot of research work has been already done on 

trying to solve it. This implies, from designing a broker architectural approach or 

metasearches [1][4][5] to specifying standard metadata models and languages 

[2][6][8], to accept and respond to requests for multimedia content without the 

concern about where they come from [3]. 



2.1   Designing a Broker Architectural Approach 

There are many approaches to try to solve the interoperability problem [1]. One of 

them is based on a broker, also called query rewriting because its job is to receive 

search queries in a determined metadata format and to rewrite them once for every 

metadata format that is supported. 

After the queries have been generated, they are sent to every external server and 

the resulting data is processed again and mapped back to the original metadata format. 

This means that it is necessary to use a metadata model in order to establish some 

translations, or mappings, from this model to the rest.  

2.2   Working on Standardizing a Multimedia Metadata Model 

There is not a metadata model considered to be the standard to use. There are several 

models each one of them focusing on different needs and kinds of resources. 

For example, the MPEG-7 standard is a complex model that aims to describe 

audiovisual material such as video, sound or images [6]. 

Another example is the Dublin Core model, which is oriented to multimedia and 

text content and whose core is composed by only 15 metadata elements, but has been 

highly extended by some working groups [8]. 

The Dublin Core model is widely used in many environments, such as the 

eXtensible Metadata Platform [9], which is a standard for processing and storing 

standardized and proprietary information relating to the content of a file. This is used 

by the Media Annotations Working Group [7], who wants to provide an ontology and 

an API designed to facilitate cross-community data integration of information related 

to media objects in the Web, such as video, audio and images. 

An interesting model that has been recently standardized is the JPSearch Core, 

which is the metadata core of the JPSearch framework, which wants to provide a way 

to decouple the in general tightly coupled systems and to provide a better 

interoperability during image search [2].  

JPSearch goal is to provide a standard for interoperability for image search and 

retrieval, which matches our objective. 

2.3   Defining a Language to Request for Multimedia Content 

The MPEG working group has defined a language, which became an ISO/IEC 

standard in December 2008, to accept and respond to requests for multimedia 

contents. It is called MPQF (MPEG Query Format) [3]. 

MPQF is an XML-based query language that defines the format of queries and 

responses to be interchanged between clients and servers in a distributed multimedia 

information search-and-retrieval context. It provides interoperability between parties, 

e.g. clients and content providers, and platform independency. 

A subset of MPQF is also used in the JPSearch part 3, which is the part that 

provides a standardized message protocol for image retrieval; it is called JPQF 

(JPSearch Query Format). 
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3   The Developed System 

The software we have developed provides a centralized place for searching images 

from different images servers. In our current version we are using Panoramio, Picasa 

and Flickr.  

Our system is compliant with the current version of the JPSearch standards. From 

an architectural point of view, the system follows a broker architectural approach (see 

section 2.1), which means that there is a subsystem that receives JPQF queries in a 

metadata format and rewrites them once for every metadata format that is supported 

(Panoramio, Picasa and Flickr). This is sketched in Figure 1. 

 

Fig 1. A broker architectural approach 

The system is split into two modules: a central application that implements a 

broker-based metadata aggregator and a web portal as the user front-end. Modules 

communicate each other by using JPQF queries. 

To understand how they all work together we first need to understand what each 

module does. 

3.1   Central Application 

This module takes as the input a JPQF query referring to metadata elements compliant 

with the JPSearch Core Schema (defined in ISO/IEC 24800-2) and returns a JPQF 

response.  
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3.1.1. Metadata Model 

As mentioned before, the subsystem receives a query in a metadata format and 

rewrites it once for every metadata format that is supported. So, one metadata model 

must be used in order to establish the appropriated translations between that model 

and the rest.  

The JPSearch Metadata Core has been chosen to be the default metadata model and 

has been extended with some image specific fields and with some EXIF fields, like 

the camera make and model. 

The example in Figure 2 illustrates the model used by the application through a 

real search result. All the image dependent metadata fields like width, height or EXIF 

are included in the Photo element. Whenever it is possible, the other fields are 

grouped by meaning, for example, the Name and Nick fields, which are related with 

the Author, are included in the Author element. 

<Metadata> 

  <Title>Prenent un Bany. Taking a Bath.</Title> 

  <Description>Bigui. beagle.</Description> 

  <Keywords>landscape,yellow,orange,groc,taronja,Catalunya</Keywords> 

  <URI>http://www.flickr.com/photos/arturdebat/1382400520/</URI> 

  <Source>Flickr</Source> 

  <License>1</License> 

  <Author> 

    <Name>Artur Debat</Name> 

    <Nick>¡arturii!</Nick> 

  </Author> 

  <Date> 

    <Created>2007-09-10 16:21:34</Created> 

    <Published>2007-09-14 20:45:50</Published> 

  </Date> 

  <Location> 

    <Latitude>41.5475158691406</Latitude> 

    <Longitude>2.39347410202026</Longitude> 

  </Location> 

  <Photo> 

    <URI> 

      <Source>http://farm3.static.flickr.com/2/1892.jpg</Source> 

      <Thumbnail>http://farm3.static.flickr.com/2/1892t.jpg</Thumbnail> 

    </URI> 

    <Width>500</Width> 

    <Height>333</Height> 

    <Orientation>1</Orientation> 

    <EXIF> 

      <Make>Canon</Make> 

      <Model>Canon EOS 400D DIGITAL</Model> 

    </EXIF> 

  </Photo> 

</Metadata> 

Fig 2. Example of the metadata model in XML format. 
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3.1.2. The Broker Interface 

In order to search on each server, an interface per-server must be provided. Each 

interface, depending on what kind of searches it receives, must know if it is possible 

to search on its associated server and, if so, how to launch the search and what to do 

with the results later. 

There is a simple way to decide whenever it is possible or not to search on a server 

just knowing which metadata fields have their results and which of them it accepts to 

perform a search. 

Knowing how to launch a search against a server is not only limited by using its 

API but, in order to expand the kind of searches that its server accepts, to properly 

modify the original query, for example by removing some conditions before 

launching it and then filtering the results by the conditions previously excluded. 

For example, imagine that somebody wants to search images from Barcelona 

higher than 200 pixels in a server that does not allow searching by height. This search 

constraint will not be considered at searching time but after getting the results from 

Barcelona they will be reprocessed by height greater than 200 pixels. 

3.1.3. Reprocessing Results 

The reprocess can hence be thought as a filtering process that is done when there are 

search constraints that are not supported by a server. 

This way of looking for images increases the search options that servers offer by 

default, but, on the other hand, from a user point of view, some searches can look 

slow because, internally, the application repeatedly launches several searches and 

reprocesses the results until all constraints are resolved, and that can take a while 

depending on how restrictive the given constraints are.  

The time that these searches take can be minimized by scattering them across 

threads and launching them in parallel. 

In order to be able to reprocess content obtained as the result of a search, they must 

be temporary kept in some way, for example inserted in a database. Since there is no 

need to keep them after being returned to the user, an in-memory database engine has 

been used in order to improve the efficiency. 

3.1.4. Implementing a JPQF Interpreter 

Our Web portal and the central application communicate each other by using JPQF 

queries but, internally, the application, which is programmed with Java, works with a 

set of Java classes that represent the JPQF query, not with JPQF expressed on XML. 

This means that some kind of translation must be done from a JPQF query to the 

internal set of classes and vice versa. So, an interpreter that parses and transforms 

each incoming JPQF query must be implemented.  

Since there is nothing to parse when the opposite transformation is realized, it is 

easier than the previous one. The interpreter only has to be aware of the JPQF query’s 

OutputDescription, which is a part of the JPQF query, and to specify how the results 
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will be returned, in order to properly construct the JPQF response. For example, it is 

possible to specify which fields will be returned with the results, in which order they 

will be shown or how many of them will be returned. This is done by iterating each 

result’s metadata field set and filling them into the JPQF. 

3.2   Web Portal 

The web portal is form-based and allows users to search images at different places 

without being concerned of how they are implemented as well as specifies some 

display options like sorting or the maximum number of results by page. When a user 

submits the form, a JPQF query representing the specified search and the display 

constraints is created and is sent to the application. 

3.2.1   Another JPQF Interpreter 

As well as we did before, a JPQF interpreter must be implemented on the client side 

in order to translate from HTML to JPQF and vice versa. 

The HTML to JPQF translation can be done in a similar way the metadata model to 

JPQF translation does. Every form field becomes almost directly a JPQF condition 

that, concatenated with the rest using a properly Boolean operator (AND, OR), 

conforms the whole JPQF condition set. 

Because JPQF is XML-based, the opposite translation, JPQF to HTML, can be 

accomplished just applying an XSLT on the JPQF response. 

3.2.1   Web Design 

The web is form-based, which means there are some input fields, which users can fill 

in with text, each one of them represents a different search field. 

There is some javascript code that adds some dynamic behaviour to the search 

form. For example, because the form is too big, it is divided by sections (e.g. date, 

location, etc.) and each one of them can be collapsed resulting in a smaller form. 

Also, it can be duplicated, as it is shown in figure 3, allowing launching multi-

queries. In fact, they will be all assembled with an OR operand and sent to the 

application using a single JPQF query, but the application’s JPQF interpreter will split 

it into several searches, one by each form, and the broker will launch them in parallel. 

The search results are presented to the user as a table of thumbnails, as figure 4 

shows. In order to see the information associated to each result, users must click on 

the appropriated thumbnail. A pop-up similar to which is shown in figure 5 will 

appear. 
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Fig 3. Example web form  

 

 

Fig 4. Result set shown in graphic mode 
 

 

Fig 5. Result item in graphic mode 
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4   Conclusions and Future Work 

This paper has described the design and the implementation of an image searcher that 

follows a broker architectural approach using some JPSearch standard parts like its 

metadata core and its language to retrieve images. 

The main objective has been to be able to launch queries over several public image 

servers independently of the metadata elements used by them. 

This system has been presented at the last ISO/IEC JTC1 SC29/WG1 [10] (JPEG) 

meeting in March 2010 and has been selected as an application to promote the use of 

JPEG standards. Nevertheless, our approach may work with different metadata and 

querying standards. For example, we have also available an implementation using the 

query standard from MPEG: the MPQF. 

For the near future we will extend the application in order to support more content 

servers and more content types like audio or video. 
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Abstract.  In this paper we describe a metadata solution for a Peer-to-Peer (P2P) 
content distribution system termed NextShare. We outline the key motivating 
factors for our approach, detail the overall generic architecture we have 
developed and present the workflow for delivering metadata through Peer-to-Peer 
based content distribution. The paper also presents the metadata model we have 
developed and we describe in detail how all the content can be packetized and 
distributed using NextShare. Finally, a description of the core and optional 
metadata attributes which may be utilized within the system is provided. 

Keywords: Metadata, peer-to-peer streaming, social networks, payment and 
cashing, advertisements, MPEG-21 Digital Item, API. 

1 Introduction 

The Internet is increasingly being used to distribute both real-time and on-demand 
high bandwidth multimedia content to large audiences due, in part, to the increase in 
bandwidth available within the last mile. The server and bandwidth costs for 
provisioning adequate resources to facilitate high Quality of Experience (QoE) for 
streaming services to the end user are rapidly increasing as High-Definition (HD) 
content becomes increasingly dominant. One alternative to the traditional client-server 
or Content Distribution Network (CDN) approach is provided by Peer-to-Peer (P2P) 
distribution systems. In a decentralized P2P system the notion of a server does not 
really exist and instead all peers/nodes within a network are capable of distributing 
content to other peers while simultaneously consuming content. Thus, the distribution 
cost is shared amongst the peers themselves, potentially significantly reducing the 
distribution costs to content providers. 

Although the number of available P2P systems is already very large and new P2P 
systems are frequently developed, the metadata utilized within P2P systems is usually 
proprietary and has not yet been standardized. In this paper, we propose a metadata 
model that builds upon existing standards and extends them to support P2P-specific 
requirements. The requirements are motivated by our work in the EU funded P2P-Next 
project [1] which seeks to develop an open source, standards-based P2P content 



distribution platform, herein referred to as NextShare. The metadata model provides a 
solution to describe the content in P2P systems as well as a solution for structuring and 
packetizing the metadata and the actual audiovisual (A/V) content. 

The remainder of this paper is organized as follows. Section 2 describes the general 
architecture and metadata workflow before we present the metadata model with its core 
and extensions in Section 3. Section 4 provides details on the metadata specification we 
have developed which is followed by an overview of the API for creation and access of 
metadata in Section 5. Some concluding remarks are presented in Section 6 along with 
some areas of future work. 

2 Architecture and Workflow  

This section describes a generalized architecture and workflow enabling P2P media 
distribution as depicted in Figure 1. The media to be distributed via P2P consists of 
(A/V) content and metadata. The metadata is divided into core metadata and additional 
(optional) metadata (i.e., extensions of the core metadata; cf. Section 3 for more 
details). Finally, the relationship between the A/V content and the metadata is 
described by structural metadata that represents the declaration of the P2P media. The 
combination of all these assets is referred to as the P2P-Next Item depicted in Figure 1 
and is defined as follows: A/V content + metadata (core + extensions) + structure. The 
torrent file is generated based on these assets from the P2P-Next Item and is used for 
distribution via the NextShare platform [1]. Additionally, the metadata of the P2P-Next 
Item is used within the Atom/RSS store for the presentation/interactivity layer at the 
content consumption side. 

 
Figure 1. Architecture and Workflow for P2P Media Distribution. 

A key requirement for the P2P-Next project is to ensure backwards compatibility 
with other BitTorrent clients. Thus, a torrent file compatible with the BitTorrent 
protocol [2] needs to be provided as top-level information. However, torrent files 
contain only a small portion of the metadata (i.e., the core metadata) needed to 
represent rich media content. The high-level structure of the P2P-Next Item is shown in 
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Figure 2. The torrent file contains the references and hash values for the media 
resources, i.e., the MPEG-2 Transport Stream (TS) containing the video and the audio 
content, and possibly the Scalable Video Coding (SVC) enhancement layers in case the 
video content is scalable. In particular, an MPEG-21 Digital Item Declaration (DID) 
[3] is included in the torrent file which might be encoded as binary XML or just 
provided as plain XML. The DID included in the torrent file contains the core metadata 
from the P2P-Next Rich Metadata specification [4] and references to other, optional, 
metadata and resources packaged separately. One way to package the optional content 
would be to packetize it into an MPEG-21 file (.m21) [5], including an additional DID 
that describes the individual optional content items. Alternatively, the additional DID 
could be provided on its own (i.e., as plain XML) and reference the optional content 
items, which could be, e.g., distributed through the NextShare system. The main reason 
for storing only the core metadata directly in the torrent file is to keep the size of the 
torrent file as small as possible (by referencing the other data) and still provide 
sufficient data to enable search on the content of the torrent file. A more detailed 
description of the structure of the DID is provided in the next section. 

 
Figure 2. High-Level Structure of P2P-Next Item. 

The DID for the optional content (packetized into an .m21 file in Figure 2) provides 
access to optional metadata related to advertising, media rating/review, content 
provider, payment, scalability, or interactivity. Furthermore, the metadata required for 
interactivity references additional resources (text, images, small audio/video clips, etc.) 
which could be included within an MPEG-21 file. Note that the MPEG-21 file format 
is based on the ISO base media file format that also provides the foundation for the 
well-known MP4 file format. 

The actual A/V content is multiplexed within an MPEG-2 TS and is encoded with 
Advanced Video Coding (AVC) and MPEG-1 audio layer 3 (MP3) or Advanced Audio 
Coding (AAC) respectively. Additionally, enhancement layers for the video content are 
provided as separate bit-streams which are encoded with SVC having the base layer as 
part of the MPEG-2 TS. 
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3 Metadata Model 

The P2P-Next Item contains all media resources, metadata, and possible additional data 
related to a single digital object. The P2P-Next Item is described by a DID which 
structures content and metadata. The DID contains relevant metadata and provides 
references to media resources and distributed metadata. The core metadata from the 
P2P-Next Rich Metadata (RM) specification are directly included in the top levels of 
the DID. All optional RM, such as for payment, advertising, media rating/review, and 
scalability, are referenced via XML Inclusions (XInclude) [6], as these metadata are 
only required for specific services and might be provided separately, e.g., on a secure 
server for payment. Additionally, data for interactivity is also referenced by means of 
XInclude. Within the P2P-Next project, the interactivity layer is termed LIMO 
(Lightweight Interactive Media Objects). LIMO data uses features of HTML 5 [7] and 
may include HTML, JavaScript code, style sheets, and/or additional media resources. 
As it is difficult to include media resources into XML files (i.e., base64 encoding is not 
a feasible solution for large media resources), the LIMO content can be packetized into 
the MPEG-21 file format, which contains another DID that references all the LIMO 
content within the MPEG-21 file. In this way, the part of the DID that is stored directly 
in the torrent file is kept as small as possible while retaining a complete DID structure 
and conveying the RM core metadata inside the torrent file for increased search 
performance. Thus, there are two (or more) DIDs within the NextShare system 
representing the P2P-Next Item. 

The main (or master) DID conveys the overall structure of the P2P-Next Item and 
core metadata. It is stored inside the torrent file. Any additional DID can be stored in 
the XML box of an MPEG-21 file and can contain the additional metadata as well as 
data for LIMO. The torrent file references that MPEG-21 file. The main document 
references parts of the additional document as described above. However, the 
conceptual DID model for the P2P-Next Item should be seen as one entity, only its 
physical representation is split into two (or more) documents. Please note that the usage 
of an MPEG-21 file is not mandatory. The second DID document does not necessarily 
need to be stored within an MPEG-21 file. If it is more advantageous to distribute the 
LIMO content and the additional metadata in separate files, the DID just needs to 
reference these files and they can be provided separately, e.g., through the NextShare 
system or on traditional servers. This approach is especially useful when only parts of 
the LIMO content might be required for playback for the user. The MPEG-21 file just 
provides one way to store all the additional data together, if such a packaging 
mechanism is desired. 

Figure 3 outlines the metadata model based on MPEG-21 DID for a P2P-Next Item 
and, thus, for P2P media distribution. The building blocks of a DID are shown as part 
of the legend at the bottom of the figure. Shapes with a dotted outline indicate data that 
are not included directly within the main DID, but are included by reference, in order to 
ensure the small file size of the torrent file. 
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Figure 3. Metadata Model for P2P Media Distribution. 

An Item represents the P2P-Next Item. The dii:Identifier is an MPEG-21 
Digital Item Identifier (DII) [3] for the entire item, e.g., the Uniform Resource Name 
(URN) "urn:p2p-next:item:bbc-bbcone-b00n9p5x". The dii:RelatedIdentifier 
enables identification of the underlying work described by a Digital Item (DI). In this 
case, the RelatedIdentifier defines an "isAbstractionOf" relation to the underlying 
media content, e.g., identified by "urn:bbc:bbcone-b00n9p5x". This underlying media 
content is independent of the P2P-Next system. The dii:Type identifies the structure 
of this DID. It is set statically to the URN "urn:p2p-next:type:item:2009", thus 
determining the position within the DID and which building blocks are allowed. The 
structure of this DID is defined as part of [8]. 

The RM is represented following the Rich Metadata specification [4]. The actual 
RM is contained within a Descriptor and is structured as follows. The core metadata 
are contained within a Statement which is typically the last element in this 
Descriptor. Some nested Descriptors precede that Statement. The first one 
contains the dii:Type for the core metadata. This Type is set statically to "urn:p2p-
next:type:rm:core:2009" and identifies the structure of the RM core metadata within a 
P2P-Next Item.  

All additional RM assets are contained in further nested Descriptors which are 
referenced via XInclude. For each Descriptor, an xi:include element points to a 
Descriptor in the additional DID document. Each of these Descriptors has a 
dii:Type to identify its structure and consequently its purpose. Each Descriptor 
contains a Statement which conveys the RM representation of the appropriate RM 
part. More details on the URNs defined and utilized within NextShare are provided in 
Annex A of [8]. 

There are two Components in the DID for the P2P-Next Item. The first Component 
contains all data for LIMO. It is stored in the additional DID document inside a 
separate MPEG-21 file. Furthermore, it is included into the main document by means 

C. Timmerer, M. Eberhard, M. Grafl, K. Mitchell, S. Dutton, H. Hellwagner 35



of an xi:include element. The dii:Type in its first Descriptor is set statically to 
the URN "urn:p2p-next:type:limo:2009". Further Descriptors contain resources 
required by the actual LIMO resource (i.e., the HTML content). These resources may 
be JavaScript files, Cascading Style Sheets (CSS) as well as JPEG or PNG images. 
Each Descriptor contains an id attribute, uniquely identifying that resource within 
the P2P-Next Item. It is proposed to use the original file name of a resource in all 
lower-case characters for the id value if applicable. The resources with text content are 
contained directly in a CDATA section of the Resource. On the other hand, resources 
with binary content, such as JPEG images, are bundled in the MPEG-21 file. The 
Resource of the Component contains the HTML page representing the LIMO 
content. As the required resources are not in actual files but rather in one MPEG-21 
wrapper file, all references to the original files have to be replaced in the HTML 
document by the corresponding ids. For example, the reference to the file "script.js" 
would be replaced by "#script.js", a reference to the Descriptor with the id 
"script.js". These replacements could be accomplished by means of an XSL 
Transformation (XSLT). The HTML document for LIMO is contained in the CDATA 
section of the Resource. 

The second Component in this Item represents the actual media content. The media 
content shall typically be packed into an MPEG-2 TS. The Component contains a 
Descriptor with a dii:Type which is set to "urn:p2p-next:type:content:2009". 
Furthermore, a second Descriptor may be present, conveying technical metadata 
about the TS (such as bitrate, size, etc.). The actual binary data of the TS is referenced 
through a Resource within the Component. 

For examples of such DIDs the interested reader is referred to [8]. 

4 Metadata Specification 

This section provides an overview of the core and optional metadata utilized within the 
NextShare system. More information on the presented metadata can be found in [4]. 

4.1 Core Metadata 
The core metadata contains the essential content-related information that is required 

to search for a specific P2P-Next Item. All of the core metadata attributes need to be 
static, as these attributes are included within the torrent file and cannot be changed 
during the lifecycle of the torrent’s swarm. The core metadata attributes include among 
others the title, the description, the genre, the creator, and also technical attributes like 
the resolution and the frame rate of the A/V content. 

4.2 Optional Metadata 
The optional metadata contain information that is related to the content and required 

for specific services, but might not always be needed for a certain P2P-Next Item. The 
individual optional metadata types are briefly described below. 
− Advertising describes which types of advertisement are suitable and may be included 

in the P2P-Next Item. The attributes include the formats and advertisement types that 
may be used within the P2P-Next Item as well as information about the target group 
for advertising. 
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− Payment describes if the content is available for free or has to be paid for. The 
attributes include the price, the payment options and recipient, and information about 
possible donations. 

− Scalability is only required if the video content is scalable and describes the 
properties of the scalability layers. 

− Media Review reflects the perception of content by the audience such as user ratings. 
RM supports two kinds of media reviews. Individual media reviews performed by 
individual users and aggregated media reviews which summarize sets of individual 
media reviews. A media review comprises annotation of content by means of 
keyword tags and textual reviews, rating of content, rating of identity (e.g., to mark 
inappropriate content or spam), and rating of quality. The individual media review is 
always linked to its reviewer in order to prevent abuse. 

− User Profile consists of core information (such as name and contact information) and 
additional information. The additional information ranges from usage preferences 
over usage history to social metadata. Social metadata comprises various kinds of 
information that a user might want to share with a specific subset of users, e.g., 
personal interests, education, employment, and information on social relations. User 
profile information is not included within the P2P-Next Item but is conveyed through 
other channels (e.g., a secure server). However, the P2P-Next Item contains a 
reference to its content provider. 

5 Application Programming Interface 

In order to utilize the above metadata model we have defined an Application 
Programming Interface (API) that serves two major purposes: Firstly, during the 
creation of the torrent file, the API is utilized to create the MPEG-21 DID describing 
the content package. Secondly, during the distribution of the content in the NextShare 
system, the API is utilized to access the different parts of the DID such as the core 
metadata. The API is implemented in C++ using the CubeWerx BXML library [9] and 
provides Python bindings for usage with the content ingestion tools implemented in 
Python (see Section 3.2.3 of [8]). 

The API for NextShare provides two major interfaces. The DIDCreator enables 
creation of MPEG-21 DIDs containing the core metadata, references to optional 
metadata and to media resources, while the DIDParser allows extraction of the content 
from DIDs. 

Due to space restrictions only an excerpt of the DIDParser API is provided below; 
for details the interested reader is referred to [8]. 

Method Description 
const CW_XML_NODE* 
getContentByDiiType (CW_XML_SCAN* 
xmlScan, const char* diiType) 

Extracts the content from the DID 
document based on the specified 
dii:Type. 

const CW_XML_NODE* getContentByID 
(CW_XML_SCAN* xmlScan, const 
char* id) 

Extracts the content from the DID 
based on the Descriptor's id. The 
Descriptor id is only utilized for 
LIMO content. 
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Interestingly, as the getContentByDiiType method returns parts of the DID 
identified by a standardized URN (i.e., based on the specified dii:Type), these parts 
can be accessed (i.e., parsed) by a software module conforming to the API that 
corresponds to the given dii:Type. For example, the parts of the DID representing the 
core rich metadata (i.e., identified by "urn:p2p-next:type:rm:core:2009") are handed 
over to the core RM API implementation and LIMO (i.e., identified by "urn:p2p-
next:type:limo:2009") is forwarded to the LIMO implementation. In this way, 
interoperability is guaranteed through the usage of standardized (meta-)data formats 
and well defined APIs and URNs. 

6 Conclusions and Future Work 

In this paper we have presented the architecture and metadata model utilized within the 
NextShare system. In particular, we have shown how the A/V content, the core and 
optional metadata as well as the metadata structure can be packetized into a P2P-Next 
Item and distributed through the NextShare system. The major advantage of our 
approach is interoperability – thanks to the usage of existing, standardized 
representation formats for both media and metadata – and backwards compatibility to 
the well-known BitTorrent protocol. 

NextShare including our metadata model and the core metadata (cf. Section 4.1) has 
been successfully demonstrated at various events (e.g., IBC’09, NEM-Summit’09; cf. 
[1] for details) and is currently being evaluated within the P2P-Next Living Lab [10]. 
Future work includes the complete definition, design, implementation, and validation 
of the optional metadata as outlined in Section 4.2 and full support of LIMO content 
within our metadata framework. 
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Abstract. Social Networks, as the main axis of Web 2.0, are creating a number 

of interesting challenges to the research and standardisation communities. In 

this paper, we analyse the current and future use of access control policies in 

Social Networks. Subsequently, two main issues are addressed: the 

interoperability amongst systems using different policy languages and the lack 

of elements in the existing policy languages when trying to express Social 

Networks’ access control. In particular, our approach is based on the use of the 

XACML standard. 

Keywords: Privacy, social networks, access control policies, XACML.  

1   Introduction 

In the last few years, social networks have been actually the Internet phenomenon, 

and the main axis of the so-called Web 2.0, while creating a number of new 

interesting challenges to the research community. Online social networks are 

communities in the Internet, usually around one website, which connect users 

voluntarily sharing information. In this context, mainly due to the growing amount of 

(personal) data being shared nowadays through internet, users’ concern about privacy 

has risen. From our previous work [1]-[4], we have identified two important issues 

that still need to be fully solved by the standardization and research communities. 

First, the existing standardized access control policy languages (i.e. Extensible Access 

Control Markup Language (XACML) [5]) are missing some elements when trying to 

express Social Networks current and future privacy policies. And second, the 

interoperability between different policy languages still needs to be solved. Thus, in 

the next section, we will first go into details of the aforementioned open issues, and 

then, in Section 3, we will present our initial approach to solve them, as well as some 

preliminary work done in this direction. Finally, Section 4 will conclude the paper.  



2 Open issues on access control policies languages for Social 

Networks 

As introduced in Section 1, Social Networks present new interesting challenges 

when trying to address the protection and/or governance of the shared data. In few 

words, they have created a highly dynamic environment in which users have a 

producer-consumer role and their actions are based on the idea of “trust”. 

Furthermore, new types of “resources” need to be protected (such as “relationships” 

or “events”), and a high degree of expressiveness is demanded by users in order to 

define their own access control (privacy) preferences. Policy expressions mainly 

depend on the context of the access (apart from the nature of the “resource” that needs 

to be protected, and the “user’s” characteristics). Although XACML has been proved 

to be flexible enough to describe any type of access control policy, it presents some 

limitations when applied to privacy protection for Social Networks. For example, as 

identified during the last W3C Workshop on Access Control Application Scenarios 

[6], it does not support neither credential based access control, which would allow a 

more user-friendly privacy protection for Social Networks, nor the use of sticky 

policies, suitable when addressing data handling. Furthermore, it lacks of attributes to 

guarantee semantic interoperability among different Social Networks. Indeed, this 

lack of semantic interoperability, apart from being an issue to be solved at an 

application-specific level, should be also addressed in a more generic way. 

Nowadays, different applications and services using different access control policy 

languages may also need to be interoperable. This time, the incompatibility is not only 

between different Social Networks but also between a number of heterogeneous 

services/applications, and thus the interoperability between the different access 

control policies languages may be even harder to achieve. 

Users voluntarily share information, but not only content, also actions and personal 

information. In addition, service providers are collecting even more information on 

users’ behaviour. However, not only this “voluntarily” provided shared information 

must be protected. There is an increasing amount of “third parties” which have seen a 

business opportunity in Social Networks, and are offering all kind of applications to 

these communities of users. It is important that users had means to decide the access 

control policies applying to “friends”, but also to these “third parties”. The 

implementation of an access control model based on a symmetric level of trust would 

be recommendable, for example, including the possibility of negotiating policies.   

3 Our approach and preliminary work 

In this section we address the two main issues previously identified: the lack of 

interoperability between different Access Control Policy Languages, and the lack of 

privacy protection when dealing with third-party applications within Social Networks. 

Thus, we propose a possible architecture which allows (Social Networks’) users to 

control the access to their content without the need of giving it to the Social Network 

Provider and through the use of policies based on XACML. Furthermore, the use of 
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some translators (detailed in [3]) guarantees the interoperability between RELs 

without losing information. The proposed architecture is shown is Fig. 1.  

 

   

 
Fig.1 Proposed architecture for access control in Social Networks application scenario 

 

A user would be able to publish an external resource link in her user profile in 

order to share some of her pictures stored in an External System (external from the 

Social Network, for example, it could be her private server) with some access control. 

Then, when another user would check that link, she would be redirected to the 

external system. The later would extract the necessary context from the Social 

Network and process the request. Finally, if the object license is not in the XACML 

language, the RELs translators would generate the appropriate policy and the result 

would be passed to the XACML system. This module is in charge of authorising the 

access, and is also detailed in [3]. If the authorisation were positive, the system would 

access the content, and would show it to the user. If not, it would just show the user a 

message telling him that she has no rights to do that.  

As a next step, it would be very interesting (in the Social Networks application 

scenario) to give the opportunity to users and service providers to negotiate the access 

control policies. This is mainly due to the dynamicity of the application scenario 

being addressed in this paper, and in order to give the maximum control to users over 

the protection of their contents. For this purpose, a message expressing an “offer” 

instead of imposing a policy may be required. XACML, as well as RELs, can be used 

to express offers in which users of a system may propose to other users of the system 

usage rules for their content according to the rights and conditions that they negotiate. 

MPEG-21 REL [7] defines the “obtain” right for this purpose, which can be 

conceptualised as an advertisement to share or sale the associated grant. Within this 

grant, the rights and conditions initially stated by the offer maker will be defined. 

Then, in XACML, a similar mechanism can be used to provide this capability. 

Nevertheless, in [6], held in November 2009, the question on how to establish a user 

feedback channel in XACML stayed unsolved. 
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4 Conclusions 

In this paper, some novel issues on the access control in Social Networks 

application scenario have been analysed. In particular, two main issues have been 

addressed. On the one hand, the interoperability among Social Networks which are 

using different policy languages and, on the other hand, the lack of elements of the 

current existing standards trying to express access control policies in Social 

Networks. In our approach, we have shown how the desired (syntactic) 

interoperability could be achieved by using policies and REL (Rights Expression 

Languages) translators in a distributed access control architecture based on XACML. 

And finally, we have presented how XACML could be used in the negotiation of 

access control policies.  In the future, we will try to contribute on solving the lack of 

semantic interoperability among Social Networks. In this line, we are already 

studying some standardisation initiatives such as the Delivery Context Ontology 

(DCO) [8], the Friend Of A Friend (FOAF) project [9], and the work developed by 

the Policy Language Interest Group (PLING) [10]. 
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Abstract. The World Wide Web (WWW) is one of the main entry points to 
access and consume Internet content in various forms. In particular, the Web 
browser is used to access different types of media (i.e., text, image, audio, and 
video) and on some platforms is the only way to access the vast amount of 
information on the Web. Recently, it has been proposed to stimulate also other 
senses than vision or audition while consuming multimedia content through so-
called sensory effects, with the aim to increase the user’s Quality of Experience 
(QoE). The effects are represented as Sensory Effects Metadata (SEM) which is 
associated to traditional multimedia content and is rendered (synchronized with 
the media) on sensory devices like fans, vibration chairs, lamps, etc. In this 
paper we provide a principal investigation of whether the sensory effects are 
ready for the WWW and, in anticipation of the result, we propose how to 
embed sensory effect metadata within Web content and the synchronized 
rendering thereof.  

Keywords: MPEG-V, Sensory Effects, Quality of Experience, World Wide 
Web. 

1 Introduction 

In recent publications, it was proposed [1][2] to annotate multimedia content (i.e., 
videos) with a so-called Sensory Effect Metadata (SEM) description that can be used 
to stimulate also other senses than vision or audition, e.g., olfaction, 
mechanoreception, or thermoception which shall lead to an enhanced, unique user 
experience. That is, the actual video content is rendered on traditional devices (e.g., 
TV screens) and the sensory effects (i.e., described via SEM and synchronized with 
the video) are rendered on sensory devices like fans, vibration chairs, lamps, 
perfumer, etc. The concept of this approach is depicted in Figure 1 with the aim to 
provide an enhanced, unique, and worthwhile user experience. Note that the SEM is 
currently being standardized within Part 3 of MPEG-V Media Context and Control 
[3]. 



 
Figure 1. The Concept of Sensory Effects [1]. 

In [4] we present promising results regarding the usage of sensory effects in 
conjunction with video content. However, current implementations primarily focus on 
video content. In this paper we argue that this could be easily extended to Web 
content, of course including videos also. Therefore, in Section 2 we propose an 
approach on how to embed SEM descriptions into Web content (i.e., (X)HTML) and 
the processing thereof as a browser plug-in based on an MPEG Extensible 
Middleware (MXM) [5] engine capable of parsing the SEM description. To the best 
of our knowledge, this is the first attempt trying to bring sensory effects to the World 
Wide Web. The conclusions and future work are outlined in Section 3. 

2 Proposed Approach for Integrating Sensory Effects within 
Web Content 

The preferred way to link resources such as a SEM description to a Web document – 
herein after referred to as document – is the link element. An example usage of the 
link element to reference a SEM description is shown in Listing 1. 

Listing 1. Example usage of the link element to reference a SEM description. 
<link rel="alternate" type="text/xml" title="SEM description" 
      href="http://server.org/sem.xml" media="light, wind, vibration"/> 

 
The attributes type, title, and href are used as specified by HTML. The rel 

attribute indicates that the SEM description provides an alternate representation of 
the current document which, in our view, conforms with the concept of sensory 
effects as depicted above. In particular, if used in conjunction with the media 
attribute, the ref attribute indicates that the referenced SEM description is intended 
for use with the media specified. Please note that the media attribute must support 
some version of the media query language [6]. Currently, the following media types 
are defined: ‘aural’, ‘braille’, ‘handheld’, ‘print’, ‘projection’, ‘screen’, ‘tty’, ‘tv’. As 
none of them match with the concept of sensory effects we propose adding new media 
types corresponding to the sensory effects as defined in [3], e.g., ‘light, wind, 
vibration’ as shown in Listing 1. 

Based on the information in the link element, the SEM description could be 
parsed either directly via JavaScript or within a browser plug-in utilizing an MXM 
engine as proposed in [5]. The SEM MXM Engine – part of the MPEG-V reference 
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software – is used to access and parse the data within the SEM description and used to 
control the actual rendering devices (e.g., fans, vibration chairs, lamps). Therefore, 
the corresponding application programming interfaces (APIs) of the rendering devices 
must be accessed from within the Web application/browser. In case of the JavaScript 
solution, this might be an issue but for the browser plug-in the rendering devices 
could be accessed directly from within the plug-in.  

However, the main issue is the synchronization with possible multimedia resources 
included within the document such as video or audio content. Therefore, it is required 
to access the current playback position of the actual multimedia resources which is 
provided thanks to HTML5’s video and audio elements and corresponding DOM 
attributes [7]. In particular, the currentTime DOM attribute provides the current 
playback position in seconds that can be used for synchronization with the sensory 
effects. Additionally, the timeupdate event indicates that the current playback 
position changed as part of normal playback which also serves the synchronization 
purpose. Listing 2 shows an excerpt of how to use the timeupdate event and 
currentTime attribute for the synchronization of the video content with the sensory 
effects. 

Listing 2. Usage of timeupdate and currentTime for synchronization of video 
content with sensory effects. 
<script> 
... 
function time_update() { 
  var vid = document.querySelector('video');  
  var now = vid.currentTime; 
  // note: sem holds sensory effects information previously parsed 
  for (var i=0; i<sem.length; i++ { 
    if (now >= sem[i].start && now <= sem[i].end) { 
       update_sensory_devices(sem[i]); 
       break; 
} } } // end function time_update() 
... 
</script> 
... 
<video src="http://server.org/video.mp4" ontimeupdate="time_update()" 
       autobuffer controls> 

 
Finally, in [1] we presented means for the automatic extraction of color 

information from the video frames in order to control additional light sources, e.g., 
placed behind or next to the TV screen. In particular, we evaluated a choice of 
algorithms within different color spaces (average color: RGB; dominant color: RGB, 
HSV, HMMD). However, in all cases we need to access the content of the frame 
which is not possible within HTML5 as something like currentFrame does not exist 
and is not foreseen. On the other hand, the canvas element allows for manipulating 
the display’s content (examples can be found in [8]) and can be used for this purpose. 
In particular, the canvas element is used to extract the pixel information from the 
display and, consequently, this information is used for extracting the color 
information. For the actual color extraction and its usage the interested reader is 
referred to [1]. 
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3 Conclusions and Future Work 

In this paper we proposed an approach that brings sensory effects to the World Wide 
Web. In particular, it provides a conceptual answer to the question raised in the title of 
this paper. That is, yes, sensory effects are ready for the World Wide Web but this 
approach requires some implementation work to be done as part of our future work. 
Furthermore, currently it is not clear how these sensory effects are perceived by the 
users of the Web content which calls for formal subjective quality assessments. 
Finally, we would like to study how to apply sensory effects for the whole Web 
site/content instead of only focusing on audio and video parts. 
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Abstract. Social networking web applications such as Facebook and
Flickr present new challenges for storing and processing user generated
content, i.e. multimedia. Handling massive amounts of data requires
special systems that need upfront investment, which may hinder the
realization of new innovative ideas. Instead, cloud computing as a new
emerging operations model promises to deliver elastic on-demand unlim-
ited computing resources as a utility. In this position paper we propose
architecture for a Cloud Multimedia Platform that does the heavy-lifting
for massive amounts of multimedia storage and processing in the spirit
of the cloud computing paradigm.

1 Introduction

Online social communities are an integral and important part of the Web. The
Web has become a powerful and ubiquitous delivery channel for mass social
interaction and collaboration applications. As a result, an enormous quantities of
data are produced/consumed every day [1]. This data comes in forms of content
(multimedia), structure (links) and usage (logs). Storing, managing, searching
and delivering such data volumes introduce new challenges; thus motivating
development of novel data systems.

Cloud computing envisions the notion of delivering software services and cus-
tomizable hardware configurations to public access, similar how public utilities
(electricity, water, etc.) are available to the common man [2]. The concept of
cloud computing can include different computer technologies, such as networking
infrastructure, Web 2.0, virtualization, SOA and other technologies. The cloud
abstracts infrastructure complexities of servers, applications, data, and heteroge-
neous platforms, enabling users to plug-in at anytime from anywhere and utilize
storage and computing services as needed at the moment.

Handling user generated content imposes problems more related to the data
volumes, privacy, and delivery latency. Buying upfront the entire infrastructure
storage and processing user generated content for a new social networking site can
be problematic due to resource scarcity. Furthermore, setting up the computing
environment can take additional resources, such as technical personal and time.
However, it happens that sites do not go off. As an alternative, the cloud
computing model fits naturally in such scenarios [3]. The cloud basically delivers
the needed services to the users no matter the load, where charging happens



only by the used resources (CPU, storage, network bandwidth consumption),
e.g. at Amazon’s Elastic Compute Cloud. In the fast changing Web, delivery
of new ideas is often crucial. The developers don’t have the time, resources,
or expertise to implement scalable infrastructure. Therefore, we believe that
providing multimedia processing and storage in the cloud can leverage the
dynamics of social networking sites, as there is an economic benefit of doing so.

2 A Cloud Computing Model Need

Consider an example of a social networking site. When the number of users
on some social networking site starts to grow, then grow the amounts of user
generated data.

An example for a multimedia processing leveraged in the cloud is a production
of multiple versions of the same multimedia artifact. These versions could be
different image sizes or image quality (thumbnails or mobile phone version).
This task normally does not represent a difficult problem. However, in the case
of social network site the size really matters (Facebook had 20 billion images
as of 2009). That means processing the multimedia in reasonable time can be
delivered by using the “unlimited” on-demand computing power of the cloud.
Another example is image retrieval from large datasets. Finding the most similar
image from a given set of known images requires feature extraction, such as
color, texture, histogram, etc. Furthermore, it requires online real time feature
comparison between the search item and the dataset.

We have assessed the needs of multimedia data management in cloud com-
puting environment settings. As a result, we have extracted a set of principal
requirements for the cloud multimedia platform:

R1: Scalability. Handling more data should be done by simply adding more
machine instances; thus more power to the system.

R2: Elasticity. The infrastructure must be able to elastically adjust assigned
resource (scale up as well scale down) according the usage rates.

R3: Abstraction. Developers are insulated from the details of provisioning
servers, replicating data, recovering from failure, adding servers to support more
load, securing data.

R4: Simplicity. There are simple interfaces for a development of new services
and resource provisioning.

R5: Interoperability. The interoperability enables exporting from and import-
ing in the cloud.

R6: Distributed Data Management. Large scale data is stored and managed in
a distributed manner. This includes also processing and managing user generated
content from a social network with millions of users spread around geographically.

R7: Responsive Services. The services respond timely and effectively regardless
to the amount of data.

R8: Service Orchestration. Site administrators can orchestrate multiplex
services to compose uniform flow to the user.
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If we suppose that our social networking site was built on the cloud comput-
ing platform, and the site becomes popular, managing and operating the user
generated content is handled with less problems.

3 Architecture for Cloud Multimedia Platform

We build a set of scalable, highly-available multimedia storage and processing
services, that can be used across different applications. It is easy to build and
rapidly evolve a Web-scale applications on top of the offered horizontal services.
Developers focus on the applications logic, and the work around scaling and high
availability is done in the cloud layer, instead in the application layer.

The architecture for the Cloud Multimedia Platform is shown on Fig.1. Since
storage and computing on massive amounts of data are the key technologies for
a cloud computing infrastructure [4], using virtual machines in combination with
suitable middleware provide convenient solution for scalable computing systems.
Our physical infrastructure is based on Sun Solaris Containers virtualization
technology1, which allows the user to allocate a system’s various resources, such
as memory, CPUs, and devices, into logical groupings and create multiple, discrete
systems, each with their own operating system, resources, and identity within a
single computer system. The virtualization layer based on the Solaris Containers
technology enables provisioning of resources as needed. (Requirements R1, R2
and R3)
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Fig. 1. Cloud computing architecture supporting multimedia services

1 http://www.sun.com/software/solaris/virtualization.jsp
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To ease the development of large scale data processing and storage applica-
tions we use the distributed computing framework Hadoop2, which enables a
cloud service similar to Platform as a Service (PaaS). The core of Hadoop are
MapReduce, Hadoop Distributed File System (HDFS) and HBase. MapReduce
[5] is one of the most popular programming paradigms for convenient large-scale
computing on commodity hardware. HBase is a scalable, distributed database
that supports structured data storage for large tables. (Requirements R3, R4
and R6)

Since we use many virtual machines running different disparate services, we
use a messaging tier that helps tie the services work together. For example, we
use RabbitMQ3, which is an open source message broker based on the Advanced
Message Queuing Protocol(AMQP).

For example, users produce a lot of multimedia content that is stored in HDFS.
When some processing over the content is needed, such as feature extraction,
transcoding, or resizing, Hadoop MapReduce can do it in a batch processing.
Rankings, tags or other multimedia related metadata is stored within HBase.

4 Future Work

This work is only the first step of many. We plan to investigate which multimedia
services are reasonable to be delivered through the cloud computing model.
We need to expose simple interfaces to horizontal services, which are used
among different vertical applications. The horizontal services in our cloud provide
platforms to store, process and effectively deliver data to users. (Requirement
R8) The interoperability can be enhanced by using standards for the multimedia
metadata. (Requirement R5) We want to evaluate the effectiveness of the cloud
computing model; we can easily test within our infrastructure the trade-off
between putting more power on a single machine (scale-up) and putting multiple
virtual machine instances (scale-out).
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Abstract. An important facet of traditional retrieval models is that
they retrieve images and videos and consider their content and context
reliable. Nevertheless, this consideration is no longer valid since they can
be faked for many reasons and at different degrees thanks to powerful
multimedia manipulation software. Our goal is to investigate new ways
detecting possible fake in social network platforms. In this paper, we
propose an approach that assets identification faked images by combin-
ing standard content-based image retrieval (CBIR) techniques and com-
munity as alternative solution for supporting such semantic multimedia
tasks in an interoperable way using ontologies.

1 Introduction

Nowadays, in the Web 2.0 platforms, there has been an explosive growth of
multimedia content. One of the results of the dynamic nature of multimedia
content in social network sites is the fake of images. By image fake we mean
the changing of an imageś context or its content or both of them for whatever
reason. Identification of such fake is considered an important issue for a num-
ber of applications such as digital cultural heritage, eTourism, eLearning and
multimedia management in general. Identification of faked images in large scale
social network sites such as Flickr1 remains an elusive goal. Over the last years,
a number of approaches have tackled the underlying task such as digital wa-
termarking approaches [7] that for a long time have been proposed to provide
image authenticity. These approaches rely on embedding additional information
within the image content. Their limitation is the requirement of embedding in-
formation in images before making them public, which excludes images that are
already in public platforms. In addition, watermarking modifies the image con-
tent that might create a serious problem where the quality is highly required.
Digital forensics tools [6] aim to determine whether digital photos have been ma-
nipulated. These tools can measure statistical inconsistencies in the underlying
image pixels, detecting traces of resampling, improbable lighting and shadow,
physically distortion, and other artifacts. Disadvantage of such tools is that their
use in public domains is computationally expensive. Content based approaches
such as replica detection [5], near-duplicate detection [3] aim at detecting all

1 http://flickr.com



images reproduced from the original image. They are based on the image sim-
ilarity. Their respond speed and efficiency of such detection scheme is largely
affected by the size of the original/reference image dataset. The main advantage
of such approaches stems from the fact that no additional information should be
embedded within the image, as they consider the images itself is the watermark.
Content-based image retrieval is the main element of these systems. In addition,
it has the scalability property that makes it a suitable alternative to be used to
tackle the fake detection problem in social network platforms. The amount of
images uploaded to the social network sites to be analyzed by other communities
growths exponentially. Therefore, developing new techniques, that can help to
make a statement about the searched or retrieved image is strongly needed. Our
goal is to combine semantic multimedia metadata, communities and Web 2.0
with content based image retrieval to solve the fake images problem.
CBIR Techniques for Faked Image Detection
The success of utilizing content-based image retrieval (CBIR) techniques [2]
in widely application areas motivates us to use them to manage low-level im-
age features. In this regard, images are represented in the feature vector space
by means of MPEG-7 visual descriptors [4]. MPEG-7 standard facilitates the
quality access to the image content, and support the interoperability issue. Fur-
thermore, MPEG-7 captures the different aspects of color, texture and shapes
of the images. They are also robust against the common image transformations.
Similarity between two images is measured by calculating the distances between
two feature vectors using standard functions.
Web 2.0, Community and Collaborative Activities
Web 2.0 refers to the infrastructures that support humans working together by
means of tools and technologies. Community approach in the context of fake
detection in such platforms focuses on detecting semantic inconsistencies in im-
ages. Rating plays an important role in influencing decision making and peoples
choices. Therefore, we will use the collaborative rating to images against the
suspected fake. Collaborative rating in Web 2.0 allows classification of experts
in dynamic manner. One of most important problems in this regard is the trust
of individual users and the quality of ratings. Users rate images and create the
associations between the users, rates and the images. Collaborative filtering is
used to automatically identify high quality rates for users. Collaborative rating
network can be modeled as social network. Such network presents the graph
with ternary edges, where each edge represents as the fact that a particular user
rated certain image with certain rate. Trust can be calculated among network
users based on their dynamic relationships.

2 Objectives and Approach

We intent to develop a system that enables to make sense about the images fake.
Such system needs to be able to manage the image content as well as semantic
users’ interactions. We believe that content-based image retrieval (CBIR) tech-
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niques and harnessing collective intelligence2 is the appropriate solution. In our
work, we consider the image as faked if some details are deleted from or inserted
to it and photomontage. Another types of image transformation (i.e. rotation,
smoothing, luminance change, compression and additive noise) are accounted
as versions of the original image. Since a faked image is generated based on an
original image, the requirements of the image fakery is that it retains similar
visual content to the original image. Therefore, the faked image shares lots of
information with the original enough to be distinguished from any other images.
Based on this fact, detecting faked images requires robust and efficient visual
features to be managed. To fulfill the above requirements and to achieve the
interoperability, well established MPEG-7 standards and tools [8] will be used,
MPEG-7 is able to express image content covering the most aspects including
low level technical information and high level content semantics. Among many
useful MPEG-7 visual descriptors, we will consider: Color Layout, Scalable Color,
Homogeneous Texture, Edge Histogram and Color Structure to create the image
signature. The low level image features do not provide a comprehensive infor-

Fig. 1. Overview of the System

mation about the image fake, but they can be support the community decision.
On the other hand, we also intent to deploy community and Web 2.0 aspects in
our fake detection approach. The key idea is behind the fact that most of discov-
ered faked images were identified by some one who knows the original and then

2 http://www.oreilly.de/artikel/web20.html
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those images have been analyzed against the fake. The overview of the proposed
approach is visually described in the fig.(1). Normal users and community can
upload images to the system from social network sites such Flickr. These im-
ages can be peer rated and commented in term of the fake (degree of fake). For
each uploaded image extracted the image signature, and will be stored together
with corresponded rates and possible tags in suspected database that should
be publicly accessed. Trusted database stores all information about original im-
ages, including MPEG-7 visual descriptors, tags, ratings and comments. In case
of existing reference trusted image, low level features will be compared, the re-
sults will be visualized and then the user judgment will be taken by rate and
tag of suspected image. This procedure will be happened reciprocally. Evidence
from the community knowledge can be complemented by the evidence from the
low level features and vice versa. Information from the trusted database used to
improve quality of rating in the case of existing the reference image. When no
reference image existed we rely only on the community knowledge. Users (com-
munity members) look at image and try to find out the semantic errors that can
be exist in the image, annotate and rate the image.

3 Conclusions

In this paper, we presented an overview of our proposed approach to detect faked
images. We believe that with combining CBIR with emerging Web 2.0 concepts
such as collective intelligence and collaborative rating the fake detection problem
in the large scale community image sharing platforms can be solved. Prototype
to prove the concepts described above will be implemented. Ontologies can serve
as the basis to combine two mention above approaches. In the future work we
plan also to investigate on more types of fake issues. Considering image signature
tools [1]. We also intend to test some combinations of different feature sets, not
only to detect the manipulated images but also to detect the similar fake.
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Abstract. Due to their huge popularity, Social Networks are increasingly being 

used as malware, spam and phishing propagation applications. Moreover, 

Social Networks are being widely recognized as a source of private (either 

corporate or personal) information leaks. Within the project Segur@, Optenet 

has developed a number of prototypes that deal with these problems, based on 

several techniques that share text mining as the underlying approach. These 

prototypes include a malware detection system based on Information Retrieval 

techniques, a compression-based spam filter, and a Data Leak Prevention 

system that makes use of Named Entity Recognition techniques. 

Keywords: Text Mining, Information Retrieval, Named Entity Recognition, 

Malware, Spam, Data Leak Prevention 

1   Introduction 

As Social Networks (SNs) gain more and more popularity, they are becoming a major 

source and propagation vector for malware, spam, phishing and private information 

leaks. It is imperative to control these threats in order to make SNs as useful as they 

promise to be. The project Segur@ has helped Optenet to frame a number of research 

developments addressing these problems, and sharing Text Mining as the base of 

them. These developments, along with the prototypes developed, are described in the 

next sections. 

2   Malware Detection using Information Retrieval with Opcodes 

Malware (trojans, spyware, viruses, etc.) is plaguing SNs, mostly in the form of 

obfuscated variants of an original malicious software that adapts to the current user 

machine specifics. In order to detect these new variants and even new malware 

families (i.e., completely new malicious software), already known software (both 



malicious and legitimate) can be represented in terms of operational codes (assembler 

code instructions), and new software similarity to these known executables can be 

computed. We have designed an approach in which: 

1. Software is represented as sequences of operational codes (opcodes) of several 

lengths, after selecting the most relevant ones according to its Mutual 

Information with respect to being malware or legitimate software. Opcode n-

grams are terms in a Vector Space Model, weighted using a weighted term 

frequency formula. 

2. New software instances similarity with respect to malware or legitimate 

software is computed using the cosine similarity between the vectors that 

represent all software instances. A new instance is considered malware or 

legitimate depending of its similarity to both kinds of instances. This way, 

variants of currently known malware are detected. 

3. A Machine Learning approach is used to derive a classifier able to detect new 

malware instances that share properties with existing code samples. Several 

Machine Learning approaches have been tested, including Support Vector 

Machines (SVMs), Decision Trees, or k Nearest Neighbour classifiers. 

Overall, a Text Classification approach is used, but on assembler code instead of 

text. The experiments carried out for these approaches are very encouraging, as the 

results obtained on a test collection of over 26,000 samples of malware and legitimate 

software show that: 

1. It is quite easy to find a discriminative threshold between malware and 

legitimate software in the detection of variants of known malware instances 

when using opcode bigrams, leading to high detection rates and no false 

positives. 

2. For instance, SVMs and Decision Trees (Random Forests) over one and 

bigrams lead to detection rates over 95% with false positives below 5% by 

cross-validation on the test collection. 

A prototype has been developed in order to demonstrate the analysis process on a 

Microsoft Windows Systems. The prototype allows loading a software instance, 

disassembling it, and comparing it to the current database of software samples. 

3   Compression-based Spam Detection 

SNs are being used as a prominent method for disseminating spam and phishing 

attacks, what represents a major threat for SNs users. A wide range of learning based 

systems and approaches for spam detection (Bayesian filters) have been developed in 

recent years. Despite of their theoretical effectiveness, most of them are very sensitive 

to the tokenization process, in which messages are represented as sequences of 

character strings intended to capture either message semantics or spam properties. 

State of the art on Bayesian filters as demonstrated in the TREC Spam Filtering 

Tracks [1] shows that compression based learning, often applied to Text 

Categorization (see e.g. [3]), does not face the same problem. The reason for this is 

that messages are not explicitly represented in terms of strings resembling works, but 

in terms of bit sequences hardly hacked by spammers in order to overcome the filter. 
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We have developed a compression based spam filter that includes a number of text 

compression approaches [1], namely Dynamic Markov Chains, Prediction by Partial 

Matching, and Lempel-Ziv variants as GZip. The compression filter is able to classify 

email messages (as those received through SNs with updates and status summaries) as 

spam or legitimate, and it has been implemented resembling Spamassassin command 

line operations, in order to simplify its integration with Mail User Agents like 

Thunderbird or KMail over Linux.  

4   Privacy Preservation through Named Entity Recognition 

Perhaps the most dangerous current security threat for SN users is private information 

leaks. From phishing attacks to unnoticed users mistakes, leaks are getting more and 

more common, and Data Leak Prevention (DLP) tools must be made more and more 

effective in order to preserve user and corporate privacy. 

Most DLP tools are very effective when protecting already known private 

information. However, a great amount of private information is not recognized until it 

has been disclosed to unknown users or competition enterprises. In order to detect 

unknown private information leaks, we have designed a system based on: 

1. Text Classification techniques that are used to process any text disclosed to a 

SN in search for Named Entities like person, organization or product names. 

Language Independent techniques (e.g., n-gram features) are used to detect 

unknown patterns (entities), using the package Freeling [2] for testing our 

approach on Spanish and English text instances. 

2. A user-learning loop similar to that of personal firewalls. The user is alerted 

when a new entity is detected, allowing them to classify as private or public, 

and to block or allow text including the detected entity to be posted to the net. 

Subsequent occurrences of the entity are blocked or allowed by using a 

white/black list. In consequence, the software gradually adapts its performance 

to the user/organization behaviour. 

The Named Entity Recognition module of our prototype has been tested on a 

sample of entities and text postings collected over a year on the micro-blogging 

Twitter SN, covering a range of popular brand and product searches according to 

Google Insights statistics. Results of our experiments show accuracy over 90% in 

English and Spanish, and very low false negative rates. Moreover, most false negative 

text instances (which correspond to undetected entities which may lead to private 

information leaks) are detected in other instances, and in consequence, the user is 

alerted regarding them anyway. 

The prototype configuration screen is presented in Fig. 1, showing the whole range 

of privacy enabling data fields (from credit card numbers to passwords, etc.). Named 

Entities detected are stored as user-defined fields (Other Keys section). The prototype 

is available for Microsoft Windows. 
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Fig. 1. Data fields used in privacy protection features. Named Entities are stored in the Other 

Keys section, as the users are getting alerted and they decide to supervise them. 

5   Future Work 

Current prototypes future work plans include improving both the text analysis 

techniques involved, and getting the user interface getting integrated into the Optenet 

Security Suite for PC, enabling current and future Optenet users to benefit from these 

advances. 
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Abstract. Social network interactions need a recompilation of information that 

can be used to evaluate the trust that can be deposited on each peer. Existing 

solutions centered on service providers have both quantitative and qualitative 

limitations. We introduce a new approach based on a Trusted Identity Service   

located on the access provider that will provide service providers with 

information about a global and unchangeable trust level of the users. 

1   Introduction 

Internet services boom imply an increase of private and confidential information 

deposited by individuals and companies on the service providers. There‟s also a 

constant increase of the economic value of the online transactions.  

At the same time the economic value and type distribution of cybercrime is 

increasing. New cybercrime types include identity theft and stealing of personal data 

to be used on Internet frauds –like stealing of money from bank accounts and buying 

with stolen credit cards, or distributing unwanted mail or publicity to the contact list 

of the compromised person- or real world crime –get personal information from 

person to blackmail them, steal on his home..- Because of all this it‟s necessary 

having mechanisms that allow the users to evaluate the trust level they can deposit on 

a peer on any online transaction. 

While security and trust on the real world is based and relies usually on physical 

presence of the peers involved on any transaction on the same location – that way 

documents, physical aspect or signatures may be verified in situ, and thus the trust 

level of the peers may be established- on Internet there‟s no such possibility, since 

peers communicate remotely from locations on any part of the world, and they 

interact using computing devices and communication media that can be controlled by 

third parties. 

Thus, during electronic transactions there‟s a recompilation of information that can 

be used to evaluate the trust that can be deposited on each peer, protecting the 

information that‟s being used, avoiding an illicit use of the information, on that same 

or a later moment. 

On one hand, users accessing a service provider have different methods to evaluate 

the trust level of the service provider using server certificates, web filtering services, 

… 

On the other hand, service providers also need to evaluate during electronic 

transactions the trust level they can deposit on any user – is he the one he says he is? 



Is he using a secure device and communication channel, on which the confidential 

information is secure against a later illicit use? To this extent, there are also several 

solutions that get useful information to evaluate the trust level using user 

identification mechanisms based on several authentication factors, solutions like 

firewalls and antimalware that try to avoid information theft on the customer‟s device, 

solutions that provide a service provider some other information that can be used to 

evaluate the trust level like usual or close to a recent usual IP address, browser known 

security exploits, … 

Depending on the risk assessment, a service provider can make several decisions: it 

can reject the user or ask him for a different level of authentication. Our solution is 

centered on the evaluation, by the service provider, of the trust that he can assign to 

the user, behaving in that way like a “trust authority”. 

1.1   Problems with existing solutions 

Social network sites have to evaluate the trust level of the user trying to access its 

services and this trust evaluation depends on the quantity and quality of available 

data. 

As a part of that trust determination process, a service provider has to answer the 

questions: is the user the one he says he is? Is he accessing our servers from a secure 

environment (location, device) on which confidentiality and security of transmitted 

data will be assured? To that extent they use information they have available, related 

with electronic communications like security of the equipment/device the user is 

using to access the service, user location, user‟s behavioral analysis or user‟s 

authentication. 

But usage of electronic communications information by part of the service 

providers with current techniques has a quantitative limitation due to the problem of 

using partial information, and a qualitative limitation because this information can be 

manipulated by malicious attackers. Current systems also require that the user uses 

specific mechanisms for each service provider (authentication mechanisms, 

antimalware software). This might hinder user‟s enjoyment of the services if he 

usually accesses several service providers. 

2   Trusted Identity Service 

The solution proposed is based on a trust generation system located on the access 

provider that will provide service providers with information about the trust level of 

the users. This information will be more complete and of more quality than the 

information the service providers are using actually. This way the access provider will 

become a „trust authority‟. 

This is accomplished by gathering information directly on the Internet access 

provider that the users are using to contact service providers. A device located on the 

access provider internal network gathers information about: user‟s identity, user‟s 

traffic that will be used to analyze his behavior, security status of the user‟s device, 
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and geographical location. All this information is analyzed and summarized on a 

„trust ticket‟ that will be sent to service providers.  

The defined system will provide service providers with the trust level they can 

assign to a given user more complete and with more quality than the one they‟re 

currently using, since the trust level will be based on information gathered directly on 

the network access provider that the user‟s are using to connect to the service 

providers. This information is more difficult to manipulate by malicious third parties 

than the information service providers are currently using; thus, IP address used as 

part of the analysis is assigned by the network access provider and cannot be 

manipulated as it could be if the service provider were getting the IP from the user‟s 

device. 

2.1   Security as a Service Capability 

Telcos have chosen a Service Oriented Architecture (SOA) as a base of their Service 

Delivery Platform (SDP) for applications, services and contents distribution. SDP 

allows to Telco‟s enterprises to increase incomes per user with new added-value 

services, reducing development, deployment and operational costs. SOA technology 

provides the integration of different systems on a consistent environment where the 

existing assets can be re-use to create a new value, where time to market is reduced 

from months and years to days and weeks. 

So security functionalities that are deployed as network capacities can be used 

alone or in an aggregate form (multifactor security) by third-party applications, 

Telco‟s applications or by other elements within the SDP architecture, to enrich their 

functionalities, increase user loyalty or increase the security level which is developed.  

2.2   Privacy by Design 

The Trusted Identity Service developed as a RESTful web service, even though 

shown in an aggregate form, discloses user personal information. So, we use OAuth 

protocol for intercepting queries that come from online services that act as consumers, 

conducted to this resource and checking that they hold a valid authorization ticket 

issued by the personal information owner. 

Moreover, OAuth [1] extension has been developed to introduce a privacy policy 

associated to the lifetime and uses of authorization tickets.  

3   Conclusion 

Global social network services require global and trusted identity services. Access 

providers have a global and unchangeable knowledge of users and services to become 

a „trust authority‟. This Trusted Identity Service can be exposed as a SDP Service 

Capacity to service providers but from the beginning conforming to privacy principles 

of visibility, transparency and respects for user privacy. 
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Abstract. Identity federation provides a powerful way for managing
sensible information of its users. However, as the number of members
increases, the management of the policies defined by the federation is
becoming more and more complex. In this paper, we present a mechanism
to manage this complexity by means of the administrative delegation.
This allows administrators of an institution to delegate part of these
policies to other users, who also will have more knowledge within the
scope where these policies will be enforced. This proposal also introduces
a way for shortening the added complexity that supposes the introduction
of this new sort of policies to users without deep knowledge in the policy
management area.

Key words: administrative delegation, delegation policies, access con-
trol, distributed authorization

1 Introduction and Motivation

As the number of members of an institution increases, new institutions join the
same federation, or the policies defined in a federation change due to the highly
dynamic nature of this sort of systems, the management of their policies becomes
more and more complex. This is mainly due to the great amount of policies that
should be managed, such as access control policies, privacy policies, or validation
policies based on LoA (Level of Assurance), among others.

In order to reduce this complexity, the system administrator of an institution
can delegate to third parties, called delegates, the management of a subset of the
system policies. Thus, we are not only distributing the management of those
policies to other people, but also they are being delegated to those who have
more knowledge in the application area where they will be used. This process,
where the administrator transfers the management of a subset of policies to a
delegated person, is commonly known as administrative delegation [1, 2].

The introduction of this new sort of policies supposes a new value-added
service for the current identity systems, but also presents some drawbacks that
have to be treated suitably:



– The number of policies to manage increases, so that the system administrator
will have to manage both the policies that already existed previously (access
control policies to services and resources, privacy policies, etc.) and this new
sort of policies.

– The delegates are usually users with no knowledge in the policy management,
access control languages such as XACML, etc. Therefore, we will have to
make easier to these people the generation and management of this new sort
of policies, and make it as easy and intuitive as possible.

As we can see, even though the workload of the administrator is reduced,
and considerably distributed among several delegates, the policy management
(including the administrative ones) will also be more complex. Therefore, it is
not enough to define policies for the administrative delegation, but also it will
be necessary to define an infrastructure that can manage these policies, thereby
helping, mainly to the delegates, to carry out these tasks.

2 Application Scenario

As application example of the administrative delegation in real environments,
let us suppose a scenario where the administrator of an institution delegates to
all heads of department the policies about granting access to those people under
their supervision. These heads of department will have more knowledge about
their own employees than the system administrator. In this scenario, the system
administrator will be able to delegate in each head of department the definition
of which employees will have access to the network, as well as the connection
schedule according to their workday; that information is perfectly known by each
head of department.

In this example scenario we can see the use of the administrative delegation,
where we are avoiding that the system administrator has to create access control
policies on a set of people that he (probably) does not know. In this case, each
head of department, once the system administrator authorizes him as a delegate,
will be the person in charge of controlling the access to the network of his
employees by creating the needed access policies with the adequate information.

3 Delegation Policy Management

As a solution to the problems previously commented, we have included in this
work a set of new components to the Segur@-DAMe identity federation [3] for
managing the complete life cycle of these new policies. We have also defined
a mechanism by which we allow generating a set of templates (Web forms) to
help delegates to perform these administrative tasks in a simple and intuitive
way. These templates are automatically generated by the infrastructure from the
administrative delegation policies created by the system administrator.

To this end, our infrastructure makes use of XACML 3.0 (eXtensible Access
Control Markup Language) [4], which includes in its specification new advanced
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features for the definition of delegation policies. These changes have been made
to allow any person of an institution, who owns a certain privilege, to delegate
it to another person.

In this sense, XACML 3.0 defines a new element, called PolicyIssuer, to in-
dicate who has issued a given policy. With this element, the system can identify
and verify whether the corresponding issuer is valid to delegate the enclosed
privilege just before the policy is used. A policy with no issuer element is con-
sidered as trusted and, therefore, will be managed by the PDP (Policy Decision
Point) as a traditional policy.

<Policy>

 <PolicyIssuer>

   <Attribute AttributeId="...:subject-id">

     <AttributeValue>alice@um.es</AttributeValue>

   </Attribute>

 </PolicyIssuer>

 <Target>

   ...

   <AttributeDesignator Category="...:access-subject"

       AttributeId="subject-id"/>

   <AttributeValue>bob@um.es</AttributeValue>

   ...

   <AttributeDesignator Category="...:resource"

       AttributeId="resource-id"/>

   <AttributeValue>Network</AttributeValue>

   ...

   <AttributeDesignator Category="...:action"

       AttributeId="action-id"/>

   <AttributeValue>Access</AttributeValue>

   ...

 </Target>

 <Rule Effect="Permit">

   <Condition>

     … # constraints section from the Web form # ...

   </Condition>

 </Rule>

</Policy>

<Policy>

 <Target>

   ...

   <AttributeDesignator AttributeId="resource-id"

       Category="...:delegated:...:resource"/>

   <AttributeValue>Network</AttributeValue>

   ...

   <AttributeDesignator AttributeId="action-id"

       Category="...:delegated:...:action"/>

   <AttributeValue>Access</AttributeValue>

   ...

   <AttributeDesignator Category="...:delegate"

       AttributeId="schacPersonalPosition"/>

   <AttributeValue>Head Department</AttributeValue>

   ...

 </Target>

 <Rule Effect="Permit"/>

 ...

</Policy>
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(generated by the administrator)

Access Control Policy
(generated by the system from the information 

typed by the delegate in the Web form)

Fig. 1. Automatic generation of templates and access control policies

As we have commented before, the main goal of our infrastructure is to
provide delegates with an easy and intuitive way for creating the access con-
trol policies for which they are responsible. For this purpose, we make use of
a PMT (Policy Management Tool) which is capable of parsing administrative
policies and extracting the information necessary to generate the corresponding
templates in an automatic fashion. The PMT will then make use of XSL trans-
formations [5] to carry out this task, taking as input the administrative policy
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generated by the administrator. The rest of information that cannot be directly
found in that policy is requested to the delegate as input fields in the template.

Fig. 1 depicts this process, in a schematic way, for: 1) generating the tem-
plates (Web forms) from the administrative policy created by the system ad-
ministrator (top of the image); and 2) generating the final access control policies
from some pieces of the administrative policy and the information provided by
the delegate in the Web form (right-hand size of the image). Both processes are
automatically carried out by making use of the XSL transformations mentioned
above.

4 Conclusion

As we have seen throughout this paper, we have presented a new way for man-
aging the administrative delegation in which system administrators or any insti-
tution, belong to the same identity federation, can delegate part of their work
to third parties. With the help of this system, the policy management is being
distributed to those people who have more knowledge than the system adminis-
trator on the scope where those policies will be applied later.

To this end, our infrastructure is capable of automatically generating a set
of templates (or Web forms) from the administrative policies created by the
administrators. These delegates, who have (probably) no idea about how to
create policies, will be able to fill in these templates in an easy and intuitive
way.
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Abstract. The increasing popularity of social network services (SNS), being 
used by millions of people everyday, has arisen some security and privacy 
issues. While users must be free to choose which amount of personal 
information they provide, SNS providers should get more involved to guarantee 
that their services are correctly exploited. This leads us to propose a more 
secure but still privacy-enhancing solution for registration processes, that 
involves the use of digital certificates —which are a reliable source of personal 
information—, as well as information cards —which hold privacy properties. 
Safelayer applications PKI Trust Center and Interidy Identity Provider 
implement this proposal. 

Keywords: digital certificate, information card, privacy, social network service, 
tagging, trust 

1   Introduction 

Online Social Network Services (SNS) have revolutionized the way we communicate 
and cooperate with others. Most users seem to be willing to publish their personal 
data, agenda and even thoughts, but they are seldom aware of the potential risks they 
may be exposed to, when they make this kind of information available 
indiscriminately or when they get in touch with unfamiliar people. Obviously, this is 
critical when children and young people are involved. 

Concerned about this sociological challenge, the European Commission has 
actively contributed to develop the Safer Social Networking Principles for the EU [1], 
together with 20 SNS providers and a number of NGOs, which propose good practice 
recommendations to enhance the safety of children and young people using these 
services. 

Although access control and transparency, as well as education, are essential to 
improve security in the Information Society, it is also important to improve the 
trustworthiness of registration processes. For example, most SNS are targeted at users 
14 and over, but there are also other SNS that only accept users aged 13 to 17, like 
Teen Second Life. Besides, there are SNS that are targeted at a professional audience, 
whereas others belong to a single organization. Therefore, some mechanisms should 



be established to ensure that registered users hold some particular attributes, while 
they still should have the chance of registering with privacy, for instance, using a 
pseudonym. 

1.1   Providing trustworthy attributes 

SNS providers usually delegate the trustworthiness of the information collected 
during the registration process to the user. This is achieved by including an explicit 
clause in the terms of service, which the user must declare to have read and accept in 
order to register. However, SNS providers, authorities and even users should not rely 
on such a weak trust mechanism when their very privacy and security may be 
exposed.  

Digital certificates are a trustworthy source of personal data. They involve a 
Certification Authority, which is a trusted third party which guarantees that the 
personal attributes stated by the certificate are true and correspond to the certificate’s 
holder. The legal document that describes how a Certificate Authority manages the 
life-cycle of the certificates it issues is known as Certification Practice Statement, and 
follows the RFC 3647 [2]. Consequently, not all digital certificates are equally 
reliable, as each Certification Authority is ruled by its own procedures. In particular, 
many Certification Authorities require the physical presence of the future certificate 
holder at one point of the certificate issuance process, while others don’t. This kind of 
requirements, as well as the cryptographic characteristics of the associated keys, 
determines the level of trust that can be put in a Certification Authority.  

1.2   Ensuring privacy 

Digital certificates represent a huge source of reliable data. In the particular case of 
Spain, more than 14 million citizen e-ID cards [3] have already been issued. 
However, digital certificates identify users unequivocally, and therefore they are not 
suitable for applications that require a higher level of privacy during the user 
registration process, like SNS. So, in order to get benefit from this already deployed 
infrastructure, we could think of a mechanism that complemented it by providing 
more privacy.  

This may be achieved with information cards [4], which can be seen as an 
electronic version of conventional cards in our wallets. Information cards involve the 
user in the personal data disclosure process, allowing him to decide which particular 
personal attributes (name, age, nationality, etc.) he wants to reveal to the service 
provider, in this case, the SNS.  

2   Signing up with trustworthiness as well as privacy  

By combining the trust infrastructure of digital certificates and the privacy-enhancing 
properties of information cards, a more reliable and confidential authentication 
mechanism can be implemented.  
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Safelayer’s PKI Trust Center compiles and displays Certification Practice 
Statements information in a user-friendly way, and compliments it with contributions 
from Certification Authorities administrators and users, in a Web 2.0 style. The 
technology underneath is based on ontologies and Semantic Web standards like OWL 
and RDF, which make information machine readable and processable. By the use of 
data mining techniques a trust rating is automatically inferred for each Certification 
Authority.  

In addition, Safelayer’s Interidy Identity Provider is set to issue information cards 
with personal attributes that are imported from digital certificates. The criterion that 
determines if the imported personal data is trustworthy enough is the trust rating 
provided by PKI Trust Center. 

So, a user should fulfill two steps in order to register in a social network 
application with privacy. First, the user should generate an information card from one 
of his personal certificates using Interidy Identity Provider. This card would contain a 
set of verified claims. Afterwards, the user could complete the registration process by 
presenting this information card to the social network registration service 

 

 

Fig. 1. First, the user generates an information card from a digital certificate, and afterward, the 
user completes the registration process at the social network application. 

With this solution, as the user is able to reveal only a minimum subset of required 
personal attributes (for example, being over 14), his privacy is preserved and he is 
entitled to use pseudonyms all through the registration process. 

3   Conclusion 

Two main requirements should be ensured during the registration process of a user in 
a social network online service. On the one hand, a user should be able to register 
with enough privacy guarantees, even with a pseudonym in case he didn’t want to 
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disclose his real name. On the other hand, the service provider should be able to 
validate that its users fulfill certain criteria, being one of the most critical, the fact that 
they all belong to a particular age range. Therefore, a third party is needed to act as a 
Certification Authority that will bind authentic identity attributes to end entities, but a 
privacy-respecting authentication mechanism is desirable so that users are required to 
disclose the minimum set of identity attributes. 

This solution may be achieved by combining the functionalities of Interidy Identity 
Provider and PKI Trust Center applications, which are available at Safelayer Sandbox 
website [5].  
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Abstract. While assigning uncontrolled keywords to photos – a process called 

tagging – solves a lot of problems with retrieval of visual information still many 

photos published on the web go untagged or are tagged with non-descriptive or 

too few tags. In this extended abstract we demonstrate our tag recommendation 

prototype Callisto incorporating statistical tag co-ocurrence as well as image 

contents. We also outline qualitative experiments that have shown the 

difference in results between solely statistical and content based approaches. 

Keywords: Tagging, recommendation, content based image retrieval 

1   Introduction 

User generated content is on the rise millions of people upload and publish digital 

photos on a daily basis. Flickr alone claims thousands of uploaded photos per minute 

with reports stating numbers from 3,000-6,000 uploads depending on the time of day. 

Many of these photos are uploaded as-is, with only a minimum amount of metadata 

attached. This typically includes the EXIF metadata and the name of the image 

automatically assigned by the camera. A considerable share of photos is tagged, 

which means the photo is annotated by a set of keywords, but by far not every single 

photo was tagged by the uploader. As retrieval of the photos heavily depends on the 

annotations the amount and quality of tags is critical to every retrieval scenario. 

Therefore we identify a need for applications supporting the users in the tagging 

process. Classic approaches are limited to co-occurrence analysis of tags and 

therefore typically suggest tags that are most frequent and not very distinctive such as 

beautiful, topphoto or flickrdiamond. However, our assumption is that in many 

scenarios tags describing the actual content of the images, like flower, sunset or 

wood, are needed. In this paper we present a software prototype, which is able to 

suggest tags based on (i) one or more initial tags and (ii) image content. This novel 

combination allows for a more content-related suggestion of tags and might help users 

to find more and more descriptive tags to annotate their uploaded images. 



2   Callisto 

Our tag recommendation prototype, called Callisto, allows for input of a photo as well 

as one or more start tags. As depicted in Fig. 1 Callisto downloads images based on 

the start tag and ranks the set of retrieved images based on image content. Photos with 

highest ranks are taken into account for tag analysis, which then leads to the 

recommendation of a number of tags (typically 5-10). 

 

Retrieve images 

with start tag

Re-rank images 

content-based

Rank tags of top 

N ranked images

Recommend first 

X tags

 

Fig. 1. Main four steps in the recommendation process. Images are retrieved based on the 

provides start tag, then re-ranked based on image content. From this list the top N images are 

considered for tag analysis, which leads in step 4 to the recommendation of X tags. 

The screenshots in Fig. 2 show Callisto in use. Left screenshot shows a photo of a fire 

juggling act, while the right one shows a scene of a person juggling clubs. With the 

start tag juggling the classical statistical approach (named “Sugg. Stat” in Fig. 2) are 

the same for both photos: juggler, fire, juggle, balls, etc. However, taking into account 

content based low level features leads to different recommendations per image 

(named “Sugg. NCP” in Fig. 2). For the fire juggling photo the tag fire is ranked first, 

while for the club juggling photo juggler is the first. 

 

 

Fig. 2. Screenshot of the Callisto tag recommendation system for two different photos with the 

same start tag. 

Callisto utilizes the data of Flickr (http://www.flickr.com) and heavily depends on the 

quality of annotations of the photos retrieved for tag recommendation. However in 

our experience the tag recommendations got better the more photos were considered 

in the process (step 1 in Fig. 1). With a critical mass of start tags recommendation 

also yields good results without a start tag and can be employed for auto-tagging. 
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Maroñas, X. 48
Marques, O. 88
Mayer, T. R. 54
Mitchell, K. 32

Ochoa, M. 74

Pasic, A. 78
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