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Preface

Nowadays, numerous Web applications rely on implicitly or explicitly collected
data on their users and their behavior in order to provide adapted and personal-
ized contents and services. As these applications become increasingly connected,
a major challenge is to allow various applications to exchange, reuse, and inte-
grate their user models, hence, to allow for user modeling and personalization
across application boundaries. Consequently, we have to deal with syntactic and
semantic heterogeneity of these models in which the traditional closed-corpus
paradigm does not hold anymore. A great body of Semantic Web research on
the use of well-defined standards, vocabularies, and ontologies is currently being
adopted to provide extensibility, flexibility, interoperability, and reusability. On
the one hand, the ability of exchanging, reusing, and integrating the user models
allows applications to enhance and broaden their user models with additional
data. On the other hand, it helps users to get the content and services that suit
their needs and situations and to syndicate these services in so-called mashups.
This type of open-world user modeling poses several challenges to the Semantic
Web community:

– How can Semantic Web technology be employed to cope with semantic and
syntactic heterogeneity in user modeling?

– How can personalization and user modeling techniques be beneficial for the
Semantic Web?

There are a number of reasons why the topic is interesting and relevant to
discuss now. There is a large community that works on user modeling and per-
sonalization and that does so in relation to the Semantic Web, especially when
it comes to personalization in the global, open environment where semantic in-
teroperability is a major challenge. This community has been involved in the
top conferences in the user modeling and personalization field, like UM, AH and
now UMAP1 (and often had special workshops at such venues on this topic). The
trend in this work clearly shows how semantic interoperability between Social
Web applications is becoming increasingly important and semantic technology
heavily used, and the exchange of experiences for common benefit is therefore
urgent (and best served at a common venue). Mashups, such as the iGoogle2

site, gain also in popularity. Where many applications provide RSS feeds or pro-
prietary APIs, which can only be integrated to a limited extent, the existence
of tools such as Yahoo Pipes3 and DERI Pipes4 show the need for better inte-
gration. Semantic Web and Social Web provide means to facilitate integration,
for example, with the principles of Linked Data5 and Microformats6, vocabulary

1 http://www.hawaii.edu/UMAP2010/
2 http://www.google.com/ig
3 http://pipes.yahoo.com/pipes/
4 http://pipes.deri.org/
5 http://linkeddata.org/
6 http://microformats.org/

1



standards such as FOAF7 and SIOC8, or standardized APIs such as OpenSo-
cial9, OpenID10, and Semantic Web Services. The role of user profiles and per-
sonalization in Mashup applications become increasingly important. Here the
two fields—(Social) Semantic Web and User Modeling—again meet and become
more intertwined. Applying the user modeling research experience with the more
recent semantic technology advances can bring a lot of benefits.

Linking of user profiles and applications in the Social Semantic Web is rel-
evant now, and researchers in the contributing fields should meet and work at
ESWC to warrant an optimal research agenda that maximizes the joint results,
through an intensive exchange of experiences that result from the recent ad-
vances in those fields. The workshop on Linking User Profiles and Applications
in the Social Semantic Web (LUPAS) brings together academic and industrial
researchers and practitioners in the fields of Semantic Web, user modeling, and
personalization in order to discuss theoretical and practical knowledge, open
research issues, applications, and experiences for common benefit.

We would like to thank the members of the Program Committee of LUPAS
2010 for their support and reviews. Further, we are grateful to all authors who
submitted articles to LUPAS and contributed with their works to the LUPAS
workshop.

Fabian Abel
Eelco Herder
Geert-Jan Houben
Erwin Leonardi
LUPAS Organizing Committee, May 2010

7 http://xmlns.com/foaf/spec/
8 http://sioc-project.org/
9 http://code.google.com/apis/opensocial/

10 http://openid.net/
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Inferring Web Citations using Social Data and
SPARQL Rules

Matthew Rowe

OAK Group, Department of Computer Science, University of Sheffield, Regent Court,
211 Portobello Street, S1 4DP Sheffield , United Kingdom

m.rowe@dcs.shef.ac.uk

Abstract. Web users who disseminate their personal information risk
falling victims to malevolent web practices such as lateral surveillance
and identity theft. To avoid such practices, web users must manually
search for web resources which may cite them and then perform analyses
to decide which resources do cite them; a time-consuming and frequently
repeated practice. This paper presents a automated rule-based technique
to identify web citations, intended to alleviate this manual process. Seed
data is leveraged from user profiles on various Social Web platforms and
is then used as seed data from which SPARQL rules are constructed and
applied in infer web citations. An evaluation of this technique against
humans performing the same task shows higher levels of precision.

1 Introduction

A large proportion of Web platforms now encourage web users to become in-
volved and participate online through the provision of interactive functionalities.
Blogging platforms such as Live Journal allow web users who lack the technical
expertise to build their own web page to publish their thoughts and musings in
an online space and news services such as the BBC now allow web users to be-
come involved by sharing content and being involved in topical discussions. The
increased involvement of web users has lead to a reduction in online privacy and
an increase in the publication of personal information on the World Wide Web.
The sensitive nature of this information has in turn lead to a rise in malevolent
web practices such as lateral surveillance [1] and identity theft - which currently
costs the UK economy £1.2 per annum1. To avoid falling victim to such practices
web users are forced to manually search for web resources (i.e. web pages) which
may cite them and identify which web resources do refer to them.

Manually performing the task of identifying web citations is time consum-
ing, laborious and information intensive - given the ever increasing amount of
information which is published on the Web. Furthermore the rate at which the
Web grows requires this process to be repeated frequently so that new web ci-
tations can be identified and the correct action taken (i.e. removing sensitive
information). This presents a clear motivation for the application of automated
1 http://www.identitytheft.org.uk/faqs.asp
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techniques to identify web citations. To be effective, such techniques must be
provided with seed data which describes the identity of the person whose web ci-
tations are to be found. However producing this seed data manually is expensive
- given the rich identity descriptions which are required to enhance the ability
of the technique to detect web citations.

This paper presents an approach to identify web citations using a rule-based
technique. Social graphs are exported from user profiles built on individual Social
Web platforms using the Resource Description Framework (RDF) and the Friend
of a Friend (FOAF) 2 and GeoNames3 ontologies to describe the semantics of the
exported data. Seed data is built by combining several social graphs together,
from distributed Social Web platforms, into a single RDF model. SPARQL rules
[6] are then constructed from RDF instances within the seed data using a tech-
nique inspired by existing general-to-specific rule induction techniques from the
state of the art. Web resources are gathered and the SPARQL rules are applied
to the resources in order to infer web citations by matching information within
the seed data - which describes a person’s identity on the Social Web - with
a given web resource. One of the governing intuitions behind this approach is
that a given person will appear in web resources with other individuals that
he/she knows - this is reflected in similar identity disambiguation literature [4,
5]. User profiles from Social Web platforms provide the necessary data to facili-
tate support the application of this intuition. We present a thorough evaluation
of this technique and compare its performance against several baseline measures
including human processing.

We have structured the paper as follows: section 2 discusses related work,
explaining current rule induction techniques and rule-based classification ap-
proaches. Section 3 presents the approach to detecting web citations by describ-
ing the generation of seed data, the construction of SPARQL rules and their
application. Section 4 presents an evaluation of the technique against humans
performing the same task. Section 5 describes the conclusions and plans for
future work within this area.

2 Related Work

Identifying web citations has been attempted in [2] using background knowledge
provided as a list of names representing the social network of a person, posssible
web citations are then gathered by searching the Web and clustered based on
their link structures as either citing the person or not. Similar work by [12] gath-
ers and labels web pages as either containing an entity reference or not, seed data
is provided as labelled training examples from which a machine learning classifier
is learnt and applied to unlabelled web pages. Several commercial services have
been proposed to identify web citations in order to tackle identity. For example
Garlik’s Data Patrol4 service searches across various data sources for personal
2 http://xmlns.com/foaf/0.1/
3 http://www.geonames.org/ontology/
4 http://www.garlik.com/dpindividuals.php
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information about the individual and uses information when the user signs up
to the service to aid the process (includes biographical information such as the
name and address of the person). The Trackur5 service monitors social media
on the Web for references and citations with the intended goal of monitoring the
reputation of an individual. Similar to Data Patrol, Trackur requires background
information about the person whose reputation is to be monitored.

Rules provide a systematic means to infer a web citation and are built us-
ing two distinct types of induction technique: general-to-specific and specific-to-
general. The former use a sequential covering strategy by gradually specialis-
ing a general skeleton rule resulting in coverage of the example set for a given
class label. For instance the FOIL [8] algorithm constructs a general rule to
match examples from a given set and adds literals which are most gainful to
the antecedent of the rule thus specialising it. Specific-to-general rule induction
algorithms employ a simultaneous covering strategy by constructing many rules
simultaneously from the examples and then generalising those rules. The C4.5
algorithm [7] creates a decision tree from the labelled examples, rules are then
built from paths within the tree. As the produced rules overfit the examples,
C4.5 performs post-pruning to generalise the rules by reducing literals.

3 SPARQL Rules: Identifying Web Citations

Identifying web citations of a given person involves matching known informa-
tion which describes the person’s identity which information present within web
resources. Our approach to identifying web citations uses the intuition that a
person will appear in web resources with other people he/she knows (e.g. work
pages, electoral rolls) by gathering seed data which describes both biographical
and social network information from the Social Web. Should information appear
in a web resource which is related to the given individual - via the seed data -
then this information is matched and a web citation is inferred. Fig. 1 presents
an overview of the approach which is divided into three stages: first seed data
describing the individual whose web citations are to be found is gathered from
user profiles on the Social Web. Second, we then query the World Wide Web
and the Semantic Web using the person’s name to gather possible web citations.
Third, we build rules from the seed data and apply them to the web resources to
infer web citations. We now explain the various stages of the approach in greater
detail.

3.1 Generating Seed Data

We build seed data by exporting individual social graphs from several disparate
Social Web platforms - Facebook6, Twitter7 and MySpace8. An exported social
5 http://www.trackur.com/
6 http://www.facebook.com
7 http://www.twitter.com
8 http://www.myspace.com
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Fig. 1. An approach to build and apply SPARQL rules to identify web citations

graph defines the profile of the user which is visible within a given platform.
The digital identity of a web user is fragmented across the Social Web between
different platforms, therefore, by exporting various user profiles, we are able
to capture a more complete identity representation of the person. Social Web
platforms allow access to data through APIs and expose data in proprietary
formats (i.e. XML responses using an XML schema unique to the platform). We
export social graphs as RDF models using concepts from the FOAF ontology
to describe biographical and social network information and concepts from the
Geonames ontology to define location information, thereby providing a consistent
interpretation of identity information from disparate profile sources.

Social graphs are then linked together to form a single RDF model which is to
be used as seed data. Interlinking is performed using reasoning over the available
information. We use handcrafted rules which compare instances of foaf:Person
in disparate graphs and infer a match based on the available data (e.g. same
homepage, same location). This provides a more detailed social graph from which
SPARQL rules can be built. A full explanation of this technique falls outside of
the scope of this paper however, instead we refer the reader to [9]. As Fig. 1 shows
the compilation of seed data is finalised once the single social graph is built. This
graph contains the features from which SPARQL rules are constructed, a snippet
of which would look as follows (using n3 syntax):

<http://example.com/foaf.rdf#me>
rdf:type foaf:Person ;
foaf:name "Matthew Rowe" ;
foaf:homepage <www.dcs.shef.ac.uk/~mrowe> ;
foaf:mbox <m.rowe@dcs.shef.ac.uk> ;
foaf:knows <http://example.com/foaf.rdf#fabio> ;
foaf:knows <http://example.com/foaf.rdf#sam> .

<http://example.com/foaf.rdf#fabio>
rdf:type foaf:Person ;
foaf:name "Fabio Ciravegna";
foaf:mbox <fabio@dcs.shef.ac.uk>;
foaf:homepage <http://www.dcs.shef.ac.uk/~fabio> .

<http://example.com/foaf.rdf#sam>
rdf:type foaf:Person ;
foaf:name "Sam Chapman" ;
foaf:mbox <sam@dcs.shef.ac.uk> ;
foaf:homepage <http://www.dcs.shef.ac.uk/~sam> .
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3.2 Gathering Possible Web Citations

To identity web citations for a given person we must gather a set of possible
citations so that our rules can then be used to identify which cite the person.
We search the World Wide Web using Google and Yahoo and the Semantic
Web using Watson9 and Sindice10 by querying for the person’s name whose web
citations are to be found. The results from the queries are then gathered together
provide a collection of web resources which may cite the person. In order to
apply SPARQL rules we create RDF models describing the knowledge structure
of the web resources - this allows triple patterns to be matched which associate
information within the social graph to information within the web resource.
For XHTML documents containing lightweight semantics such as RDFa we use
Gleaning Resource Descriptions from Dialects of Language (GRDDL)11 to apply
XSL Transformations to the documents, thereby gleaning an RDF model. An
example gleaned model from the OAK Group member page12 looks as follows:
<http://oak.dcs.shef.ac.uk/people>

foaf:topic <http://oak.dcs.shef.ac.uk/people#fabio> ;
foaf:topic <http://oak.dcs.shef.ac.uk/people#matt> ;
foaf:topic <http://oak.dcs.shef.ac.uk/people#sam> .

<http://oak.dcs.shef.ac.uk/people#fabio>
rdf:type foaf:Person ;
foaf:name "Fabio Ciravegna";
foaf:homepage <http://www.dcs.shef.ac.uk/~fabio> .

<http://oak.dcs.shef.ac.uk/people#matt>
rdf:type foaf:Person ;
foaf:name "Matthew Rowe" ;
foaf:homepage <www.dcs.shef.ac.uk/~mrowe> .

<http://oak.dcs.shef.ac.uk/people#sam>
rdf:type foaf:Person ;
foaf:name "Sam Chapman" ;
foaf:homepage <http://www.dcs.shef.ac.uk/~sam> .

For HTML documents we build RDF models from person features by using
DOM manipulation to identify context windows and then extracting person in-
formation from those windows. A single context window contains information
about a single person: his/her name together with or without an email, web
address, location. We extract these attributes from the window using Hidden
Markov Models trained for the task, and then build an RDF model of the web
resource containing these features using the same ontologies as the seed data (i.e.
creating an instance of foaf:Person). An extensive discussion of this technique
falls outside the scope of the paper, instead we refer the reader to [10]. Meta-
data models returned from querying the Semantic Web are left in tact, given
that machine-readable descriptions are already provided.

3.3 Inferring Web Citations using SPARQL Rules

Seed data is provided in the form of a social graph, defined using RDF, describ-
ing both the biographical and social network information of a given person. This
9 http://kmi-web05.open.ac.uk/WatsonWUI/

10 http://www.sindice.com|
11 http://www.w3.org/TR/grddl/
12 http://oak.dcs.shef.ac.uk/people
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single RDF model provides the solitary example from which rules can be con-
structed - given that this is the only information which is known to describe the
person whose web citations are to be identified. This limits the ability of state of
the art rule induction techniques such as FOIL and C4.5 to function effectively,
given their reliance on sufficiently large example sets. Rather than relying on a
large example set, rules are instead constructed from RDF instances within the
social graph.

RDF Instance Extraction An RDF instance represents a resource within a
given RDF model which can either be an anonymous node or identified by a URI.
An instance is a unique object, which in the case of the seed data can be a social
network member - identified as an instance of foaf:Person - or a location related
to a given person - identified as an instance of geo:Feature. Such instances form
a useful basis for inferring a web resource as referring to an individual, given
that if information describing the instance is also found within a web resource
then the web resource can be identified as citing the person. To leverage RDF
instances from a given RDF model we use a Resource Leaves (Equation (1))
construct which selects all the triples (<r,p,o>) attributed to a given resource
(r) from a given RDF model/graph (G) where the object (o) of each triple does
not act as the subject of other triples (<o,p’,o’>). This returns a set of resources
and literals which form leaves surrounding the resource (r) such that no paths
are beyond those leaves - these in turn provide the features from which rules are
built.

RLSG(r) = {< r, p, o > | < r, p, o >∈ G∧ # ∃p′, o′ < o, p′, o′ >∈ G} (1)

Building SPARQL Rules SPARQL provides a mechanism for querying RDF
models by matching graph patterns. SPARQL rules allow a given graph to be
derived - denoted by the triples within the CONSTRUCT clause of the rule - by
matching triples within the WHERE clause of the rule. SPARQL rules are built
using a general-to-specific strategy inspired by FOIL [8] and only a single positive
example - the social graph - to construct general skeleton rules which are then
specialised. The strategy for building rules works according to Algorithm 1,
which will now be explained.

Each resource is extracted from the supplied social graph (seed data) (line
2). A skeleton SPARQL rule is created for each resource (line 3) comprised of the
name of the social graph owner together with triples identifying a person within
a web resource with the same name. The Resource Leaves construct (RLSG) is
then used to extract a tripleset for the resource (r) from the social graph (line
4) - this forms the information which is used to build the rules. The algorithm
then goes through the tripleset and builds the rules as follows: if the resource
(r) is an instance of foaf:Person and is not the social graph owner - and a social
network member - then the triple (<s,p,o>) is added to the WHERE clause of R
(line 7). Additional triples are added to relate the social graph owner with the

9



Algorithm 1 buildRules(rp,G) : Induces rules from RDF instances. Input to
this algorithm is the social graph (G) and the person whose web resources are
to be disambiguated (rp). Rules are induced and added to the rule base (RB).
Input: G, rp

Output: RB
1: RB = ∅
2: for each resource r ∈ G do
3: R = CONSTRUCT {<rq foaf:page ?url>} WHERE {<rp foaf:name ?n>,<?url foaf:topic ?p>,<?p

foaf:name ?n>}
4: Tr = RLSG(r)
5: for each <s,p,o> ∈ Tr do
6: if (<r rdf:type foaf:Person>) && (r != rp)) then
7: Add <rp foaf:knows ?q>,<?q p ?o>,<?url foaf:topic ?x>,<?x p ?o> to WHERE clause of

R
8: if (<p rdf:type owl:inverseFunctionalProperty>) then
9: Q = CONSTRUCT {<rq foaf:page ?url>} WHERE {<rp foaf:name ?n>,<?url foaf:topic

?p>,<?p foaf:name ?n>}
10: Add <rp foaf:knows ?q>,<?q p ?o>,<?url foaf:topic ?x>,<?x p ?o> to WHERE clause

of Q
11: RB = RB ∪Q
12: end if
13: else if ((<r rdf:type foaf:Person>) && (r == rp)) then
14: Add <rp p ?o>,<?p p ?o> to WHERE clause of R
15: if (<p rdf:type owl:inverseFunctionalProperty>) then
16: Q = CONSTRUCT {<rq foaf:page ?url>} WHERE {<rp foaf:name ?n>,<?url foaf:topic

?p>,<?p foaf:name ?n>}
17: Add <rp p ?o>,<?p p ?o> to WHERE clause of Q
18: RB = RB ∪Q
19: end if
20: else if ((<r rdf:type geo:Feature>) && (<rp foaf:based_near r>)) then
21: Add <rp foaf:based_near ?g>,<?g p ?l>,<?p foaf:based_near ?h>,<?h p ?l> to WHERE

clause of R
22: end if
23: end for
24: RB = RB ∪ R
25: end for
26: return RB

person and relate a person within a web resource with the object of the triple.
The predicate (p) of the triple (<s,p,o>) is also checked. If it is inverse functional
(line 8) then another rule (Q) is created using the same earlier skeleton rule and
the addition of triples to the WHERE clause of Q. Q is then added to the rule
base RB. A predicate is said to be inverse functional when it defines a unique
property of the subject (e.g. an email address of a person is unique to that
person). Q resembles a rule which is specific to the resource (r) such that the
discovery of the value (o) of the property (p) uniquely identifies the resource in
a web resource.

If r is the social graph owner (line 13) then the triple (<s,p,o>) from the
tripleset of r is added to the WHERE clause of R (line 14) by directly relating
the social graph owner with the triple. Similar to before, if the predicate of the
triple defines an inverse functional property then a separate rule Q is created
using the skeleton rule from before and <s,p,o>, and is added to RB. If the
resource which is being analysed denotes a location (line 20) and the location is
the same as the social graph owner’s location then the details of the location are
added to the rule. The cycle of populating the rule R is repeated until all the

10



triples of the resource r have been analysed. Essentially the strategy functions by
populating the rule with all the triples such that the structure of the social graph
can be utilised to match information within web resources. The rule (R) once
complete is added to the rule base (line 24). Once all resources within the seed
data have been analysed and rules compiled then the rule base is returned. The
following section presents example rules which are created from this technique.

3.4 Example Rules

SPARQL rules are built to match triple patterns which associate known infor-
mation about a given person - present within the seed data - with information
within a given web resource and infer the existence of a web citation. The body
of the WHERE clause of a given SPARQL rule contains the triples which make this
association possible. An example rule constructed using Algorithm 1 matches
the presence of a person’s name, together with the presence of the name of a
social network member.

CONSTRUCT { <http:/example.com/foaf.rdf#me> foaf:page ?url }
WHERE {

<http://example.com/foaf.rdf#me> foaf:name ?n .
<http://example.com/foaf.rdf#me> foaf:knows ?p .
?p foaf:name ?o .
?url foaf:topic ?q .
?url foaf:topic ?r .
?q foaf:name ?n .
?r foaf:name ?o

}

The graph patterns included within the body of the rules depends on the fea-
tures of the seed data - i.e. the RDF instances and the triples within the instance
descriptions. The advantage of using SPARQL rules is the use of variables within
the rules’ body, thus allowing the graph patterns to be built from different RDF
instances. The intuition behind this strategy is that information within distinct
RDF instances will vary such that one instance may contain only the person’s
name, whereas another will contain their name and email address. By using only
the structure of this information both of these patterns are covered in order to
provide more general rules for matching information.

Fig. 2 shows an example of how SPARQL rules can be applied to infer a
web citation. In this case a SPARQL rule is built from the seed data which first
matches the social graph owner’s name within a given web resource, and then
detects the homepage of a member of the social graph owner’s social network.
The rule then constructs a triple which associates the social graph owner with
the URL of the web resource as a web citation.The metadata model of the web
resource provides a common interpretation of information with the seed data and
therefore allows the rule to match information found within the social graph.

11



Fig. 2. Applying a SPARQL rule to the RDF model of oak.dcs.shef.ac.uk/people to
match a social network member’s homepage. Output is a triple connecting a person
which a web resource which cites that person.

4 Evaluation

4.1 Evaluation Measures

SPARQL rules divide a set of possible web citations into two distinct sets; those
that refer to a given person (positive) and those that do not (negative) by either
matching known identity information or not. In order to evaluate the perfor-
mance of the technique, accuracy is assessed using information retrieval metrics
[11] featuring two sets of documents: A denotes the set of relevant web resources
and B denotes the set of retrieved web resources. Precision measures the pro-
portion of web resources which are labelled as citing a given person and are true
references (precision = |A ∩ B|/|B|). Recall measures the proportion of true
references that were retrieved (recall = |A ∩ B|/|A|). F-measure provides the
harmonic mean between the two measures (f −measure = 2×precision×recall

precision+recall ).

4.2 Dataset

The evaluation dataset was compiled using 50 randomly chosen members of the
Semantic Web and Web 2.0 communities as participants. For each participant
seed data was produced by generating individual social graphs from Facebook
and Twitter and interlinking the graphs together. Possible web citations were
gathered by querying the WWW and the Semantic Web, and gathering and
caching the first 100 results from each query. Following removal of duplicate web
resources the resulting dataset contained approximately 17300 web resources
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with ∼ 346 web resources to be analysed for each participant. Metadata models
were then built to represent information found within each of these web resources
using the previously described techniques. A gold standard was compiled for the
evaluation by manually labeling the dataset. We assess the performance of our
technique against the web presence levels of the participants which we define as
the proportion of web resources retrieved for a given participant’s name that refer
to the participant, this is given as a percentage. (e.g. if participant A appears
in 50 of the 350 web resources, then the web presence level of that participant
is 14%). This allows the technique to be analysed based on its ability to handle
varying degrees of web citation density.

4.3 Baseline Measures

We use two baselines for our experiments. Baseline 1 consists of a basic SPARQL
rule which matches the occurrence of a person’s name within a given web re-
sources to infer a web citation. Baseline 2 consists of humans identifying web
citations which was derived using a group of 12 raters who manually processed
a portion of the dataset. Three different raters identified web citations for each
evaluation participant, thereby providing three distinct sets of results, and in-
terrater agreement was used to find the agreement of results between the raters
according to techniques in [3]. This provided measures for precision and recall
and therefore f-measure. The average of the three separate rater agreement mea-
sures for each participant was then computed.

4.4 Results

SPARQL rules achieve high levels of precision with respect to the two baseline
techniques (as shown in Table 1). This is due to the strict nature of the rules,
requiring a web resource’s knowledge structure to exactly match the tripleset of
the graph pattern from the WHERE clause of the rule. A consequence of this strict
matching of knowledge structures is poor levels of recall as indicated within the
results. SPARQL rules utilise a supervised learning technique such that only
labeled data (seed data) is used to construct the rules, this inhibits their ability
to learn features from identified web citations. With respect to the baseline
measures, inference rules yields higher levels of precision but poor recall levels.
In comparison to baseline 1, the results indicate that by specialising general
rules using RDF instances as features then identified web citations are almost
all correct - indicated by the 95% of identified web citations which were true
citations. With respect to baseline 2 (human processing) rules returns more
accurate web citations yet misses many citations, whereas humans detect such
references.

To analyse the relationship between the performance of SPARQL rules and
web presence levels, best fitting lines of regression are chosen that maximise
the coefficient of determination within the data. Fig. 3 indicates that a linear
relationship exists between the performance of rules and web presence levels.
This suggests that accuracy levels improve as the web presence of an individual
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Table 1. Accuracy of Rules with respect to Baseline techniques

Precision Recall F-Measure
Rules 0.955 0.436 0.553

Baseline 1 0.191 0.998 0.294
Baseline 2 0.765 0.725 0.719

increases. Rules also outperform human processing from the second baseline for
low levels of web presence. At such levels information is often sparse and can lead
to a "needle in a haystack" problem if the web presence level of an individual is
very low. As the results indicate the cognitive process of discovering these low-
levelled individuals is difficult, however using an automated technique, such as
Rules, offers a suitable approach to discovering sparse data with high precision
levels.

Fig. 3. Accuracy of Rules and Baseline techniques with respect to web presence levels

5 Conclusions

The work presented within this paper provides a technique for identifying web
citations which yields high levels of precision. The comparison of the use of
SPARQL Rules constructed from seed data against human processing indicates
that humans are able to detect a larger number of web citations than rules. The
combined f-measure level of rules - given its poor recall levels - achieves less
accurate results than humans performing the same task. However it is worth
noting that for web users with a low-level of web presence - i.e. only appear in a
limited number of web resources - rules outperforms humans. We believe that this
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is due to web citation sparsity making it harder for humans to spot web citations,
whereas automated techniques are able to. Our technique provides a novel use
of combining digital identity information from user profiles on existing Social
Web platforms. The results indicate that the use of seed data from such sources
is sufficient to identify web citations. One of the limitations of our technique
however is its inability to learn from the identified web citations. In such cases
features may be present in the web citations which are not within the seed data
(i.e. work colleagues, publications), a technique which could learn from such
features would yield higher levels of recall than the presented technique within
this paper. We plan to explore this line of work in our future research.
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Abstract. Social data is now being published at a never seen before
scale. The provision of functionalities and features on a wide range of
platforms from microblogging services to photo sharing platforms em-
powers users to generate content. However, such is the rate of publica-
tion, and the wide range of available platforms to facilitate the creation
of social data, that interpreting this data is limited. In this paper we
present an approach to interlink social data from multiple Social Web
platforms by using Semantic Web technologies to achieve a consistent
interpretation of the data. We present a web application to demonstrate
the effectiveness of this approach, using the Cumbrian Floods in the UK
as a use-case for anomaly detection within published social data.

1 Introduction

Social Web platforms such as Twittter3, Facebook4, and Flickr5, have seen
widespread uptake and adoption across the Web. In each platform, and indeed
across the Social Web in general, the focal point of usage is the end-user, em-
powering the individual with functionality and feature sets which make creating
content and participating online easy. Whether it is the publication of a mi-
croblog on Twitter or uploading and sharing a photo on Flickr, the technical
barrier is reduced to the click of a button. Web users are now content creators,
sharing data with a multitude of distributed and disparate platforms and ser-
vices. The motivation behind publishing such data is, in general, social: i.e. to
share with friends, or to receive critique from a community. Therefore we denote
any single user generated content item (image, video, message) shared with a
community as a social data fragment.

Social data is now published at a never before seen scale. For instance on
Twitter alone, 50 million microblogs are published every day with an average of
600 Tweets per second6. This scale of publication leads to information overload,
3 http://www.twitter.com
4 http://www.facebook.com
5 http://www.flickr.com
6 http://blog.twitter.com/
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where making sense and interpreting social data becomes a problem. Current
efforts to address this issue, such as trend services, require a user to listen in on
a particular topic or subject in order to filter the relevant material. Furthermore
such services only concentrate on a single source for social data at a given term
(i.e. one single Social Web platform such as Flickr). Fusing social data from
heterogeneous sources would provide web users with an overview, and a clear
consensus of information, rather than a single portion. One of the interesting
qualities of social data is its multi-faceted nature which can be broken down into
three facets:

– Provenance: Who published the data? From what source? And when was
the data published?

– Topic: What is the social data about? What is it tagged with?
– Geo: Where was the social data published?

At present existing trend services which analyse social data, such as Trendis-
tic7 and Blog Pulse8, do not take into consideration the geo facet of social data.
Given the increased use of smart phones and mobile applications, such as Four
Square9, social data is now being published which is geotagged, therefore requir-
ing approaches to incorporate this geo facet into future analysis. Furthermore
a multi-faceted perspective of social data would provide extra dynamics of the
data to the end user, and would allow comparisons and suggestions based on the
user’s profile by a) considering where the person lives and showing social data
which is relevant to that area, and b) showing social data published in the past
which may be of relevance to the user.

In this paper we present an approach to interlink and interpret social data
from heterogeneous sources. The approach is grounded in the use of Semantic
Web technologies in order to provide a consistent interpretation of information
from distinct sources. Our approach allows analyses to be performed over data
distributed across the Social Web based on its multi-faceted nature. To ground
our approach we use the scenario of anomaly detection and a dataset containing
social data collected from Twitter and Flickr, for the year 2009 and the county
of Cumbria in the UK. During this time the area experienced heavy flooding, the
effects of which were reflected in the surge in social data production around that
time. We provide a usable web application that exploits the facets of social data
enabling an end-user to interpret a large amount of social data and therefore
discover anomalies.

We have structured the paper as follows: section 2 presents our approach to
combining social data from multiple sources, describing the process by which
metadata is generated for social data and interlinking is achieved. Section 3
describes how we utilise the interlinked social data to discover anomalies within
the data. Section 4 presents related work within the area of interlinking social
data and current trend services. Section 5 finishes the paper with conclusions
learnt from this work and our plans for future work.
7 http://trendistic.com/
8 http://www.blogpulse.com/
9 http://www.foursquare.com
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2 Interlinking Social Data

In order to interlink social data and allow it to be analysed we must first overcome
the problem of social data being provided in proprietary formats. This is a
common issue when interfacing with the APIs of Social Web platforms as the
data from one source will be provided using a different data schema to data
from another source. To address this limitation we use the approach shown in
Figure 1. We first export social data from multiple platforms in their own format.
For each platform we convert the returned data into RDF providing metadata
descriptions using concepts from Web accessible ontologies. We then store the
RDF collected from each platform in a central repository, this allows SPARQL
queries to be processed over social data from heterogeneous sources. We now
explain our process of building metadata from various sources before moving on
to explain the implicit interlinking which is provided and several queries we are
able to process over the data.

Fig. 1. Approach to extract and interlink social data

2.1 Metadata Generation

Social Web platforms and services provide access to data using APIs and data
feeds. In the majority of cases the response of API calls is returned as XML
according to the XML schema of the platform. For instance, when querying the
Twitter API10 for the user profile of one of the authors of this paper11 we are
returned the following response:

<user>
<id>13092722</id>
<name>Matthew Rowe</name>
<screen_name>mattroweshow</screen_name>
<location>Sheffield, UK</location>

10 http://apiwiki.twitter.com/
11 http://twitter.com/users/show.xml?screen_name=mattroweshow
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<description>PhD Student / Semantic Web / Web 2.0 Enthusiast</description>
<url>http://www.dcs.shef.ac.uk/~mrowe</url>

</user>

We wish to interlink social data from distinct sources distributed across the
Social Web. In terms of Twitter we define a single social data fragment as being
a Tweet, more commonly known as a Microblog post. In terms of Flickr and
Picassa a single social data fragment is an image. When querying Twitter for
all the social data fragments that a users has produced we are provided with
an XML response of the microblogs in descending chronological order. A single
social data fragment12 from the above user is provided in the following form:

<status>
<created_at>Sun Feb 28 12:22:47 +0000 2010</created_at>
<id>9774519667</id>
<text>Writing up our Geovation work for #lupas2010.</text>
<truncated>false</truncated>
<in_reply_to_status_id></in_reply_to_status_id>
<in_reply_to_user_id></in_reply_to_user_id>
<favorited>false</favorited>
<in_reply_to_screen_name></in_reply_to_screen_name>
<geo xmlns:georss="http://www.georss.org/georss">

<georss:point>53.3833,-1.4722</georss:point>
</geo>

</status>

As mentioned previously, social data consists of three facets: provenance,
topic and geo. In the above response snippet a single social data fragment con-
tains each of these facets: the <created_at> element contains the provenance
information (time of the fragment’s creation) and the <text> element provides
information describing the topic of the fragment, the <geo> element contains
information about the geo facet of the data fragment. Using this information we
build an RDF representation of the data fragment and represent the relevant
information in a machine-readable and reusable way as follows:

To begin with, we create a URI for the data fragment using the derefenceable
URL describing, in this case, the microblog post. We define this as an instance
of sioc:Post from the SIOC (Semantically Interlinked Online Community) On-
tology [2] and also as an instance of itr:LocalizedResource from the WeKnowIt
Interaction Ontology13. This latter concept allows the instance to be defined
as localized resource in the sense that the data was published at a given geo-
graphical location - this defines the geo facet of the social data fragment. We
then associate the data fragment with the person who created it using the URI
of the Twitter user. This allows queries to be performed which gather all the
microblogs published by that user. The content of the microblog is then associ-
ated with sioc:Post instance using the sioc:content property. This forms the full
description of the topic of the social data fragment. To enable easier discovery
of social data for a given topic we extract all the tags from a given social data
fragment. In terms of a Microblog these are the hashtags from within the con-
tent of the post - a given term preceded by a # symbol. For each extracted tag
12 http://twitter.com/statuses/user_timeline.xml?screen_name=mattroweshow
13 http://www.dcs.shef.ac.uk/∼gregoire/interaction/ns#
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we associate this with the social data fragment using the dc:subject property.
To attribute geographical information to the instance of sioc:Post instance we
create an instance of gml:Geometry, and assign to it the longitude and latitude
of the social data fragment - this is extracted from the <geo> element in the
above response code.

We create an instance of foaf:Person for the user who published the social
data fragment and assign this user their name - using foaf:name - together with
the posts they have published. A given user is assigned a URI based on their
twitter username, this can be dereferenced to gather information about the user
who published the social data. This forms our initial piece of provenance infor-
mation. For the timeliness of the social data fragment we use the timestamp
found within the created_at element of the above XML and assign this to the
RDF representation of the data fragment using the dcterms:created property. An
example of a given Twitter user with a single Microblog in RDF using Notation
3 (N3) syntax [1] looks as follows:

<http://twitter.com/mattroweshow>
rdf:type foaf:Person ;
rdf:type itr:LocalizedResource ;
foaf:name "Matthew Rowe" ;
foaf:homepage <http://www.dcs.shef.ac.uk/~mrowe> ;
itr:has_Localization _:a1 .

<http://twitter.com/mattroweshow/13092722>
rdf:type sioc:Post ;
rdf:type itr:LocalizedResource ;
sioc:hasCreator <http://twitter.com/mattroweshow> ;
sioc:content "Writing up our Geovation work for #lupas2010." ;
dcterms:created "2010-2-28 12:22:47.0" ;
dcterms:subject "lupas2010" ;
itr:has_Localization _:a2 .

_:a1
rdf:type gml:Geometry ;
gml:pos "53.3833,-1.4722" .

_:a2
rdf:type gml:Geometry ;
gml:pos "53.3833,-1.4722" .

So far we have only considered social data from the microblogging platform
Twitter. Our goal is to combine social data from multiple sources, thereby in-
terlinking it together. Another source for our social data is Flickr - a photo
sharing site. In this instance we define a social data fragment as constituting
a single photo which is shared on the site. When querying Flickr’s API14 for
photos about a specific topic or posted by a given user we are returned an XML
response, a single social data fragment - representing an image - is contained
within the <photo> element as follows:

<photo id="949406913" media="photo">
<owner nsid="54948696@N00" username="mattroweshow" location="England" />
<title>DSC00171.JPG</title>
<description></description>
<visibility ispublic="1" isfriend="0" isfamily="0" />
<dates posted="1205398307" taken="2009-01-09 09:16:31" lastupdate="1257421561" />
<editability cancomment="1" canaddmeta="0" />
<usage candownload="0" canblog="0" canprint="0" />

14 http://www.flickr.com/services/api/
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<comments>0</comments>
<notes />
<tags>

<tag id="24539622-2330113101-400" author="54948696@N00" raw="arctic">arctic</tag>
<tag id="24539622-2330113101-401" author="54948696@N00" raw="monkeys">monkeys</tag>

</tags>
<location latitude="53.4813" longitude="-2.2392" place_id="R8vDw_abBpSzUA">

<locality place_id="R8vDw_abBpSzUA" woeid="27872">Manchester</locality>
<region place_id="pn4MsiGbBZlXeplyXg" woeid="24554868">England</region>
<country place_id="DevLebebApj4RVbtaQ" woeid="23424975">United Kingdom</country>

</location>
<geoperms ispublic="1" iscontact="0" isfriend="0" isfamily="0" />
<urls>

<url type="photopage">http://www.flickr.com/photos/54948696@N00/949406913/</url>
</urls>

</photo>

We use a similar process for generating RDF for microblogs when creating
RDF for images. We begin by creating an instance of sioc:Item to represent
the social data fragment, which in this instance is an image. The semantics of
using this class definition encapsulates any piece of content that is published
within an online community space. We provide a URI for this instance using
the URI of the image in Flickr - this is the URL which can be accessed to view
the image - found within the <url> element of the above XML response. We
create an instance of foaf:Person to represent the user on Flickr who created the
photos and assign this instance a URI corresponding to their URI within the
Flickr platform. This provides our first piece of provenance information about
the social data fragment, the second piece of information is created from the date
and time when the image was taken, which is found within the taken attribute
of the <dates> element in the XML response. We assign this information to the
photo instance using the dcterms:created property.

For the topic facet of the data fragment we use the tags assigned to the
photo which are provided as individual elements of <tag> for each tag. As with
the Twitter metadata, we assign the tags to the social data fragment using
dcterms:subject. For the geo facet of the data we use the values from the lati-
tude and longitude attributes within the <location> element. An instance of
gml:Geometry is created to represent the geo location of the data fragment - in
this case where the photo was taken - and is attributed the latitude and lon-
gitude using the gml:pos property. The location instance is related to the data
fragment using the itr:has_Localization predicate. Triples built from the above
XML response would look as follows (using n3 syntax):

<http://www.flickr.com/people/54948696@N00>
rdf:type foaf:Person ;

<http://www.flickr.com/photos/54948696@N00/949406913>
rdf:type sioc:Item ;
rdf:type itr:LocalizedResource ;
sioc:hasCreator <http://www.flickr.com/people/54948696@N00> ;
dcterms:created "2009-01-09 09:16:31.0" ;
dcterms:subject "arctic" ;
dcterms:subject "monkeys" ;
itr:has_Localization _:a3 .

_:a3
rdf:type gml:_Geometry ;
gml:pos "53.4813,-2.2392" .
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We can perform the same process for other Social Web sites such as Face-
book and Picasa15. If the social data fragment is text-based then we create an
instance of sioc:Post and assign the available information to it, otherwise, i.e.
it is a video/image, we create an instance of sioc:Item. There are cases when
handling social data, both from Twitter and Flickr, where no geocoded informa-
tion is supplied - i.e. latitude and longitude of a location. In such instances we
must build the geo information from location names. To do this we query the
Geonames web service16 using the location details - i.e. place name and country.
The service returns a list of candidate URIs and geo information for the place
ranked by popularity. We choose the top geo information from the list and use
this as the geocoded representation of the data fragment. Of course in an ideal
world everything would be geocoded, thus alleviating our need for geocoding.

2.2 Intergrated Social Data

As Figure 1 shows our approach functions by compiling a single RDF dataset
containing social data fragments from multiple sources. As we have used common
semantics to describe social data our interlinking functions in an implicit manner.
We do not attempt to match content explicitly, instead we rely on the consistent
metadata descriptions to facilitate SPARQL queries17 across social data from
heterogeneous sources. Using the following query we are able to gather all the
data items which are associated with the "iranelections" and return them ordered
by their date of publication. This would return all the images taken and the
microblogs posted about the elections in descending chronological order.

PREFIX dcterms:<http://purl.org/dc/terms>
SELECT ?item
WHERE {

?item dcterms:subject "iranelections" .
?item dcterms:created ?date

}
ORDER BY DESC(?date)

Using the geo facet of the data we are able to perform a SPARQL query
that retrieves all data fragments associated with a given location. For example,
we can perform the following query which gets all the data fragments and their
accompanying tags associated with the University of Sheffield’s Department of
Computer Science:

PREFIX dcterms:<http://purl.org/dc/terms>
PREFIX itr:<http://www.dcs.shef.ac.uk/~gregoire/interaction/ns#>
PREFIX gml:<http://www.opengis.net/gml/>
SELECT DISTINCT ?post ?tag
WHERE {

?post dcterms:subject ?tag .
?post itr:has_Localization ?geo .
?geo gml:pos "53.38091,-1.48067"

}

15 http://www.picasa.com
16 http://www.geonames.org/export/web-services.html
17 http://www.w3.org/TR/rdf-sparql-query/
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3 Interpreting Social Data: Cumbrian Floods Use Case

To demonstrate the effectiveness of our approach to integrating social data from
multiple sources we now present a web application which presents data describing
the region of Cumbria in the United Kingdom. In November 2009 this region
suffered some of the worst flooding in its history18. Our intuition was that such
a phenomena would be reflected in the publication of social data on the World
Wide Web. Furthermore visualising this social data in a meaningful way would
allow it to be interpreted and analysed more closely. To explore this hypothesis
we extracted all microblogs published on Twitter from the year 2009 by users
who lived in Cumbria. We first gathered a list of 200 Twitter users who lived
in the region and extracted each person’s tweets published throughout the year,
this produced 3513 data fragments from Twitter. We then extracted all images
from Flickr which had been taken within that area which produced 6663 data
fragments. For both social datasets we used the above approach and generated
an RDF dataset using consistent semantics, this generated 475,043 triples from
Twitter data fragments and 182,304 from Flickr data fragments. Although we
collected more data fragments from Flickr, more triples were created for the
Twitter data due to the widespread use of hastags. This system is available at
the following address:

http://www.dcs.shef.ac.uk/∼suvodeep/ViziSocial
The data is visualised on Google Maps19 based on the geocoded location

of the social data fragments. The end user is able to zoom in or out altering
the focus of the map, thereby increasing or decreasing the visible social data.
Along the map, the user is presented with a slider, text box and a tag cloud.
The user can then use the slider and text box to alter the visualisation. Zooming
or panning in the map, dragging the slider or typing into the text box creates
dynamic queries that are passed into the visualisation module to display the
filtered results. Figure 2 shows the visualisation that has been developed.

3.1 Interactions

The slider in the Figure 2 represents individual days in the year 2009, starting
from 01/01/2009 on the left, up to 31/12/2009 on the right. Dragging the slider
to any particular day would select all the social data that has been posted on
that particular day, and then display it on the map according to their associated
geo-locations. On the right hand side, the tag cloud displays the topic facet of
the selected social data, weighted according to how many times a given subject
has occurred. The tag cloud is, in a sense representative of all the data displayed
on the visible area of the map. At times, there are certain topics that the user
might find interesting, and would only like to visualise the social data that has
been associated with that topic. The user can then make use of the text box
18 http://news.bbc.co.uk/local/cumbria/hi/people_and_places/newsid_8378000/8378388.stm
19 http://maps.google.co.uk/
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provided above the tag cloud and type in the query they would like to visualise
e.g typing ’job’ in the text box will look for all data fragments that have been
tagged with ’job’ on the day or any other day the user chooses to view. The
data fragments from Twitter are displayed as blue markers in the map and the
fragments from Flickr are displayed as pink markers. On clicking the markers,
the users is shown either the tweets at that location or thumbnails of the photos
from Flickr.

This visualisation implementation is designed to give the end user maximum
control over what they can view and the ability to alter the facets of the data
in a bespoke manner. A user can, quickly and effectively, view social data based
on location, time and subject, the three facets of social data, thereby easing the
process of detecting anomalies and analyzing trends relevant to a given user.
This process follows the well known Shneiderman’s approach of "overview first,
zoom and filter, then details-on- demand" [6].

3.2 Observations

When loaded, the interface shows how social data has been shared and published
in Cumbria over the past year, and many interesting trends, which normally
would be very difficult to identify. As discussed previously, this study has been
concentrated on social data associated with Cumbria - i.e. user’s publishing
microblogs from that region or photos taken there - and have been labelled
with a given tag. Figure 2 shows the distribution of social data in Cumbria on
23/11/2009.

Fig. 2. Visualizing social data for users of Cumbria on 23/11/2009, showing floods at
Cumbria and Cockermouth as a major topic of microblogging in the area on the day
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The tag cloud that displays the topics of all the tweets show that ’Cumbri-
aflood’, ’Cockermouth’ and ’Cumbria’ have been a major topic of discussion on
the day. The benefit of this type of visualisation is that the users can immediately
identify the trending topics of the day, thereby getting an idea of what people
were talking about on the day. This can provide insights of what people talk
about during major disasters or immediately before and after them. Clicking on
the individual markers within the display provides further details of the social
data fragment. Twitter users were posting updates about the condition of their
locality or asking questions if a route is advisable to take and so on. For exam-
ple, setting the slider to 19/11/2009, textbox query as "flood" and zooming into
Kendal, there are 5 tweets shown. These tweets point to pictures of the flood
and also provide information about the status of the floods and their localities
e.g "By pass out of Kendal to motorway now fully closed. Situation worsening"
or "Has the Duddon Bridge collapsed?". With the same filters, if we zoom into
Windermere, we can see 9 flickr images clustered in the area. Clicking on the
marker, we can see thumbnails of the images, and can immediately assess the
level of flooding in that area.

Dragging the slider further on after the days of the disaster, the effect caused
by the disaster is noticeable for a long time. Immediately after the floods, the
effects are evident with the communities working towards helping people affected
by the disaster and microblogs like "GP cover available for URGENT home
visits .. ", "GPs: Drop-in clinics available all week.." and so on appear. Tweets
like "Wath Brow Bridge closed after cracks found in structure", "FIRST grant
given to flood victim Thanks for £345,000 already given PLEASE donate" are
aimed at providing further updates or request for support from the Twitter
community. Looking at this kind of data is very helpful as it shows how people
and communities interact with each other, help and provide support for the
distressed, and build platforms for improvement of local services and so on.
Information like this can prove to be invaluable to rescue services to find which
areas are the most affected or even which routes are best to take.

4 Related Work

Attributing consistent semantics to social data has been explored in work by
[3] in order align tags from videos with the concepts they represent., where the
ambiguity of tags hinders the derivation of important information. Aligning tags
with distinct dereferenceable concepts, from DBPedia, provides interpretation
of social data, focusing on the topic facet of the social data fragment, which in
this case is a video. Another approach to semantify social data is presented in
[4]. In this instance IRC chat logs are converted into a machine-processable form
using Linked Data principles and the SIOC ontology. In the same manner as our
approach, each message posted within a designated chat room is denoted as an
instance of sioc:Post and is associated with its author using the sioc:hasCreator
predicate. The author is then identified using his/her WebID, which is defined as
his/her URI, such that all the IRC message posted by the user can be retrieved.
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Similar to our work involving Twitter, [5] introduce SMOB (Semantic Microblog-
ging), an application which creates semantically enriched microblogs as Linked
Data. The SIOC ontology is once again used to provide metadata descriptions
for the data fragments. The Flickr Wrapper20 allows DBPedia concepts to be
searched, and using their URIs, retrieves photos from Flickr. The data fragments
of the photos are represented using utilises Semantic Web technologies. Corre-
lations exist between our approach and the intentions of the SIOC project21 in
general. The ethos behind SIOC is to bridge the gap between online communi-
ties, such that the data produced by a given person in multiple spaces could be
leveraged and linked together. We believe that our approach provides an exten-
sion of this work, by considering additional facets of social data and providing
a means by which social data can be interpreted based on these facets.

As we alluded to within the introduction of this paper, several trend ser-
vices are available for social data vendors: Flickr trends22, Trendistic23 and Blog
Pulse24. While these services provide tag-based trend information (i.e. topic
facet) to an end user coupled with chronological information (i.e. provenance
facet), any geo information is ignored. Moreover anomalies of social data as a
whole may not be relevant to end users, instead they may only be interested in
events within their region during a given time period. Additionally when per-
forming manual analysis of social data based on known keywords this task is
restricted by the lack of current efforts to visualise social data in a meaningful
way. Instead users must search for a given topic e.g. "G20 protests" and then
go back to the date when the summit was held. Our approach to overcome this
burden on the end user collects social data and presents it in a logical manner.
Presentation of social data in this way allows the end user to browse the data
to discover trends and anomalies based on its different facets - focussing on a
given location, looking at a given time period, searching for a given tag. This we
believe presents the future in social data analysis by reducing the explicit pre-
requisites imposed on data - i.e. knowing what topic to search for - and allowing
implicit anomalies to be perceived which are relevant to the user and not merely
the general user base.

5 Conclusions

In this paper we have presented an approach to interlink and interpret social
data from disparate Social Web platforms. The involvement of web users as
content generators has seen an explosion in the rate of social data production,
either in the frequent publication of microblogs or the uploading of images onto a
photo sharing site, web users are now sharing more information than ever before.
We believe that our approach to generating metadata description of social data
20 http://www4.wiwiss.fu-berlin.de/flickrwrappr/
21 http://www.sioc-project.org
22 http://flickrtrends.appspot.com/
23 http://trendistic.com/
24 http://www.blogpulse.com/
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fragments provides a means by which social data from heterogeneous sources
can be interpreted consistently. Furthermore it allows end users to analyse social
data based on its multi-faceted nature, something which is not currently possible
using available trend services.

To provide an insight into how our approach functions, we have presented a
web application which consumes social data following its metadata generation.
The application is designed to exploit the dynamics of the data to allow the end
user to delve deeper into the web of social data and discover anomalies, trends
and idiosyncrasies which were not apparent from merely scratching the surface
of the data. Such an application, in our view, acts as a proof of concept, by
demonstrating the effects of interlinking social data. This work is the beginning of
a study into the geographical facet of not only social data, but Linked Data25 in
general. The present implementation only focuses on static data. Our future work
plans to use real-time visualisation of data based on its multi-faceted nature, thus
allowing real-time anomalies to be identified as they occur.
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Abstract. Many websites allow their users to personalize their profiles.
As users subscribe to many personalization websites, such as social net-
works or search systems, each user owns different profiles, which are
seldom compatible. Yet, there is a strong need for comparing the profiles
of different users to discover shared interests, e.g., by integrating all user
profiles into a global one. In this paper, we propose a novel method for in-
tegrating and ranking user interests from various profiles. Our approach
relies on the identification of high-level concepts around which similar
user interests are clustered. We compute the weight of each cluster with
respect to the other ones, thus enabling the ranking of the most shared
user interests between user profiles.

1 Introduction

Nowadays, a majority of Web users interacts daily with systems that store (some
of) their preferences and interests. Indeed, these personalization websites have
reached sufficient maturity to cover a large spectrum of applications such as e-
commerce, search engines, social networks. Most of them already propose to their
users recommendations or advertisements based on their profiles. In a similar
fashion, they help users to find people for sharing common activities, dating or
finding a roommate. Interoperability between these systems would benefit both
users and information providers, by overcoming the issue of integrating user
profiles [1]. We assume that user profiles are in the same language. Multilingual
issues have been studied in [2] but they are out of scope of this paper.

In this context, a number of frameworks have been proposed to create and
manage user profiles [3–5]. Other initiatives such as OpenID1 provide users with
a means of storage for their passwords and basic profile information (e.g., name,
address). Companies are also interested in user profiles, for instance to build a
pool of experts on a specific topic. In [6], authors integrate profiles from vari-
ous users, in particular for human resources purposes. These approaches require
specific user inputs. In [7], authors aim at making interoperable user models for

! The first author carried out this work during the tenure of an ERCIM “Alain Ben-
soussan” Fellowship Programme.

1 http://openid.net
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education. More specifically, they convert these user models from one system
to another, mainly relying on manual integration. In addition, the work is re-
stricted to two specific systems. Similarly to our approach, Li et al. also cluster
labels/tags to discover user interests [8]. However, their approach requires user-
annotated tags. Other initiatives like Mypes2 already aggregate user profiles from
different personalization websites, but they do not gather similar interests under
the same concept, thus implying many redundancies in the generated tag cloud
(e.g. “mountain” and “mountains”).. In a similar fashion, Google’s Social Graph
API 3 enables to discover the relationship between people. However, it implies
that there exists a public link between user profiles. For representing user pro-
files, several user models such as Friend Of A Friend [9] (FOAF), General User
Modelling Ontology (GUMO) [10] or UserRDF [11] currently exist. While such
modelling frameworks have been developed, many Web applications still include
their own user models.

Many issues need to be addressed to ensure interoperability between Web
applications, specifically for user profiles. For instance, one may require to inte-
grate a user profile to a higher level of abstraction such as models like GUMO.
In a similar fashion, users often own different profiles. Yet, if they need to create
a new one, this process is manually performed from scratch. Thus, we believe
there is a lack of integration approaches for user profiles to solve these prob-
lems. But more challenges need to be addressed at the application level too.
Social networks and commercial websites intensively analyse their user profiles
for recommendations. Due to the possible growth of these profiles, for which
users can subscribe to thousands of groups for instance, how can we extract the
most important interests for a given user? And when several users are involved,
applications emphasize the comparison of their profiles to deduce their shared
interests.

In this paper, we explore work which aims at tackling all these issues. Indeed,
our work is intended to be useful both for end-users and for service providers.
Owners of scattered user profiles would be able to merge them into a unified
profile or could use information already stored in their profiles to automatically
build a new one. On the other hand, service providers would benefit from our
work for recommendation purposes by detecting and representing common user
interests, even when these users do not share online connections. Thus, we first
propose a method for integrating two profiles (either from the same user or from
different ones). The idea is to cluster similar interests around a high-level con-
cept. The discovering of these concepts and the matching of an interest towards a
concept are performed using state-of-the-art matching tools. Then, we present a
measure for assessing the importance of a cluster with respect to the other ones.
It is based on the cluster relationships between interests and their concept to
compute a weight. This weight enables the ranking of the most shared interests
between the two profiles.

2 http://mypes.groupme.org/mypes/
3 http://code.google.com/apis/socialgraph/
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The rest of this paper is divided as follows: Section 2 illustrates the problem
in terms of a scenario. Section 3 describes our approach in detail. Finally, we
conclude and outline several perspectives in Section 5.

2 Scenario and Approach

In this section, we first describe an example. Then, we present an overview of
our approach.

2.1 A Running Example

Let us imagine two people looking for a medical job. Jane has a Facebook account
and stores her bookmarks, including those about job searches, using del.icio.us.
John also has a Facebook account for leisure and personal activities, but he stays
tuned to professional networks with LinkedIn and his bookmarks are locally
stored in his web browser. Figure 1 depicts this scenario. In parentheses, I, G
and P respectively stand for interest, group or page that the user has subscribed
to. We notice that both users share a common sport (fishing/angling), and that
both enjoy other sports (tennis, rock climbing).

(a) Jane’s profile (b) John’s profile

Fig. 1. Two Examples of User Profiles from several Personalization Websites with (G):
Group, (I): Interests and (P): page.
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Note that we could have chosen to integrate profiles from the same user. For
instance, by integrating Facebook and Delicious profiles from Jane, we would
have noticed that she is strongly interested in finding a job. On the other hand,
integrating John’s profiles could lead to some suggestions for adding Facebook
groups about job searches. In the rest of this paper, we focus on comparing
profiles from both users and ranking their most common interests.

2.2 Overview of our Approach

Our goal is to find common interests between two user profiles. Directly matching
individual interests using only terminological measures is not sufficient because if
we match ”angling” with ”tennis”, we could not discover the ”sport” concept. We
thus choose to include matching using concepts, since this allows identified terms
to be related to (multiple) higher-level concepts. This also allows us to include
pairs of interests in multiple clusters (in our example, ”fishing” and ”angling” are
connected to cluster ”fishing”, but they are also connected to cluster ”sport”). In
addition, we believe that our approach should be generic. Thus, we assume that
there are no semantics between interests included in the personalization websites.
We also consider that user interests are not structured (e.g., with categories). For
these reasons, we only apply terminological and linguistic similarity measures.
While using both methods helps us satisfy our goal of integration and comparison
of user profiles, we need some way of combining the information from both
methods.

We propose a two-step approach, as shown by Figure 2. Users own profiles on
one or more personalization websites. The first component is the integrating
component, which extracts data from the user profiles. Then, these data are
matched to Wordnet concepts, thus forming clusters. For comparing common
interests from several user profiles, a next step is required to evaluate the weight
of each cluster according to the number of interests it gathers. This is performed
by the ranking component which outputs ranked user interests. The next
two sections contain the details of each component.

3 Integrating Interests from User Profiles

This sections first describes the two steps for integrating user profiles: (i) ex-
tracting user interests and (ii) clustering them. The last part of this section is
dedicated to discussion about these steps.

3.1 Extraction of User Profiles

During the first step, the integrating component extracts user interests from
various personalization websites, e.g., Facebook or LinkedIn. These interests not
only gather the list of activities and hobbies that the user filled in during pro-
file creation, but also include the groups to which the user subscribes, the pages
marked as “watch this page” and the bookmarks (s)he has added. All of these are
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Fig. 2. Overview of our Approach

represented by a label (e.g., the name of a group, or the description of a book-
mark). Currently, we are able to extract such information from profiles stored in
Facebook, LinkedIn and Del.icio.us. The extractor uses common processes (tok-
enization, lemmatization and stemming [12]) to normalize each (label) interest
for the matcher component. In our running example, the interest medical pro-
fessionals is normalized into two tokens, medical and profession. Similarly, the
interest LastFM: listen to Internet music catalog is normalized into three tokens,
namely listen, music, Internet and catalog. The token LastFM is discarded during
this process because it does not have a Wordnet entry. Note that we could also
create a cluster for these discarded tokens. In this case, the number of occurences
for each token would eventually increase the importance of the interest.

3.2 Clustering Interests around High-level Concepts

The second step performed by the integrating component is to discover concepts
that gather several interests. In other words, we want to create clusters, each
composed of a high-level concept (from Wordnet dictionary) and a list of interests
that are related to this concept. To do so, we apply matching techniques, both
linguistics and terminological [12], between all interests from any two profiles.

In our running example, this means that each of the 16 interests from Jane’s
profile (including the two category interests tennis and work) would be matched
to each of the 14 interests from John’s profile.

For linguistics (or semantics), we only use the Wordnet-based similarity mea-
sure from YAM [13], a matching tool. This measure enables the discovery of re-
lationships such as hypernym, synonym or hyponym between two user interests.
In other words, we check the set of ancestors in the Wordnet hierarchy for each
interest. If we find a common ancestor between both interests, then this ances-
tor becomes a concept around which the two interests are clustered. Note that
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in Wordnet, all words have a common ancestor (entity). To avoid discovering
such abstract concepts when matching a pair of labels, we have constrained the
hierarchy to 7 lower levels at most [14]. The Wordnet dictionary is also used in
[15], in which the authors map the Flickr tags to Wordnet categories. However,
these categories are high-level concepts (e.g., location, event, time) while our
approach aims at finding the closest ancestor between two interests.

In our example, matching fishing and angling reveals that the former label is
a hypernym of the latter. Consequently, the fishing concept is created. Similarly,
matching work and profession enables the discovery of the job concept. Figure
3 depicts the four concepts that are created with the running example. Edges
represented by a full line denote a linguistic relationship (discovered using Word-
net), and the number indicates how far, in terms of Wordnet relationships, the
interest is from the concept (e.g., the fishing interest is related to the concept
sport by two concepts, namely outdoor sport and sport).

Fig. 3. Interests Linked to the Concepts using Linguistic Measures

Next, we apply terminological similarity measures (e.g., Needle-Wunsche,
Trigrams [12]) to compare character strings of the interests. Namely, we aim at
linking all interests that have not been linked either to a concept or to an interest
linked to a concept. We have chosen to use COMA++ [16], a matching tool
reputed to provide acceptable matching quality [17]. Indeed, this tool strongly
promotes precision, thus avoiding the discovery of irrelevant correspondences.
COMA++’s library contains 17 terminological measures that are aggregated
into a global similarity value4. When the global similarity value computed for a
pair of two labels is too low, COMA++ automatically discards this pair from
the results list. This tool outputs a list of similar interests (according to their
labels comparison) associated with a similarity value between 0 and 1 (1 denoting
perfect similarity).
4 Note that the list of normalized interests has been converted into a simple schema

so that it can be processed by COMA++ and YAM.
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In our example, COMA++ matches for instance USA jobs or Job search to
the concept job with similarity values of 0.48 and 0.42 respectively. As COMA++
mainly aggregates terminological measures, the interest USA jobs, whose char-
acter string is smaller than the one of Job search, has a higher similarity value
with the concept job than Job search has. The tool also discards many candidate
pairs, e.g., between USA jobs and angling whose similarity value is close to 0.

Fig. 4. Interests Linked to the Concepts using Terminological Measures

At the end of this step, similar interests have been clustered (or integrated)
around the same concept, as shown by Figure 4. The similarity value computed
by terminological measures (e.g., interest Sport on Tennis.com is terminologi-
cally similar to the sport concept with 0.32 confidence).

3.3 Discussion

Both interests and concepts are represented by URIs. This avoids confusion with
similar labels. For example, the interest job search (group) is different from job
search (bookmark) but fishing interest linked to sport concept is the same entity
as fishing interest linked to the fishing concept.

In the Wordnet hierarchy, a concept may have different meanings. For in-
stance, the concept rock can refer to a music genre, a stone, etc. If we try to
discover a common concept between a fanatic of progressive rock and a geology
fanatic, specifically for chondrites (a rock of meteoric origin containing chon-
drules), then we discover the common concept rock in the Wordnet hierarchy
between the two user interests. To avoid this problem, we analyse the direct
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hyponyms of all meanings for the discovered concept (rock in our example) in
the Wordnet hierarchy. For the rock fanatic, its interest progressive rock ap-
pears under the following meaning “rock ’n’ roll, rock’n’roll, rock-and-roll, rock
and roll, rock, rock music”. On the contrary, the geology fanatic has its interest
chondrites under the meaning “rock, stone”. Thus, we are able to disambiguate
two interests that could have been clustered around the same concept due to its
different meanings.

In our example, we only integrate two user profiles. However, we are able
to integrate more than two profiles by means of two techniques: (i) incremental
or (ii) holistic. The former is the fastest technique. Once we have integrated
two profiles, we incrementally integrate another one by computing only termi-
nological values, i.e., we directly match interests from the new profile with the
concepts which have already been extracted between the initial user profiles. On
the contrary, the holistic technique integrates each profile with all the others by
applying both linguistic and terminological similarity measures. Thus, this tech-
nique allows to discover all concepts between all profiles, but to the detriment
of execution time.

We notice a gap between the value distributions of the scores obtained either
by terminological or by linguistic edges. Indeed, scores obtained for linguistic
edges are higher than the terminologic ones. We believe that this clearly reflects
the quality of the similarity measures which are used. On the other hand, termi-
nological measures mainly return more similarities (although with a lower score)
than the linguistic one, which compensates for the strictness of the latter.

Many user profiles may contain hundreds of interests, in particular groups
and web pages. Thus, the number of extracted concepts can be very large, and
this can lead to confusion or unusability. Therefore, we propose to rank the
concepts (as well as user interests) using computed similarity values.

4 Ranking Interests from User Profiles

Ranking interests is required in some contexts, specifically to retrieve a particu-
lar one from a large collection. For instance, if a company is looking for a Prolog
programmer, it is necessary to dissociate Prolog experts from users who have
some Prolog tutorials in their bookmarks. Thus, we choose to rank concepts
(and consequently interests underlying them) according to their importance in
both profiles.

Each cluster that has been computed during a previous step can be seen as
a connected component of a disconnected graph [18]. More formally, we have in
our context:

– a set of vertices, composed of C, the set of concepts, and I, the set of interests
– E, a set of edges between a concept and an interest. Given c ∈ C and i ∈ I,

the edge e between c and i is noted eci. An edge either belongs to T , the
set of terminological edges, or to L, the set of linguistic edges. Each edge e
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has a weight noted val(e). It corresponds to the similarity value computed
in the previous step.

Our intuition is to compute, for each concept, its weight in the graph. This
weight can be seen as the number and the quality of all interests that are linked
to a concept. By quality of an interest, we mean the type of similarity measure
used to link it to the concept (terminological or linguistic, the former being less
trustable than the latter) and the associated similarity value (which assesses the
confidence we have in the link). To do so, we first need to calculate the score
of each interest related to a concept. Given a concept c ∈ C and an interest
i ∈ I connected by an edge eci, we propose formula 1 to compute the score of
an interest with respect to a concept.

score(c, i) =


val(eci) if eci ∈ T
1 if eci ∈ L and val(eci) = 0

1
val(eci)

if eci ∈ L and val(eci) "= 0
(1)

Intuitively, the score of an interest is equal to its similarity value with the
concept in case both are related via a terminological edge. On the other hand,
with a linguistic edge, the score is inversely proportional to the number of in-
termediary (Wordnet) concepts between the interest and the concept. A specific
case appears when the concept is identical to the interest and when they are
linked by a linguistic edge. Although the number of intermediate concepts be-
tween them is null, the similarity between the concept and the interest is total.
All computed scores are in the range [0, 1].

Let us compute several scores in our running example. The interest “USA
jobs” is terminologically connected to the concept “job”. Consequently, the score
between them is equal to their similarity value (0.48). The concepts “tennis” and
“sport” are linked by a linguistic edge, which indicates that they are separated
by 3 concepts in the “Wordnet” hierarchy. Thus, the score between “tennis” and
“sport” is equal to 1

3 . Finally, the interest “fishing” has no intermediate (Word-
net) concept with the concept “fishing”, and its score is equal to 1.

Now that we have a score between an interest and a concept, it is possible
to compute the weight of each concept. The idea is to sum all scores between
a concept and its interests because the more links a concept has, the more
important it should be. In the following, |I| denotes the number of distinct
interests that have been linked to any concept. By distinct interest, we mean
represented by different URIs, as explained in Section 3.3. Given a concept c ∈ C,
we designate its related interests by a set Ic = < i1, i2, ..., in > such that ∀
ik ∈ Ic, ∃ ecik

∈ E. Using these definitions, formula 2 computes the score of the
concept c:

weight(c) =
∑n

k=1 score(c, ik)
|I| (2)

This formula returns values in the range [0, 1]. Indeed, the upper bound is reached
when there is only one cluster whose edges all have the maximum value (1 for

36



a score). As for the lower bound, it tends to 0, although this value cannot be
reached. As concepts are discovered by linguistic measures, there are at least two
edges linking any concept. As the number of intermediate (Wordnet) concepts is
a finite set, the scores of these linguistic edges tend towards 0 in the worst case.
Thus, even if we imagine an infinite number of distinct interests linked to any
concepts, the weight of any concept only tends towards 0.

What happens with the concepts from Figure 4 ? The number of distinct
interests linked to one or more concepts is 19. Let us compute the weight for
the concept fishing. It has two linguistic relationships, and its score is therefore

equal to
1+ 1

1
19 = 0.11. For the sport concept, we have both linguistic and termi-

nological edges. We compute its weight using formula 2 to obtain a value equal

to
1
1+ 1

2+ 1
3+ 1

3+0.32+0.34

19 = 0.15.

At the end of this process, we have computed a score for each concept. Con-
sequently, it is possible to rank them with the shared interests that are most
represented at the top. These discovered concepts also form a “summary” be-
tween user profiles, since they are mainly higher level abstractions in the Wordnet
dictionary (e.g., rock climbing and tennis w.r.t. the sport concept).

Following is the ranked list of common interests (with their scores in paren-
theses) shared by June and John’s profiles in our running example:

1. job (0.27)
2. sport (0.15)
3. fishing (0.11)
4. music (0.08)

5 Conclusion

In this paper, we have focused on integrating different user profiles for ranking
shared interests. As we desire a generic approach, we have only used linguis-
tic and terminological similarity measures applied to interests. We have noticed
that matching techniques are not perfect and can discover several irrelevant sim-
ilarities between totally different interests. Specifically, this weak point mostly
appears with terminological measures.

We see many perspectives to our work. At first, we aim at integrating profiles
from other personalization websites. Namely, we need to identify these websites
and build appropriate wrappers to extract user interests. Some web services or
APIs are sometimes available to fulfill this goal. Concepts are currently browsed
through Wordnet dictionary. However, other resources, such as DBpedia, could
be useful to enrich or confirm the relationship between a user interest and a con-
cept. For instance, the interest salsa only appears in Wordnet as a spicy sauce,
thus no similar concept with music could be discovered whereas the salsa dis-
ambiguation page on Wikipedia lists more than 10 different meanings, including
the music style. We will also explore the possibility to match user interests to
concepts from models such as GUMO.
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Another challenge would be the extraction of preferences from free texts (or
unstructured texts) such as blogs or user reviews. A user who wrote a positive
comment or gave a good rating to the Lord of the Rings books is likely to have
interests in reading other Tolkien and/or fantasy books.

An improvement could be reached for integrating several user profiles. The
incremental technique suffers from a possible missing of several concepts while
the holistic one is time consuming. An idea to tackle these issues is a hybrid ap-
proach, which would apply the costly linguistic similarity measure only between
interests that cannot be matched to an existing concept.

A last perspective deals with user behaviours. Returning to our running
example, it is likely that our unemployed users regularly visit job search websites.
Once they have found a job, they will probably not consult these websites for a
while. Thus, frequency of visited websites is one of the measures that could help
us to update most shared interests over time. Another example would be the
discovery of another shared interest about medical. Although John joined a few
groups related to medical and health on LinkedIn, it seems that Jane typically
fills in forms with similar keywords to find jobs in her domain. Recording these
keywords on job search websites would enable to detect that both users work
in the same field. Further, we could also take into account the fact that differ-
ent personalization websites are exploited in different contexts, e.g. Facebook is
mainly used for contacting people, while LinkedIn is more used for professional
purposes.
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Abstract. One of the major contributions of Web 2.0 to our lives is adding the 
ease of information sharing and socializing online. Users communicate and 
exchange with many different websites, resulting in large amounts of personal 
data being transferred, as many “identity fragments” spread over multiple 
services. This fragmentation in personal information exchange makes it difficult 
for users to really comprehend, and therefore control, their own data. An 
envisaged solution to this issue is the deployment of “user-centric” profile 
management systems, where a global profile is being managed by the user, and 
granted access to for various services. However, it is unclear whether, in the 
open, complex environment of the Web, where data exchange can take many 
different forms, such an approach would be applicable. In this paper, we present 
an experiment using real, large-scale personal Web activity data to reconstruct a 
global user profile from the many fragments of personal information exchanged 
over a period of time. While this demonstrates the potential value of “user-
centric” profile and identity management, it also helps us identifying new 
research issues and challenges that will be faced by such an approach. 

1 Introduction 

In our daily lives, we interact with different types of people, e.g., colleagues, friends, 
family and strangers as well. Usually we manage this sort of interactions well, as each 
interaction has its own space and restrictions. However, when it comes to online 
interactions, all exchanges happen in one, single, open space, with known, trusted 
websites having the same status as unknown ones, and data exchange constantly 
occurring, at a pace impossible for us to fully comprehend. We refer to this 
phenomenon as the fragmentation of personal data exchange: where many different 
“destinations” of the data receive various fragments of personal information over 
time, without a global management and understanding of the data. This is currently 
the way data exchange happens on the Web, with obvious consequences on data 
control, ownership and, of course, privacy. 

User centric profile management systems deem to be a solution to this issue [1]. 
Current research initiatives in this area consider an approach where, instead of 
fragments being sent to various destinations, a global profile for the user is 
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maintained in the system and managed by the user himself. Parts of this profile can be 
requested by various websites, with the user being given the possibility to control 
these accesses and to keep track of them directly within the profile management 
system. However this idea has not been tested in a realistic environment, 
corresponding to actual interactions happening on the Web. Users send a huge amount 
of personal information in small fragments during interactions with different websites, 
through online forms, tweets, Facebook comments, automatically gathered 
information, etc. There is a need to check whether the idea of a global profile 
management system could be applicable in such a complex and heterogeneous 
environment, and what are the challenges to be faced to actually realize and deploy 
such a system. It is very important to stress upon the fact that we use the term 
‘profile’ here in the sense of a collection of personal data, rather than of a the set of 
user interests and preferences as used for example in [2].  

In this paper, we present results from an experiment relying on the actual Web 
activity logs collected from a user over a period of time. The idea here was to collect 
all the fragments of personal information sent by this user during several weeks, and 
to try to reconstruct from these fragments a coherent global profile. Besides requiring 
the design of a number of tools, the main contributions of this experiment are, on the 
one hand, to demonstrate the feasibility of personal information exchange relying on 
the assumption that one, global user profile is being maintained by the system, and on 
the other hand, to identify the issues and research challenges that we will need to face 
to realize such a system. 

2 Related Work 

The idea of global user profiles goes back to late 1970s, when generic user modelling 
servers and applications were looked at as potential solution to personalisation issues 
[3]. However, they still lack wide acceptance due to the complexity involved in 
adapting them from one organisation to another. Identity management shares a thin 
boundary with the aspects of personal information management we are looking at. 
The most popular approach for “user-centric” identity management is OpenID1. 
OpenID is a protocol that provides a unique ID to each user to be used over various 
services, a given ID being authenticated by a chosen identity provider. It therefore 
supports users in reducing the distribution of their identity data. OAuth2 coupled with 
OpenID provides secure exchange of data without disclosing users’ credential to third 
party websites.  

However, while some attributes of personal information can be passed through 
OpenID, OpenID and OAuth are essentially concerned with the problem of 
authentication and leave the management of personal information exchange to the 
third party websites being accessed. Going a step further, there are a few initiatives to 
realize user-centric identity management frameworks, including Windows 
CardSpace3, LiberryAlliance1, Higgins I-Card2, etc. These frameworks provide central 

                                                             
1 http://www.openid.net/ 
2 http://www.oauth.net/ 
3 http://www.microsoft.com/windows/products/winfamily/cardspace/default.mspx 
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places for storing and managing personal information (i.e., profiles), to which external 
websites are granted access. In this sense, they comply with our notion of profile 
providers. [4, 5] concern flexible user profiles in mash up environments. They discuss 
frameworks to provide decentralised and domain independent user models which can 
be used across applications. Morpho [4] facilitates the interoperability of user profiles 
among various applications, i.e., eliciting a user profile from one application and 
transforming it to be useable by another application. GUMF (Grapple user Model 
Framework) [5] is focused on e-learning environments for profile interoperability. [6, 
7] also discuss very similar approaches to [4, 5]. They consider a framework called 
SUPER (Semantic User Profile Management Framework) to aggregate the user 
information spread across multiple data silos to model semantic user profiles. SUPER 
is focused on the retail domain. While they still suffer from a number of limitations 
(e.g., in iCard based frameworks, personal data is still fragmented, in the sense that 
profile information is “boxed” according to the websites requesting it), a critical issue 
for us is that these frameworks are only initial development models, which have not 
been tested in real-life, open Web scenarios.  

FOAF+SSL [8] is an authentication protocol to provide secure exchange of 
distributed information. It uses the SSL layer in modern day Web browsers to create a 
secure conduit of information between two parties. Through the use of Semantic Web 
technologies (FOAF), FOAF+SSL goes a step further in terms of user-centrality: it 
allows a user to create his own profile and host it himself for applications to access 
securely. However, while very promising, FOAF+SSL is also in an initial phase of 
development and has not been widely adopted yet. In this sense, the assumptions on 
which it relies have not been validated on realistic cases. 

Here, we realize an experiment to re-construct a global user profile from the 
fragments of personal information sent by a real user to a large variety of websites, in 
order to test the feasibility of the approaches mentioned above. A similar approach of 
constructing a user profile from different fragments is presented in [9], which re-
creates global-user profiles from profile information available on the Web. In 
contrast, we focus here on re-constructing a user profile from the fragments of 
personal information exchange present in the user’s Web activity log. The way to 
collect such an activity log is described in the next section. 

3 Monitoring Web Activity for Data Exchange 

These days, with Web 2.0 applications, information is constantly being exchanged 
between users and websites. However, mechanisms to monitor these information 
exchanges are not commonplace, or generally very limited (i.e., browsers’ Web 
history). It is indeed a difficult task currently to keep track of what pieces of 
information a user shared knowingly (i.e., through direct interaction with websites) or 
unknowingly (e.g., through syndication and push-based client applications, or as an 
implicit side effect of explicit Web activity). As mentioned above, our goal is to 
collect actual data on personal information exchange on the Web to experiment with. 

                                                                                                                                                  
1 http://www.projectliberty.org/liberty/about/ 
2 http://www.eclipse.org/higgins/  
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To get such fragments of personal information we have developed a tool to monitor a 
user’s personal activities on the Web. Technically, it takes the form of a Web proxy 
system which, installed on the computer of the user, intercepts and records any 
communication occurring with the “external web” through the HTTP protocol. The 
corresponding logs are then encoded in an RDF format, relying on purpose-built 
“HTTP Ontology” (see Figure 1). 

 
 

           
Fig. 1. Overview of the Web activity monitoring system. 

 
 

We ran this programme on the computer of the second author of this paper for 2.5 
months, which yielded 9GB of data corresponding to more than 100 Million RDF 
triples; representing over 3 Million HTTP requests and the corresponding responses. 
To make sense and extract meaningful information out of these logs, the data is 
automatically annotated, stored and manipulated using semantic technologies (RDF, 
OWL). Taking advantage of ontological reasoning it is possible to classify this data 
into different categories, e.g., agents, hosts, requests, websites, etc. As a result, we 
have a structured version of this complex data ready to be used for the profile re-
construction phase of our experiment. This rich amount of data also helped us to 
analyse different aspects of a user’s online activities and data exchange [10]. 

4 Re-constructing a User Profile from Heterogeneous Fragments 

This section describes the experiment we conducted to test the hypothesis of a global 
semantic user profile using a bottom-up approach, from the data collected using the 
method described above.  

4.1 Basic Model 

Web activity log data can be considered as three interlinked sets of data: the set of 
hosts (website main URLs), the set of attributes (request parameters in URLs and 
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POST requests), and sets of values (values from the user for the request parameters). 
Each triple <host, attribute, value> represents a unique entry in our Web activity log. 
There can be more than one instance of a host, attribute pair, which however can 
uniquely be identified through the linked value (i.e., triples are unique, see Figure 2). 
 

 
 
Fig. 2. The Basic Model: data from the user sent to hosts using attribute-value pairs. 

 
This relationship can be further explained with the help of the following examples 
from the log (Table 1). 
 

Host Attribute Value 

www.google.com http://www.google.com/search#q yahoo+sandbox 
www.google.com http://www.google.com/search#q yahoo+searchmonkey 
www.google.com http://www.google.com/search#q jisc+access+identity 
ees.elsevier.com http://ees.elsevier.com/ijhc/update.asp

#username 
md’quin-992 

ees.elsevier.com http://ees.elsevier.com/ijhc/update.asp
#email 

m.daquin@open.ac.uk 

 
Table. 1. Web activity triples. 

 
Here we can see that a host (www.google.com, ees.elsevier.com) receives various 
values through various attributes (q, username, email), with the same attribute 
possibly being used multiple times, and the same value possibly being sent through 
different attributes, and to different hosts. 

Our experiment consists in re-constructing a profile for the user from which the 
activity log data originates. We use a simple representation for this profile, made of 
attribute-value pairs (e.g., firstName=Mathieu). Of course, each attribute can be 
associated with multiple values, and a value can be used in multiple attributes. We 
start with an empty profile, with no attribute defined.  
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In order to populate the profile with attributes and values for these attributes, we 
introduce the notion of mapping from the profile to the activity log. A mapping 
defines a relationship between an attribute in the profile and a set of attributes used in 
the Web activity triples defined above. The existence of a mapping indicates, first that 
the mapped profile attribute should be present in the profile, and second, that any 
value associated with the corresponding “data attribute” for a given host in the 
activity log should be used to populate the profile for the mapped profile attribute. 
These mappings can be one-to-one or one-to-many from profile attributes to data 
attributes, as shown in Figure 3. 

 
 

 
 

Fig. 3. Mapping profile attributes to (log) data attributes. 
 
 

For example, if we want to aggregate all the fragments of information about the 
user’s login IDs for different websites as a profile attribute called username, we create 
a mapping between the username profile attribute (which might or might not exist 
before) and selected attribute(s) used by these different websites to collect usernames, 
as shown in Figure 4. 

 
                  

 
  

     Fig. 4. Example of profile to data attribute mapping for username.  

 
Here we can see that the profile attribute username maps onto three different data 

attributes having two different values: mdaquin and mathieu. 

Profile 
Attribute:username 

http://stlab.istc.cnr.it/stlab/index
.php#wpName 

http://www.neon-
toolkit.org/bugzilla/#Bugzila_lo
gin 

 

http://www.slideshare.net/m
ain/user_activity#login 

mdaquin 

mathieu 

mdaquin 
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4.2 An Interactive Interface to Create Profile to Web Activity Log Mappings 

 
Fig. 5. Profile generation tool using mappings between the user profile attributes 

(top-right corner) and Web activity log attributes (bottom-left corner). The tool lists 
all the relevant hosts in the top-left corner and also provides suggestions of mappings 

based on already entered values in the bottom-right corner. 

 
We have developed a tool to help the user to re-construct a profile based on 

fragments of personal information present in the Web activity log, using the notion of 
mappings described above. This tool (see screenshot in Figure 5) helps the user to 
explore the activity log data in a convenient way, providing an ordered list of hosts, to 
which information about data (attributes and values) received is attached. The user 
can then categorise each triple into one of three categories: Unknown (no mapping 
defined yet), Match (at least one mapping exist), and Irrelevant (to be discarded as 
not relating to personal information. Usually technical parameters used by websites 
fall into this category). Initially, each triple is placed in the Unknown category, and 
hosts are ranked according to the number of attribute-value pairs they have in the 
Unknown and Match category.  

Categorizing an attribute-value pair in a given host as Match automatically 
triggers a dialogue to create a new mapping. The user can then chose an existing 
profile attribute to be part of the mapping, or create a new one by simply giving its 
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name. Once the mapping created, the tool will automatically 1- create the profile 
attribute if it does not exist, 2- populate this profile attribute with any value attached 
to the attribute of the selected Web activity log triple and 3- update the categorization 
of dependent triples and the order of hosts.  

Through this simple mechanism, it is possible for the user to re-create his own 
profile, by simply selecting elements of the Web activity log and indicating to which 
part of the profile they relate. In addition, as we keep track of the created mappings, it 
is always possible to explore the data further by inspecting to which hosts a particular 
value of the profile has been sent, and what other information this particular host has 
received.  

Moreover, in order to make this process easier for the user, the tool also generates 
suggestions of mappings, by identifying in the Web activity log the attributes that 
have received values already known in the profile. In this way, as soon as, for 
example, the e-mail address of the user has been mapped once, the tool will list all the 
other host-attribute pairs in the data which seem to correspond to the e-mail address, 
as they have received the same value.  

4.3 Results 

We had 33,098 <host, attribute, value> triples as part of our initial Web activity log. 
These triples were extracted from the 3 Million requests mentioned in Section 3 by 
discarding all irrelevant information, regarding for example the HTTP request 
headers, requests without data exchange, as well as duplicate requests. On an informal 
tone, the user found the process of re-constructing his own profile intuitive, involving 
and informative. For example, it was found that around 50% of the hosts that had 
received personal information were completely unknown to the user (i.e., he never 
explicitly visited them). A large proportion of them are Web marketing and traffic 
analysis sites such as www.google-analytic.com, which topped the list of the hosts 
having received the largest volume of information from the user.  

As can be seen in the Figure 6, the generated profile encompasses a large variety 
of aspects of the user’s personal information, ranging from relatively insignificant 
pieces of information (e.g., screen resolution), to more critical data (e.g., username, e-
mail address, phone number). Indeed, within a relatively short time (2-3 hours) the 
user managed to create 36 profile attributes mapped onto 1,108 data attributes out of 
the 33,098 triples in our log. This has been made easier through the mapping 
suggestion feature of the tool described in the previous section. Of course, in a real 
life environment, the time and effort necessary to create these mapping should be 
even further reduced; using sophisticated semi-automatic mapping creation and 
sharing mechanisms. 

Despite a reasonably short adoption period, the mapping process and profile re-
construction appeared straightforward to the user. In particular, we could not find any 
relevant piece of data in the Web activity log that could not fit in our basic model of 
profile and mappings. However, it is obvious that this experiment takes a number of 
restrictive assumptions on the way user profiles are represented and managed. This 
experiment also helped us identifying in which way such assumptions would be 
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challenged in a realistic profile management system, and therefore, what are the 
research issues to be tackled towards the deployment of such a system.  

 
 

 
Fig. 6. Collapsed profile (left), Expanded profile (right). 

5 Discussion 

The results from our experiment are encouraging for what concerns the possibility of 
applying profile management systems in an open Web environment. Indeed, we can 
see from the previous section that, even with a relatively simple model of profiles and 
mappings, building a global view on the user’s personal information, as exchanged 
with various websites, is feasible in reasonable time and without major 
inconsistencies appearing.  
    However, a major goal of this experiment was also to better understand the issues 
that profile management systems would face in a realistic Web environment. Indeed, 
our model relies on simplistic assumptions concerning the way profiles are 
represented and managed. In the course of running the experiment, we identified a 
number of high-level issues where these assumptions appeared too restrictive. We 
discuss here these research issues and challenges. 
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5.1 Profile Representation 

In this paper, we have used a very simple representation for a user profile: attribute-
value pairs. While this appears very basic and unsophisticated compared to some 
models of user profiles, our experiment indicates that a large portion of Web users’ 
personal data can be represented using this simple model. However, there are a 
number of cases where a less straightforward model would be more satisfactory.  

The most obvious of these cases are the ones where substructures need to be 
represented in the profile, i.e., where attributes should be attached to other objects 
than the user. For example, elements concerning some journal articles that the user 
has reviewed appear in the data. In such cases, we create an attribute hasReviewed 
and populate it, e.g., with the identifier of the paper in the target system. However, the 
data also includes additional information about the article itself, such as its title and 
authors. Such information cannot obviously be attached to the user, but should be 
represented, for example, through triples of the form <Mathieu, hasReviewed, 
paperX>; <paperX, hasTitle, “Great Paper on Cool Things”>; <paperX, hasAuthor, 
“Don T. Exist”>. Even more, in this example, a ternary relation would be necessary 
to fully represent this piece of information and encode the fact that Mathieu has 
reviewed paper X with score Y.  

While a model able to cope with such information would not be difficult to create 
using modern semantic technologies, the main issue here comes from the mappings 
with the requests from external websites. Indeed, as we use a bottom-up approach to 
re-construct a profile from the mappings with real data, a semantic profile 
management system would need mappings to fulfill information requests from 
websites, and answer them using data from the user profile. Our simple profile model 
is very easy to map to the currently simple model of parameters used to exchange data 
in HTTP. However, making the representation of the profile more sophisticated will 
inevitably lead to an increase in the complexity of the mappings, making it more 
difficult to create them and to maintain them. 

At a higher level, other representational issues have emerged from running our 
experiment. In particular, it appears that some websites have obtained different values 
from the same attributes over time. In many cases, this does not mean that the profile 
of the user should contain several values, but that the value changed, and so that the 
underlying implicit profile evolved. Representing this dynamicity of the user profile 
(i.e., having temporal profile) is critical in a profile management system, as some 
websites might refer to previous “versions” of a profile, or request information about 
the history of a given value (i.e., the user addresses in the last 5 years). 

Another high level issue concerns the inherent property of a profile as being 
“multi-faceted”. Indeed, it appears clearly that the reason why the e-mail attribute has 
multiple values is that these values relate to several “sub-identities” of the user (e.g., 
personal vs. professional). The goal of a profile management system is to avoid 
fragmentation with the use of a global user profile. It is however important for such a 
system to acknowledge this multiplicity, by somehow making this global profile 
“context dependent”.  
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5.2 Enriching the User Profile with Multiple Information Sources 

Above, it is assumed that only two sources of information contribute to the user 
profile: the user himself, and the corresponding websites through mappings. However, 
there exist a number of additional resources that could be used to enrich the profile 
with additional information and, as a consequence, help in making it easier to 
manage.  

First, the user might want to be given better possibilities to edit the profile himself, 
modifying values and structuring the information in a way that fits his own model and 
view on his personal data. While this is not fundamentally a difficult problem, the 
issue is, like in the case of structured representations above, in the mappings. Indeed, 
websites might have requested the edited information before and so, mappings might 
exist between the data in its current form and the way these external websites would 
consume it. Maintaining the consistency of these mappings by automatically 
propagating the applied changes in this context represents a challenge.  

Second, information about the user profile might be already openly available on 
the Web for the system to collect and use. Some information might be exposed 
through social networking websites, or other personal websites of the user. One 
interesting perspective here is to consider how much the current availability of some 
pieces of personal data can be used as a basis in deciding on granting access to it to 
some particular websites. In addition, information is not only available about the 
profile itself, but also about elements of the profiles and about the potentially 
requesting websites. It would be easy to realize, using a data source such as 
geonames.org for example, that the city the user lives in (Milton Keynes) is part of 
the country UK. Many other connections of the sort could be realized concerning the 
user’s employer, address, relations, etc. relying on the many sources of information 
available as linked data. These connections would appear crucial in a profile 
management system willing to help the user in understanding the possible 
consequences of disclosing a particular piece information to a given website, showing 
him what inferences this website could draw from such information, considering the 
data it is expected to have access to already.  

6 Conclusions and Future Work 

In this paper we have presented our findings from an experiment on re-constructing a 
user profile from the fragments of data he sent to various websites as part of his 
normal Web activity. The goal of this experiment was to consider the feasibility and 
applicability of a “user-centric” profile management system relying on a global user 
profile aggregating all of such fragments. We developed several tools to realize this 
task and conducted the experiment on the basis of user data collected during a period 
of 2.5 months. From this data, we managed to re-create what would be the implicit 
global user profile for this user, showing how it could be mapped to the way websites 
currently request this data. While this shows the potential of the considered profile 
management systems, it also helped us identifying high-level research issues that such 
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systems should face as this approach has already been used in [11] to help the user 
with trust and privacy issues during online data exchange. 

Further steps in this research include considering the functional aspects of a user-
centric profile management system for the Web, using a simulated environment where 
interactions with websites could be replayed “as if” they were mediated by this 
system, thus giving us an insight on the necessary protocols to be put in place.  
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Abstract. Web-based social networking applications gained consider-
able popularity in the recent years. However, most social networking plat-
forms suffer from the limits of the centralized paradigm they adopted,
limiting the mobility of their users, and their chances to benefit from
diverse services. In this paper we want to illustrate how these limita-
tions can be overcome by enabling a global naming service for the ’social
semantic web’. To do so, we will describe a web tool, called foaf-O-
matic, for creating FOAF profiles which is enabled to interact with a
global naming system called Entity Name System (ENS). Through a
well-known mashup system called Sigma, we will show how the use of
globally shared IDs in the definition of user profiles enables frictionless
integrations mechanism supporting web-based application interoperabil-
ity in dealing with users information.

Key words: FOAF, Social Network, OKKAM, Entity Naming System,
Sigma Entity-centric Data Integration

1 Introduction

A social network is a structure composed by individuals or organizations, that
are connected by one or more relationships, such as interests, professional com-
munity, values, ideas, friendship and so on [10]. Recently, the offer of web-based
social network services aiming at building online communities of people willing
to share their interests or activities increased impressively. The fast growth in
the number of social network services users created a brand new business mar-
ket that led social network service providers to the definition policies aiming at
reducing the “mobility” of users through the several social network service ap-
plications. In [4] we argued against this portability limitations, and we presented
a decentralized social network management paradigm.

In this paper, we focus on the benefits which may derive from the adoption
of a uniform naming system and shared ontologies to create a fertile ground for
the definition of frictionless, entity-centric, generic integration mechanism. We
use social network profiles as a typical example of user information that can be
defined across different applications and according to different standard, causing
well known portability issues.
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In section 2 we introduce Friend-Of-A-Friend (FOAF) as shared vocabulary,
and the Entity Name System (ENS) as a service which allows uniform identifi-
cation of entities across social profiles. In section 3 we describe the entity-centric
integration of social network profiles described according to the FOAF ontology
and we briefly present a web-based tool, called foaf-O-matic1, for the editing
these profiles; we also show how these benefits may be directly tested through
a general purpose mashup system for the Web of Data like Sigma2. In section 4
some related works are presented. Finally, in section 5 we present some conclu-
sion.

2 Preliminaries

Friend-Of-A-Friend FOAF is a machine-readable ontology describing persons,
their activities and their relations to other people and objects. The FOAF
project, which defined and maintains the FOAF ontology [6], can be consid-
ered the first open standard for Social Semantic Web application, in that it
combines RDF (i.e. Resource Description Framework) technology [9] with Social
Web concerns [7]. One of the first tools supporting the creation of FOAF profiles
was foaf-a-matic 3. This web application consists of three parts: first a simple
form presenting input fields corresponding to FOAF properties, then a part that
allows to list known people, and finally a part supporting the generation of RDF
FOAF profiles.

Entity Name System The ENS [5] is publicly available service aiming at handling
the process of creation, management and look-up of globally shared identifiers
for entities in the WWW. These identifiers are global, with the purpose of con-
sistently identifying a specific entity across system boundaries. The ENS has a
distributed repository for storing entity profiles and their identifiers. An entity
profile is essentially a relatively small amount of openly available descriptive
information used for discriminating among entities, not exhaustively describ-
ing them. It is important to notice that the identifiers and related descriptions
managed by the ENS are not meant to be authoritative as they don’t necessarily
represent the view of any specific user. The main goal of the ENS is to provide an
effective platform for sharing, and thus reusing, identifiers for existing entities.
For this reason, the creation and maintenance of entities’ profile follows a pro-
cess similar to the one adopted by Wikipedia managing articles. This approach
in handling identifiers differs from other authoritative approaches where ids are
issued by some authority, e.g. OpenId, or by the same owner of the identifier,
e.g. LinkedData URIs.

1 See http://www.foaf-o-matic.org
2 See http://sig.ma
3 http://www.ldodds.com/foaf/foaf-a-matic
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Fig. 1. Two social network created with foaf-o-matic

3 FOAF Social Network Profile Integration

The founding pillars of a frictionless social network profile integrations are: (1)
Use of shared ontology : all the social network profiles must be structured ac-
cording to formal ontologies; (2)Uniform identification system: people must be
identified uniformly across different social network. profiles.

The combination of these two enables automated and smooth social networks
integration. It is important to notice that ideally, social networking applications
should endorse the same ontology, but when this is not feasible it possible to rely
on techniques for automatic ontology alignment [8]. The main advantage of using
shared ontologies to structure information is that different systems can share a
common understanding of the types of information contained. Furthermore, if
two social network profiles present a description of a person, and this is uniformly
identified in both profiles, then it is easily possible to integrate the two social
networks.

To prove that smooth social network user profile integration is feasible, we
have implemented a tool enabling users to manage personal social network pro-
files defined using the well known FOAF ontology and integrating globally shared
identifiers provided through interaction with the ENS. This tool, named foaf-O-
matic, is briefly described in section 3.1. For the sake of clarity, we defined two
simple couples of social network profiles. The first couple was defined using our
tool foaf-O-matic, where users can search the ENS for the identifier of the peo-
ple they want to talk about and integrate their identifier in the social network
profile (see Figure 2). The second couple using foaf-a-matic, standard tool linked
in the foaf project web site, where the integration process is managed by means
of equivalence of values of specific properties (see Figure 1).
As you can see in the Figure 2, the two social network defined independently
according to the FOAF ontology are integrable at zero cost. Indeed, it is possible
to merge the two social network by simply putting together the description of
the person involved.
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Fig. 2. Two social networks sharing the same identifiers for people

In order to evaluate the advantages of the adoption of FOAF and uniform
identification system to define social networks, we rely on Sigma: a generic web
based tool for (semantic) information mashup. The tool collects information from
different sources available on the web, and produces an entity-centric mashup of
the retrieved information. The fact that social network profiles were described
according to the same ontology, and presented the same identifiers for people,
allows the mashup tool to automatically integrate the retrieved information. A
view of Sigma information mashup based on the entity identifier of one of the
author of this article is presented in Figure 3.

3.1 An overview of Foaf-O-matic

Foaf-O-matic, available at http://www.foaf-o-matic.org, is a Rich Internet
Application developed using the Faceltes and Icesoft Icefaces 1.8.2 J2EE AJAX
framework, that supports users in managing their social network profiles. A user
can create new, load and edit the personal social network profile, and integrate
globally unique identifiers retrieved through guided interaction with an Entity
Name System. Foaf-O-matic allows also to import of list of friends description
contained in FOAF profiles and hCard ( 4, and to save the RDF FOAF repre-
sentation of the network on local or remote machine. It is important to notice
that Foaf-O-matic does not force the usage of the identifier retrieved through
the ENS, but also supports the integration of other identifiers by means of OWL
sameAs5 statements being compatible with LinkedData principles [1].

4 Related Work

Another description of a potential solution for social network portability based
on FOAF is presented in [2]. In this paper the authors mainly formalize the idea
4 http://microformats.org/wiki/hcard
5 http://www.w3.org/TR/owl-ref/
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Fig. 3. A view of Sigma mashing up entity-centric information

behind the FOAF project, providing a more detailed description about how a
social network could be described using the FOAF and SIOC ontologies6.

A decentralization of social network system based on FOAF is proposed by
[11]. In this paper, the authors sketch a system where users manage all social net-
work information on a trusted secure server allowing social network application
to access and use the decentralized information for social network activity.

A FOAF based peer-to-peer social network system is proposed in [12]. The
authors outline a peer-to-peer system where users can handle their social net-
work in personal profiles described according to an extended FOAF ontology.
The weak point, among others, of the aforementioned approaches is that so-
cial network integration relies on a weak identification system as URL pointing
at other FOAF profiles, and inverse functional properties. The latter generally
volatile as identifiers and thus they cannot do not guarantee smooth and com-
plete social network integration [3].

5 Conclusion

In this paper we outlined the advantages given by the adoption of shared ontolo-
gies and uniform identification system when integrating social networks profile.
We presented an example of zero-cost social network profile integration based
on FOAF ontology and relying on the Entity Name System for the identifica-
tion. While doing that, we also briefly presented an existing web application
supporting users in creating automatically integrable social network profiles.

It is important to notice that in this context we used social network profile
as known type of user profile to show the advantages of semantic web technolo-
gies combined with the adoption of a uniform identification system. Indeed, the
6 http://sioc-project.org/
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solution we applied to social networks can, in principle, be replicated in any
other application environment, creating necessary condition for a frictionless
entity-centric information integration, enabling de-facto web application inter-
operability.
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